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The de Haas-van Alphen effect (dHvAe) describes the periodic oscillation of the magnetisation in
a material as a function of inverse applied magnetic field. It forms the basis of a well established
procedure for measuring Fermi surface properties and its observation is typically taken as a direct
signature of a system being metallic. However, certain insulators can show similar oscillations of the
magnetisation from quantisation of the energies of electron states in filled bands. Recently the theory
of such an anomalous dHvAe (AdHvAe) has been worked out but so far there is no clear experimental
observation. Here, we show that the inverted narrow gap regime of InAs/GaSb quantum wells
is an ideal platform for the observation of the AdHvAe. From our microscopic calculations we
make quantitative predictions for the relevant magnetic field and temperature regimes, and describe
unambiguous experimental signatures.

Introduction. In his seminal paper on the Diamag-

netism of Metals in 1930 [1] Lev Landau discovered what
are now known as quantum oscillations (QOs) which de-
scribe the periodic variation of experimental observables
as a function of applied magnetic field B. However, un-
aware of the experimental discovery in the same year of
QO in the magnetisation [2] – the dHvAe – as well as the
conductivity [3] – the Shubnikov-de Haas effect (SdHe)
– Landau erroneously dismissed the effect to be unob-
servable small. The subsequent work of Onsager [4] and
Lifshitz-Kosevich (LK) [5] showed the direct connection
of the period of QOs to extremal areas of Fermi surfaces
(FSs) and of the temperature dependence of the ampli-
tude to the effective mass of electrons. This quantita-
tive theory has turned the effect into the most precise
experimental tool for measuring FS properties [6] now
standardly used around the world.

The dHvAe/SdHe originates from the periodic crossing
of quantised Landau levels (LLs) through the chemical
potential, such that measuring these effects in a material
is almost taken as a synonym for the system being metal-
lic [6]. Therefore, the observation of the dHvAe in the
insulating state of the heavy-fermion material SmB6 [7]
came as a big surprise. Motivated by this experiment, we
have shown recently that, contrary to common intuition,
QOs can appear in certain band insulators [8] – dubbed
the anomalous dHvAe (AdHvAe). The prerequisites are
that the filled and empty bands should be separated by
a hybridisation gap that is on the order of the relevant
cyclotron frequency, ~ωc, and that this hybridised region
should trace out a well-defined closed surface in momen-
tum space (a ‘shadow FS’) at which the dispersion of the
filled band changes abruptly. (In the cases described be-
low this will be at the maximum of the filled band Emax.)
For a given magnetic field B this results in a LL struc-
ture with a sharp change in its dispersion as a function
of LL index n at the energy Emax. The distance between
LLs set by ~ωc ∝ B changes as a function of field such
that subsequent levels are pushed over Emax [9] causing
the thermodynamic potential to oscillate even in an in-
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FIG. 1. The low energy band structure of InAs/GaSb QWs
are shown for system close to the gap-closing transition with
a small gap of ∆ = 1.3meV. We assume that the chemical
potential is in the middle of the gap (solid line). The inset
shows the calculated Landau level structure for B = 0.6T with
up- and down-ward dispersing LL branches, as a function of
an index i = 0, 1, 2 . . . labeling the states in each band.

sulator.

Our previous work [8] was based on a flat band of f-
electrons hybridised with a dispersive band of d-electrons.
The connection of such a simple non-interacting toy
model to the complicated Kondo insulator SmB6 is cur-
rently under debate [10–13]. However, subsequently
the AdHvAe was shown to occur in other insulating
band structures fulfilling the above mentioned prereq-
uisites. Model calculations for topological insulators [9]
and gapped semi-metals [14] have explored the effect in
more general settings, but an unambiguous experimen-
tal observation of the ultimately elementary AdHvAe is
missing.

Here, we address the following outstanding question:
What is a realistic and readily available experimental sys-
tem for observing the AdHvAe? Is it possible to make
quantitative predictions? We propose that the insulating
regime of an electron hole bilayer with a small hybridisa-
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tion gap is the system of choice. Specifically, InAs/GaSb
QWs [15] constitute an ideal platform because they com-
bine a number of desirable features: i) They have an
inverted band structure resulting in up- and down-ward
dispersing LLs, see Fig.1 whose intersection provides a
well-defined closed contour in momentum space; ii) Their
dispersion and the band gap are highly tuneable as con-
firmed by the recent observation of the metal insulator
transition [16, 17]; iii) They are well described by ef-
fective non-interacting models [15]; iv) They have small
band masses resulting in sizeable cyclotron frequencies
for small magnetic fields such that the AdHvAe should
be observable in a broad regime of band gaps; v) In con-
trast to HgTe QWs [18], which are very difficult to fabri-

cate [19], InAs/GaSb QWs are much simpler with many
different groups studying the quantum spin Hall proper-
ties [16, 20–25].
By performing a first quantitative calculation we

show that the AdHvAe is straightforwardly accessible in
InAs/GaSb QWs for magnetic fields below 2 Tesla. A
direct observation of QO in the magnetisation and the si-
multaneous absence of QO in the conductivity (no SdHe)
will be a smoking gun signature of its discovery.
Effective 4-band model. The low energy electronic de-

grees of freedom can be described by an effective four
band model in the basis of electron/hole-like (e/h) states
[e ↑, h ↑, e ↓, h ↓] [15]. The Hamiltonian, which is simi-
lar to the BHZ model describing the quantum spin Hall
effect in HgTe/CdTe QWs, is described by [15, 26]

Ĥ =









M0 + µ+k
2 − geµB

2 B βk+ ∆+k+ − iαk− −∆0

βk− −M0 − µ−k2 − ghµB

2 B ∆0 ∆−k−
∆+k− + iαk+ ∆0 M0 + µ+k

2 + geµB

2 B −βk−
−∆0 ∆−k+ −βk+ −M0 − µ−k2 +

ghµB

2 B









(1)

with k+ = (kx+iky), k− = k∗+, k
2 = k2x+k2y. The param-

eter β controls the degree of hybridisation between the
sub-band systems, so largely determines the size of the
hybridisation gap. In actual materials it can be widely
controlled, by varying for example different layer thick-
ness or backgating [16, 20, 27].

The terms proportional to ∆i (i = +,−, 0)describe the
bulk inversion asymmetry (BIA) and α-terms arise from
the structural inversion symmetry (SIA). In contrast to
HgTe/CdTe QWs the electron and hole subbands are lo-
calised in spatially separated layers in InAs/GaSb QWs.
Therefore, the inversion symmetry is broken and the SIA
terms dominate over the BIA terms. Since the latter are
at least an order of magnitude smaller we can safely ne-
glect them (∆i = 0 in the following) which facilitates the
calculation of the quantised LL dispersion in an orbital
magnetic field. Finally, we have included a Zeeman term
which will lift some of the remaining spin degeneracies.
Typical values have been determined very recently, and
are around ge ≈ 10 and gh ≈ 3[23]. In Fig.1 we show the
band structure for a QW structure close to the critical

thickness with a small band gap of 1.3 meV. The micro-
scopic parameters have been calculated before and we use
the same values as Ref. [28] taken from Ref. [26] except
for a smaller β = 0.12[eVÅ] which reduces the gap bring-
ing the system closer to the metal-insulator transition.
In the following we will set up the calculation for the

energy levels in an orbital magnetic field [27, 29, 30]
which can then be used to directly calculate experimental
observables. We introduce B in the out of plane direc-
tion via the vector potential A which is minimally cou-
pled to the crystal momentum such that Π = k − e

c
A.

Then we can replace the momentum operators in Eq.1

with the standard ladder operators k+ →
√
2~
lB

â†, k− →
√
2~
lB

â and k2 → 2~2

l2
B

(â†â + 1
2 ) with the magnetic length

lB =
√

~c
e|B| ≈ 26nm√

B[Tesla]
. With the Ansatz wave function

|Ψn〉 = [un|n〉, vn|n− 1〉, wn|n+ 1〉, xn|n+ 2〉]T in terms
of the standard harmonic oscillator states |no〉 the prob-
lem of calculating the energy levels, Ĥ |Ψn〉 = En|Ψn〉,
for a given field B as a function of LL index n is reduced
to that of finding the eigenvalues of

Hn =















M0+
2µ+

l2
B

(n+ 1
2 )−

geµB

2 B
√
2β
lB

√
n −i

√
2α
lB

√
n+1 0

√
2β
lB

√
n −M0− 2µ

−

l2
B

(n− 1
2 )−

ghµB

2 B 0 0

i
√
2α
lB

√
n+1 0 M0+

2µ+

l2
B

(n+ 3
2 )+

geµB

2 B −
√
2β
lB

√
n+2

0 0 −
√
2β
lB

√
n+2 −M0− 2µ

−

l2
B

(n+ 5
2 )+

ghµB

2 B















.

[Note that the full matrix, coupling all four bands, only applies for n > 0; it reduces to 3 + n coupled bands
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for n = 0,−1,−2 since the entries Ansatz must have
oscillator index no ≥ 0.] In the inset of Fig.1 we show the
evolution of the LL branches for a field of 0.6 Tesla. For
increasing LL index i (labelling the states in each band)
the lower branches first disperse upwards before they turn
downwards after reaching the hybridised gapped region
around i = 7. For increasing the magnetic field, the
distance between the levels increases such that each of
the levels will be pushed consecutively over the maximum
of the LL branch – a prerequisite for the AdHvAe.
With the (numerically) calculated energy levels Eα

n

(with α labelling the energies of each matrix Hn) one
can directly calculate the magnetisation from the grand
potential via

M = − ∂

∂B
Ω with Ω = −kBTNΦ

∑

n,α

ln

[

1 + e
µ−Eα

n
kBT

]

(2)

with the Landau level degeneracy NΦ = BA
Φ0

(here A

is the area of the 2D system and Φ0 = hc
e

is the flux
quantum). However, since the energies of the two lower
LL branches are unbounded from below for increasing n,
the sum is divergent at its upper limit n → ∞. This
is, of course, unphysical and an artefact of the contin-
uum approximation. It can be easily cured by subtract-
ing the grand potential for a simple band insulator, ob-
tained for non-inverted levels with M0 → ∞, for which
the only occupied levels are Ẽ1

n = − 2µ
−

l2
B

(n + 5
2 ) and

Ẽ2
n = − 2µ

−

l2
B

(n − 1
2 ). This simple band insulator has a

similarly divergent potential within the continuum limit,
but a net magnetization that must vanish when effects
beyond that limit are included. Therefore, we can obtain
the regularized magnetization M for our model from the
difference

Ω̃

kBTNΦ
= −

∑

n,α

ln

[

1 + e
µ−Eα

n
kBT

]

+
∑

n,α=1,2

ln

[

1 + e
µ−Ẽα

n
kBT

]

.

A simple but experimentally crucial observation is the
following: only thermodynamic observables, e.g. the
magnetisation or its susceptibility, oscillate as a function
of field because they are determined by the sum over
all occupied energies [8]. However, other observables like
charge transport or NMR relaxation rates do not oscillate
because they are determined by the DOS at the chem-
ical potential which is, of course, zero in the insulating
regime [14]. These simply have a vanishing contribution
for temperature scales below the activation gap [9].
Because the calculation of the charge conductivity re-

quires a precise knowledge of scattering mechanisms from
defects and interactions, here, we only calculate a proxy
of it. The main qualitative behaviour of transport prop-
erties is captured by the evolution of the temperature
dependent density of states at the Fermi level (µDOS) [9]

µDOS =
∑

n,α

∂nF (E
α
n )

∂µ
=

1

2kBT

∑

n,α

1

cosh
[

Eα
n−µ

kBT

]

+ 1
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FIG. 2. QO as a function of inverse magnetic field in the nar-
row gap insulating regime with the same parameters as used
in Fig.1 and for T = 0.3K. The amplitude of the magnetisa-
tion M (red solid) is scaled by the QO amplitude M0 in the
unhybridised electron-like metallic subsystem, see text. The
evolution of the µDOS, which is expected to follow the qual-
itative behaviour of charge transport, is also shown (black
dashed line). Note the magnetic field induced gap closing
(black arrow) which can also be traced by the evolution of the
extremal energy levels around the chemical potential shown
in the inset.

with the standard Fermi function nF .

Results. In the following we focus on the small-gap in-
sulating regime of InAs/GaSb QWs which is expected to
be quantitatively described by the band structure shown
in Fig.1. The amplitude of the AdHvAe is only observ-
able in the regime where the hybridisation gap, ∆, is
not considerably larger than the energy scale associated
with the LL quantisation of the energies [8] otherwise it
is exponentially suppressed. This scale is given by the
cyclotron frequency ~ωc =

2µ+

l2
B

and determines the mag-

netic field range in which the AdHvAe is observable. For
InAs/GaSb QWs it varies from about 3meV for B = 1.7T
to 1meV at B = 0.6T which is easily reachable experi-
mentally.

We use the same parameters as before and show in
Fig.2 the magnetisation (red solid curve) as a function
of inverse magnetic field for a temperature T = 0.3K.
The inset shows the evolution of the extremal energy
levels closest to the chemical potential highlighting the
fact that for inverse fields below 1/B ≈ 0.57/T (black
arrow) the gap closes and the system becomes metal-
lic [9]. At this point the amplitude of the magnetisation
increases. However, the central result of this work is that
clear QOs of the magnetisation persist even in the insu-
lating regime! The frequency is given by the area of the
gapped ‘shadow FS’. Note, the amplitude of the oscillat-
ing magnetisation M is expressed in units of the typical
amplitude M0 = ~ωcρA

πB
[6] for oscillations of the elec-

tron like band in the unhybridised metallic regime (here
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FIG. 3. The evolution of the magnetisation (upper panel)
and the µDOS (lower panel), which mimics the behaviour of
charge transport, as a function of temperature.

ρ = Ak

2π2 is the density set by the relative FS area Ak).
The amplitude of the QOs in the insulator is about an
order of magnitude smaller than in the metal, but should
still be detectable in experiments.

In addition, we show in Fig.2 the evolution of the
µDOS (black dashed) which mimics the behaviour of
charge transport. Note we have checked that for chemical
potentials inside the bands the QO period directly scales
with the FS area as expected for the standard SdHe and
dHvAe. Here, sharp peaks appear once the system be-
comes metallic below 1/B ≈ 0.57/T (black arrow) but in
contrast to the magnetisation there are no oscillations in
the insulating regime! The smaller broad peak appearing
around 1/B ≈ 0.73/T is related to the small gap, see in-
set, on the order of kBT which leads to thermally excited
states at the Fermi level but it also disappears for lower
T .

In Fig.3 upper panel we show the temperature evo-
lution of M/M0. Note the small drift as a function of
temperature and field which is related to the fact that

two bands with different gap values contribute. More-
over, the gap values are dependent on the magnetic field
and the complex behaviour of the LL dispersion can even
result in temperature induced phase jumps of the oscil-
lations [9].

Both the amplitude of M and µDOS deviate sub-
stantially from the standard LK behaviour. In stan-
dard metallic systems the oscillation amplitude is always
monotonously decreasing as a function of T [6] whereas
in the AdHvAe it has plateau at lowest temperatures or
even a maximum at a temperature T ∗, which is set by
the distance of the LL extrema to the chemical poten-
tial [8]. In the future this could be used to measure the
size of the insulating gap ∆ and the position of µ. In
the upper panel of Fig.3 the maximum of the amplitude
moves to higher temperatures for increasing 1/B which
traces the evolution of the gap, see inset in Fig.2. Fur-
ther increasing the temperature the amplitudes decrease
until they are completely washed out around 10K (above
kBT ≈ ~ωc).

The lower panel of Fig.3 displays the evolution of the
µDOS. While there are no oscillations at T = 0 in the
insulating regime they appear at nonzero temperatures
from thermally excited states. Nevertheless they are very
weak except for the peak at 1/B ≈ 0.73/T associated
with a very small gap, see inset in Fig.2. The weak oscil-
lations quickly disappear with increasing temperature.
Finally, we have checked that the behaviour is qualita-

tively similar for different values of the Zeeman coupling
(g-factors) or gap values with only slight changes from a
change of the LL gap and the critical field above which
the system becomes gapless. For example, for a much
bigger gap of ∆ = 6.3meV (β = 0.36) we find that there
are still appreciable QOs in M for fields above 3T (not
shown). Overall, the AdHvAe is quite robust as long as
the lower LL branches disperse up- and down-wards and
∆ does not greatly exceed ~ωc. Hence, also the inclusion
of the BIA terms or other small perturbations will only
induce small quantitative changes.

Discussion. We have shown that the AdHvAe is
observable in the narrow gap insulating regime of
InAs/GaSb QWs. For reasonable band gaps ≈ 1.5meV
magnetic oscillations appear at temperatures below
about 5 Kelvin for magnetic fields around 1 Tesla, with an
amplitude that is roughly one order of magnitude smaller
than for the corresponding gapless electron sub-system.
Hence, the experimental constraints are well within reach
and the remaining experimental challenge should be the
measurement of the magnetisation of InAs/GaSb QWs,
e.g. via magnetic torque as has been carried out for other
2D electron gases [31–33]. The predicted behaviour con-
trasts strongly to standard QOs in metals, where both
the SdHe and the dHvAe occur simultaneously. For the
AdHvAe in insulators only observables related to the
thermodynamic potential oscillate whereas those quan-
tities determined by the DOS at the chemical potential,
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e.g. charge transport, vanish in the low temperature
limit. Hence, the observation of QOs in the magneti-
sation without a SdHe will be an unambiguous signature
of the AdHvAe. Finally we note that the amplitude of
QOs depends strongly on the hybridisation gap and on
the chemical potential (at nonzero T ), so this effect could
provide a powerful tool for measuring gap sizes and the
position of the chemical potential in narrow gap insula-
tors.
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Phys. Rev. B 93, 195305 (2016).

[23] X. Mu, G. Sullivan, and R.-R. Du,
Applied Physics Letters 108, 012101 (2016), http://dx.doi.org/10.1063/1.493

[24] G. C. Dyer, X. Shi, B. V. Olson, S. D. Hawkins,
J. F. Klem, E. A. Shaner, and W. Pan,
Applied Physics Letters 108, 013106 (2016), http://dx.doi.org/10.1063/1.493

[25] S. Mueller, A. N. Pal, M. Karalic, T. Tschirky, C. Char-
pentier, W. Wegscheider, K. Ensslin, and T. Ihn,
Phys. Rev. B 92, 081303 (2015).

[26] M. Franz and L. Molenkamp, eds., Topological Insulators
(Elsevier, 2013).

[27] C.-X. Liu, X.-L. Qi, H. Zhang, X. Dai, Z. Fang, and
S.-C. Zhang, Phys. Rev. B 82, 045122 (2010).

[28] D. I. Pikulin, T. Hyart, S. Mi, J. Tworzyd lo,
M. Wimmer, and C. W. J. Beenakker,
Phys. Rev. B 89, 161403 (2014).

[29] M. Knig, H. Buhmann, L. W. Molenkamp,
T. Hughes, C.-X. Liu, X.-L. Qi, and S.-C. Zhang,
Journal of the Physical Society of Japan 77, 031007 (2008).

[30] S.-B. Zhang, Y.-Y. Zhang, and S.-Q. Shen,
Phys. Rev. B 90, 115305 (2014).

[31] M. P. Schwarz, D. Grundler, I. Meinel, C. Heyn, and
D. Heitmann, Applied Physics Letters 76 (2000).

[32] J. G. E. Harris, R. Knobel, K. D. Maranowski,
A. C. Gossard, N. Samarth, and D. D. Awschalom,
Phys. Rev. Lett. 86, 4644 (2001).

[33] M. P. Schwarz, M. A. Wilde, S. Groth,
D. Grundler, C. Heyn, and D. Heitmann,
Phys. Rev. B 65, 245315 (2002).

http://dx.doi.org/10.1007/BF01397213
http://dx.doi.org/10.1080/14786440908521019
http://dx.doi.org/10.1017/CBO9780511897870
http://dx.doi.org/10.1126/science.aaa7974
http://dx.doi.org/10.1103/PhysRevLett.115.146401
http://dx.doi.org/10.1103/PhysRevLett.116.046404
http://dx.doi.org/10.1103/PhysRevLett.116.046403
http://dx.doi.org/10.1103/PhysRevB.93.125103
http://dx.doi.org/10.1103/PhysRevLett.116.246403
http://dx.doi.org/ 10.1103/PhysRevB.94.125140
http://dx.doi.org/ 10.1103/PhysRevLett.100.236601
http://dx.doi.org/ 10.1103/PhysRevLett.115.036803
http://dx.doi.org/10.1126/science.1133734
http://dx.doi.org/10.1126/science.1148047
http://dx.doi.org/ 10.1103/PhysRevLett.114.096802
http://dx.doi.org/10.1103/PhysRevB.94.035301
http://dx.doi.org/ 10.1103/PhysRevB.93.195305
http://dx.doi.org/http://dx.doi.org/10.1063/1.4939230
http://dx.doi.org/ http://dx.doi.org/10.1063/1.4939234
http://dx.doi.org/ 10.1103/PhysRevB.92.081303
http://dx.doi.org/ 10.1103/PhysRevB.82.045122
http://dx.doi.org/ 10.1103/PhysRevB.89.161403
http://dx.doi.org/10.1143/JPSJ.77.031007
http://dx.doi.org/10.1103/PhysRevB.90.115305
http://dx.doi.org/10.1103/PhysRevLett.86.4644
http://dx.doi.org/ 10.1103/PhysRevB.65.245315

