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Abstract

The near wake of a flow past a multiscale array of bars is studied by means of particle image velocimetry (PIV). The aim of this research is to understand the nature of multiscale flows, where multiple coherent motions of non-uniform sizes/characteristic frequencies (i.e. sheddings of particular bars in our considered case) interact with each other. The velocity fields acquired from the experiment are triple-decomposed into their mean, a number of coherent fluctuations and their stochastic part according to a novel triple decomposition technique introduced recently in Baj et al. [1]. This non-standard approach allows us to monitor the interactions between different coherent fluctuations representative of sheddings of the particular bars. Further, new equations governing the kinetic energy of the recognised velocity components are derived to provide better insight into the dynamics of these interactions. Interestingly, apart from the coherent fluctuations associated with sheddings, some additional, secondary coherent fluctuations are also recognised. These seem to appear as a result of non-linear triadic interactions between the primary shedding modes when the two shedding structures of different characteristic frequencies are in close proximity to one another. The secondary coherent motions are almost exclusively supplied with energy by the primary coherent motions, whereas the latter are driven by the mean flow. It is also found that the coherent fluctuations play an important role in exciting the stochastic fluctuations, as the energy is not fed to the stochastic fluctuations directly from the mean flow, rather through the coherent modes.
1 Introduction

Turbulent flows are intrinsically multiscale, e.g. the atmospheric boundary layer comprises a broad spectrum of scales of motion, ranging from millimeters (the flow past a grass leaf) up to thousands of kilometers (trade winds). In many cases turbulence is triggered at a number of length scales simultaneously (e.g. flows through a forest or cityscape). It is reasonable to expect that at each of these levels some sort of flow regularisation is enforced, resulting in a certain coherence being introduced into the flow on top of the stochastic turbulent motion. In this regard, features of single- and multiscale generated turbulence can diverge as the former lacks the dynamical interplay of the embedded multiscale coherent motions. The exact importance of these coherent dynamics is not well recognised yet, however, some phenomena observed in natural flows (e.g. the astonishingly quick propagation of wild fires) suggest that it might be of great importance.

The past decade has brought considerable advancement in this matter. Multiscale generated turbulence (or fractal generated turbulence, which is a subset of the latter) was discussed in a theoretical context by e.g. Valente and Vassilicos [2] or Goto and Vassilicos [3]. On the other hand, practical applications of such flows in different fields were studied as well, e.g.: in heat transfer (Cafiero et al. [4], combustion (Verbeek et al. [5], Goh et al. [6]), wind energy (Weitemeyer et al. [7]), mixing (Laizet and Vassilicos [8]) etc. The current work, inspired by the aforementioned research, focuses on the near wake of a simple, yet multiscale, array of obstacles. In particular, the flow past an array of bars of non-uniform thickness, which might be called a canonical example of multiscale generated turbulence, is interrogated with a strong emphasis on its dynamical properties. A set of particle image velocimetry (PIV) experiments was carried out in order to provide data for this analysis. The aim is to isolate features of multiscale generated turbulence at its early stage, as these might be constitutive for its further development, and to achieve a certain level of understanding of the physics of the multiscale generated turbulence by investigating the underlying dynamics.

As the focus of this research is on the near wake, it is expected that a considerable part of the fluctuations’ energy is going to be associated with vortex shedding. In order to properly acknowledge the existence of this coherent motion, a triple decomposition of the fluctuating velocity field is embraced instead of a classical Reynolds decomposition, as originally proposed by Hussain and Reynolds [9]. Therefore, the total velocity field $\mathbf{u}$
shall be represented as \( \mathbf{u} = \bar{\mathbf{u}} + \mathbf{u}' = \bar{\mathbf{u}} + \tilde{\mathbf{u}} + \mathbf{u}'' \), where \( \bar{\mathbf{u}} \) and \( \mathbf{u}' \) denote temporal mean and fluctuations of the velocity field. The latter is further decomposed into its coherent part \( \tilde{\mathbf{u}} \) and the remaining stochastic fluctuations \( \mathbf{u}'' \). While the Reynolds decomposition is straightforward, the triple decomposition requires a technique for discriminating between coherent and stochastic fluctuations. A number of different methods have been proposed in the past to address this problem. To name a few, researchers have used conditional sampling (e.g. Hussain and Reynolds [9]), bin averaging e.g. Cantwell and Coles [10], Sonnenberger et al. [11]), proper orthogonal decomposition based techniques (e.g. Perrin et al. [12]) or even more complex techniques (Bourgeois et al. [13]) amongst many others. The particular conditions of the current work, however, limit the choice. The main constraints are as follows: there are several different coherent fluctuations involved in the multiscale flow (i.e. shedding of particular bars), the energy associated with particular motions varies significantly (due to nonuniform thickness) and there is no external phase information. A recent method proposed by Baj et al. [1] was shown to overcome the above difficulties. The method is extensively validated against other triple decomposition techniques in Baj et al. [1] and the validation is based on data acquired from a very similar setup, which makes it convenient to utilize in the context of the present study.

As mentioned above, the dynamics of the considered flow are the primary interest and thus the kinetic energy budget is investigated. Since a triple decomposition is utilized, it is natural to consider energies of the mean, coherent and stochastic motions separately. Suitable turbulent kinetic energy budget equations have already been formulated by Hussain and Reynolds [9], however, they were derived in the context of a single coherent motion, e.g. in the wake of a single cylinder/prism. Since we consider a number of simultaneous coherent fluctuations, a new, suitable form of these equations is derived and further applied to the analysis of the gathered data. This approach is similar to an inter-modal energy flow study presented by Couplet et al. [14] (an energy exchange between a number of POD modes is considered therein) or, more recently, by Hosseini et al. [15] (an energy exchange between a slowly-varying base flow; the first and the second harmonic of a wall-mounted pyramid’s shedding are studied).

Let us briefly present the outline of the present work. Section 2 describes the experimental setup and quantifies the uncertainty of the experimental data. Section 3 presents basic characteristics of the flow in the context of both large- and small-scale motion. It
also discusses the appearance of the secondary spectral peaks in the power spectral density (PSD) functions of the velocity fluctuations, which had not been well described in the literature until now. Section 4 introduces the triple decomposition technique utilized hereafter and applies it to our considered experimental data. Section 5 focuses on deriving the energy budgets’ equations and further on presenting the associated results. The final section, 6, summarises our results, discusses them and presents the conclusions. Some additional information is provided in appendices for the sake of completeness. These expand discussions of some specific issues raised in the main body of this work (e.g. a validation of certain assumptions).

2 Experimental setup

The experimental campaign, which consisted of four separate experiments, was carried out in the open water channel facility of the Department of Aeronautics at Imperial College London. The cross section of the channel had size of 600 × 600 mm, denoted $H \times H$ hereafter. All the measurements were taken at the same inlet velocity $U_\infty$ of 0.2 ms$^{-1}$. The background turbulence intensity $T_u$ was found (in an auxiliary experiment) not to exceed 1.9% in the bulk flow (see the profile in figure 1a, the transverse coordinate $y$ equals 0 at the flumes’ centre-line and $-H/2$ at its floor) and to approach around 12% in the turbulent boundary layer near the flume’s floor. The mean streamwise velocity $\bar{u}_1$ profile is also plotted for reference. PSDs of the streamwise and transverse background velocity fluctuations are given in figure 1b (denoted by $E_{11}'$ and $E_{22}'$, normalised with the respective velocity fluctuations root-mean-square values $u_1'$ and $u_2'$), revealing a relatively large contribution of long waves to the overall fluctuations. The integral length scale of the background turbulence cannot be reliably evaluated. As can be inferred from figure 1c ($R_{21}'$ denotes the streamwise correlation of the transverse velocity fluctuations and $\xi$ represents a streamwise increment), there is a significant short-distance correlation, associated with the background turbulence, which gets shadowed by a long-distance one, making it impossible to establish the integral length scale. The long-distance correlation likely appears due to some slow variation of the bulk velocity resulting from e.g. the fluctuating turbulent/non-turbulent interface on all three sidewall boundary layers (leading to acceleration/deceleration of the potential flow), the pump’s characteristic or some other
global features. A rough estimate of the integral length scale (evaluated by extrapolating of the initial correlation piece assuming its exponential trend) returns a value of 4.5 mm (the estimate of the long-distance correlation scale calculated in the same way equals 300 mm). This problem is not present in the boundary layer area, as the turbulence gets stronger (see figure 1c).
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Figure 1: Characterisation of the free stream at the centre-plane: a) the mean streamwise velocity and the turbulence intensity profiles, b) PSDs of the streamwise and transverse velocity fluctuations evaluated in the bulk flow, c) streamwise correlation functions of the transverse velocity fluctuations evaluated in the bulk flow and at the mid-height of the boundary layer.

Flow past a multiscale bar array (see figure 2a), was studied in all the experiments. Additionally, a uniform bar array was investigated in some cases in order to provide reference data (see figure 2b). The bars were mounted within an outer frame, as shown in figure 2c, which had the the same outer dimension as the channel’s cross section. Streamlining elements were attached to the frame in order to minimize its impact on the flow. The blockage was almost the same for both grids and equals 27.9% and 26.7% for the single and multiscale grid respectively based on the frame’s inner cross section (the overall blockage, i.e. taking into account the frame as well, reaches 39.6% and 38.6%). The bar thicknesses $t^i$ were equal to 76.2 mm, 25.4 mm and 9.6 mm for the big, the medium and the small bar respectively (they are also referred to as bars I, II and III throughout the text, the uniform array is constructed only with medium bars) and the streamwise depth was equal to 15 mm. The setup resulted in a global Reynolds number $Re_H = U_\infty H/\nu = 120 000$ while the thickness based Reynolds numbers $Re_t = U_\infty t/\nu$ fell into an interval $1 900 - 15 000$ (\(\nu\) denotes the kinematic viscosity).

Four separate PIV experiments were carried out to characterize different aspects of the flow. A schematic of the setup, given in figure 3, applies to all of them. The cameras
and other optics were fixed at the same position for all measurements, roughly 4.5 m downstream of the entrance to the flume’s test-section, and focused at the mid-plane of the channel. The grid was mounted to a traverse that can adjust its upstream position in order to examine the flow at different locations downstream of the grid.

The difference in the initial conditions that were imposed at different upstream positions of the grid was negligible, i.e. the boundary layer grew by roughly 10% between the grid’s extreme positions (its thickness is of the order of 70 mm, see figure 1a). Surface waves were not observed during the course of experiments. Moreover, all the measurements were taken below the centre-line, far from the free surface. Therefore the potential impact of waves is neglected in this work.

A large field of view (FoV) was monitored in experiment 1 with the intention of documenting the large scale properties of the flow. It consisted of 6 separate measure-
ments taken at consecutive downstream locations, starting from the frame’s rear face (see figure 4). The size of the total monitored area, located between the flume’s floor and its centre-line, equaled $300 \times 600 \text{mm}$. Experiment 2, on the other hand, provided temporally-resolved vertical profiles of the velocity field, which allows spectral analysis of the flow. These were taken at the centres of the particular fields of view of experiment 1 $(x/H = \{0.07, 0.24, 0.41, 0.57, 0.75, 0.91\}$, see figure 4). Finally, experiments 3&4 were focused on a number of specific regions and provided spatially-resolved information in narrow windows, which are centred on $(x/H, y/H) = \{(0.22, -0.34), (0.23, -0.26), (0.23, -0.35), (0.36, -0.37)\}$. Experiment 3 consisted of an additional window centred at $(x/H, y/H) = (0.57, -0.21)$. The small scale properties of the flow are evaluated based on the data acquired from these two. These exact spots were considered because they coincide spatially with some characteristic features of the flow field (see sections 3 and 5 for more details).

Two different types of high-speed cameras were used: Phantom Miro M310 and Phantom v641 (providing image resolution of $1280 \times 800 \text{px}$ and $2560 \times 1600 \text{px}$ respectively). Two cameras operating simultaneously in side by side arrangement were utilized in experiments 1&2 instead of a single camera C, which yielded a larger stitched field of view. The side cameras (i.e. cameras B&F) were only used for the stereoscopic measurements (see table 1 for further details). The illumination was provided by a Nd:YLF laser, which ran at a frequency of 500 Hz throughout the experiments, and an optical system that formed a thin diverging laser sheet having a thickness of 0.7 mm.

![Figure 4: Locations of the fields of view of particular measurements.](image)

Experiment 3 provided stereoscopic PIV measurements. The angular displacement
method (see Prasad [16] for reference) was used with the lines-of-sight divergence half-angle $\theta$ (see figure 3) equal to 45°, which guarantees uniform measurement error across all velocity components (as suggested by Raffel et al. [17]). Auxiliary water prisms were mounted in front of cameras B&F to ensure their optical axes were perpendicular to the air-water interface. Additionally, the Scheimpflug deflection angle $\alpha$ was applied between the cameras and their respective lenses in order to yield properly focused images. Camera C was operated simultaneously to the two others, however, its recordings were not part of the stereo measurement. Instead, it provided an overview of planar velocity within a larger field of view (similar to the one of experiment 1). Note that the results of this measurement are not shown in this paper explicitly, rather they are used as a reference for conditional averaging of the stereo measurement (this is further discussed in section 4). A set of 9 calibration images was collected before each measurement. A plain, dotted board (dots’ spacing equals 2.5 mm) was used as the calibration target which was traversed across the thickness of the laser sheet with a step size of 0.15 mm. A third order polynomial was used as the mapping function in the calibration process which yielded fit’s standard deviation of less than 0.01 px.

The flow was seeded with polyamide particles during experiments 1&2 and with borosilicate glass particles for experiments 3&4 having an averaged diameter of 7 $\mu$m and 11 $\mu$m respectively (specific gravity equals 1.1 for both). The Stokes flow based approximation of the particles response time $\tau_p$ was found to be equal to roughly 7.5 $\mu$s for the larger particles. Under an assumption that the Kolmogorov length scale equals 0.1 mm, which is a conservative estimate based on Gomes-Fernandes et al. [18] who used a similar facility, one can evaluate the Kolmogorov time scale $\tau_\eta$ to be 10 ms. Therefore, the particle Stokes number $St_p = \tau_p / \tau_\eta^{-1} = 7.5 \cdot 10^{-4} \ll 1$ which indicates that the particles followed the smallest scales of motion reliably.

The basic settings of the particular measurements are summarised in table 1. The sizes of respective interrogation windows were chosen to ensure sufficient particle density, i.e. at least 10 particles per window in the cases of experiments 1&2 and at least 6 particles per window in the remaining two (this is in-line with the practices suggested in Raffel et al. [17]). The time delays between consecutive exposures were established in preliminary checks to allow sufficient averaged particles displacements of at least a quarter of the respective interrogation window size. In the case of stereo PIV (i.e. experiment 3) the
Experiment 1 | Experiment 2 | Experiment 3 | Experiment 4
---|---|---|---
Type | 2C-2D PIV | 2C-2D PIV | 3C-2D PIV | 2C-2D PIV
Large FoV | 2C-2D PIV | Time-resolved | Stereo PIV | High spatial resolution
Cam C | 2×Sigma 70 mm f/2.8 | 2×Sigma 70 mm f/2.8 | Phantom v641 | Phantom v641
2×Phantom Miro M310 | Phantom Miro M310 | Nikon 135 mm f/2 | Sigma 180 mm f/2.8
Cams B&F | Disabled | Disabled | Phantom v641 | Disabled
Nikon 135 mm f/2.8 | Sigma 180 mm f/2.8

| $f_aq$ [Hz] | 25 | 500 | 100 | 100
| $T_aq$ [s] | 90 | 120 | 150 | 300
| $N_{aq}$ [-] | 2250 | 60000 | 15000 | 30000
| $\delta t$ [ms] | 4.6 – 6.6 | n/a | 1.25 | 0.56
| IW [px] | 16 | 16 | 24 | 24
| Overlap [%] | 75 | 75 | 50 | 50
| FoV size ($x \times y$) [mm] | 100 × 300 | 8 × 300 | 15 × 15 | 10 × 10
| $\Delta_x$ [mm] | 2.10 | 2.10 | 0.64 | 0.33

Table 1: Summary of the experiments’ parameters ($f_aq$, $T_aq$, $N_{aq}$, $\delta t$, IW, $\Delta_x$ denote respectively acquisition frequency, acquisition time, number of image pairs, time delay between consecutive frames, interrogation window size and spatial resolution).

Out-of-plane displacement was also quantified. Given that the standard deviation of the out-of-plane velocity fluctuations observed in the experiment does not exceed 55 mm s$^{-1}$, 95% of out-of-plane displacements are expected to be smaller than 0.13 mm (the mean out-of-plane velocity is negligible at the mid-plane considered), which is less than a quarter of the light sheet thickness, producing reliable stereo PIV measurements (see Van Doorne et al. [19]). It was verified that the gathered data does not suffer from peak locking. As a result of the assumed time separation between consecutive frames, 95% of the instantaneous displacement gradients observed in the particular experiments were smaller than 0.14 px/px, 0.06 px/px, 0.05 px/px and 0.02 px/px for experiments 1, 2, 3 and 4. This respectively results in the displacement evaluation uncertainty of 0.3 px, 0.11 px, 0.10 px and 0.07 px (following Raffel et al. [17]). These values (except for the first one) are of order of the PIV uncertainty floor of 0.06 px suggested by Herpin et al. [20], thus their effect on the total uncertainty of the present measurements should be limited.

A commercial PIV software (DaVis, LaVision) was used in the course of data post-processing for the evaluation of the instantaneous velocity fields. A multipass correlation
method was applied (the parameters for particular experiments are displayed in table 1). A gaussian fitting was used for sub-pixel interpolation. A median filter was applied to filter out spurious vectors (the filter’s size was set to $5 \times 5$). The minimum peak ratio (ratio of the primary and the secondary correlation peaks) was kept above 1.2 (otherwise the vector was removed). The missing vectors were further interpolated. In all cases the number of replaced vectors was limited to 3% of the total number (excluding the outer frame of two rows of vectors). A self-calibration algorithm (see Wieneke [21] for details) was utilized in the case of the stereoscopic data to improve the calibration. The final stereo reconstruction error was less than 0.45 px in 95% of cases, which is below the threshold of 0.5 px suggested by Raffel et al. [17]. All the additional postprocessing was done with dedicated in-house codes.

<table>
<thead>
<tr>
<th>$x/H$</th>
<th>0.07</th>
<th>0.24</th>
<th>0.41</th>
<th>0.57</th>
<th>0.75</th>
<th>0.91</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e'_{rms}$ [px]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experiment 1</td>
<td>0.07 − 0.24</td>
<td>0.07 − 0.13</td>
<td>0.06 − 0.10</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>Experiment 2</td>
<td>0.07 − 0.31</td>
<td>0.08 − 0.13</td>
<td>0.09 − 0.11</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>Experiment 3</td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experiment 4</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$e'<em>{rms}/u'</em>{rms}$ [%]</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td>2 − 14</td>
<td>3 − 10</td>
<td>2 − 7</td>
<td>2 − 6</td>
<td>2 − 6</td>
<td>2 − 6</td>
</tr>
<tr>
<td>Experiment 2</td>
<td>5 − 18</td>
<td>4 − 10</td>
<td>3 − 8</td>
<td>2 − 9</td>
<td>2 − 9</td>
<td>2 − 9</td>
</tr>
<tr>
<td>Experiment 3</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experiment 4</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Relative measurement error $e'_{rms}/u'_{rms}$ [%]. For experiments 1&2: bounds of the error within the respective fields of view.

The uncertainty of a particular PIV measurement arises from unpaired particles due to the out-of-plane motion, large in-plane displacement (relatively to the interrogation window size), non-uniformity of the seeding density or the illumination, considerable velocity gradients across the interrogation window, thermal noise of the camera’s sensor, etc. It is hard to establish the exact contribution of these particular error sources in a
practical situation. However the cumulative uncertainty can be conservatively quantified by comparing single-point velocity variance with the extrapolation of the velocity correlation evaluated at zero displacement (see Romano et al. [22]). Its measure, expressed as a rms value of the measurements’ random error \(e\), is checked for each individual experiment at all the considered locations. The results are summarised in table 2. The high relative error of experiments 1&2, appearing at the initial measurement positions, is associated with a fast, laminar flow which exists near the flume’s floor (see figure 5a in the following section). The time separation between PIV exposures was optimised to better resolve the wake areas, hence the error decreases there (note that at the farthestmost downstream stations the mean velocity is much more uniform and hence so is the error), whereas it can be considerable elsewhere. The absolute error, on the other hand, peaks in the wake areas, where high instantaneous velocity gradients are present. In the case of experiments 3&4 the error is uniform across all measurement positions and of order of the lower bounds of the former two.

An assessment of convergence of velocity statistics requires establishing numbers of independent samples acquired in each experiment. It was assumed that the number of independent samples can be approximated by \(T_{aq}/T_0\), where \(T_0\) is the integral time scale \(T_0\), i.e. an integral of temporal correlations of streamwise velocity. \(T_0\) was evaluated for each experiment at every measurement station, its values are summarised in table 3. Note that in each case \(T_{aq}/T_0\) is sufficiently high (i.e. \(>30\)), which allows usage of the central limit theorem for evaluating uncertainty of the velocity statistics. Formulas listed in Benedict and Gould [23] were used for this purpose. The half-widths of 95% confidence intervals for the most important statistics, i.e. \(\bar{u}_i\), \(u'_i^2\) and \((\partial u'_i/\partial x_k)^2\), are reported in table 3 (the critical values observed in particular FOVs are presented). Only normal components of the Reynolds stresses and of the velocity derivatives correlation tensor are considered there for the sake of brevity. The uncertainty of the shear components accounted for 50 – 80% of the corresponding normal components. Note that there is also additional bias error due to the noise self-correlation involved in the normal components’ measurements. This, however, accounted for less than an order of magnitude smaller contribution and is neglected here.
Table 3: Critical measures of data convergence evaluated for different experiments and positions: number of independent measurements ($T_aq/T_0$) and widths of 95% confidence intervals for basic velocity statistics.

### 3 General flow characteristics

#### 3.1 Large-scale properties

Let us start with a characterisation of some global properties of the flow. The mean streamwise velocity and fluctuations intensity fields are shown in figure 5. The flow consists of five wakes of particular bars that are relatively distinguishable (only three wakes are captured within the field of view). The wakes of the medium and the smallest bar appear to be deflected outwards from the centre-line. The fluctuations intensity
field allows a convenient definition of the adjacent wakes’ intersection point. Let us denote with this term a point located between two neighbouring wakes, where the spatial gradient of the fluctuations intensity field vanishes. Two such points are marked in figure 5b at the respective downstream positions of \( x/H = 0.23 \) and \( x/H = 0.57 \). Note that the distance between a grid and the expected wakes’ intersection point proved to be a crucial parameter for the description of fractal-generated turbulence (see Mazellier and Vassilicos [24] or Gomes-Fernandes et al. [18] for reference). Note also that one of the spots considered in experiments 3&4, i.e. \( (x/H, y/H) = (0.22, -0.34) \), is located in the vicinity of the upstream intersection point, whilst the other two considered spots, i.e. \( (x/H, y/H) = \{(0.23, -0.26), (0.23, -0.35)\} \), correspond to maxima of fluctuations intensity within the small and the medium wakes evaluated at the downstream position of their respective intersection points.

Figure 5: Transverse profiles and stitched fields of view for experiment 1: a) mean stream-wise velocity, b) fluctuations intensity (wakes’ intersection points are marked with crosses, based on experiment 1).

The thickest bar creates an elongated recirculation area whose streamwise extent exceeds 5\( t^I \). This is significantly more when compared to the stand-alone bar case usually considered in the literature (roughly 1.6\( t^I \) could be expected for the given aspect ratio based on Okajima [25]) or to the remaining two bars’ wakes. A similar observation applies to the peak of fluctuations intensity, which is located at 5.5\( t^I \). Upstream of this peak one
can easily distinguish a free shear layer separated from the big bar that bounds stagnated fluid behind the bar. The wake of the medium bar appears to be deflected towards the floor and it intersects the big wake roughly at the position of the fluctuations intensity peak of the big wake. Deflection of the smallest wake is less pronounced but yet it exists. The intersection point of the small and the medium wakes is postponed downstream of the fluctuations intensity maxima associated with each of them. It is also worth mentioning that a jet-like flow is sustained between the floor and the smallest bar. As a general description it can be said that the flow is highly inhomogeneous and anisotropic at all considered locations.

Flow past the uniform array is not illustrated here for the sake of brevity, however, it is worth mentioning that it consists of six wakes which are all similar to each other (there is some non-uniformity of the outward wake due to interaction with the boundary layer though). Their intersections occur at almost the same downstream location, equal to \( x/H = 0.32 \). In general, the flow exhibits milder spatial gradients of the mean velocity field and of the fluctuations intensity field compared to those observed in the flow past the multiscale array at the corresponding downstream location. The gradients tend to vanish quicker as well.

![Figure 6: PSDs of streamwise and transverse velocity components measured at the centre-line of: a) wake I \((x/H = 0.57)\), b) wake II \((x/H = 0.07)\), c) wake III \((x/H = 0.07\), based on experiment 2).](image)

The basic spectral characteristics of the individual wakes of the flow past the multiscale array can be deduced from figure 6 (\(E'_{11}\) and \(E'_{22}\) denote PSDs of the streamwise and transverse velocity fluctuations respectively). Note that a Hann windowing technique was applied to calculate these power spectral densities in order to decrease their spectral
leakage. The spectral resolution is therefore decreased to 0.05 Hz. Clear, pronounced shedding peaks can be recognised in the PSDs and affiliated to particular wakes. The shedding frequencies $f_{sh}$ equal: 0.40 Hz, 2.35 Hz, 6.05 Hz. The corresponding Strouhal numbers $St$ based on the respective bar thicknesses and $U_\infty$, summarised in table 4, exhibit considerable scatter and diverge from the values observed for the flow past a single, stand-alone cylinder ($St \simeq 0.13$ is reported for a square cylinder at moderate Reynolds numbers by e.g. Okajima [25], Lyn et al. [26] or Yen and Liu [27], $St \simeq 0.17$ was observed for a flat plate by Lyn et al. [26]). There are several factors that could be responsible for this result. The scatter might be understood in terms of a deflected gap flow effect (see Alam et al. [28] or Song et al. [29] for reference). It has been observed that two bars that stay in proximity might affect each others’ shedding in a way that one Strouhal number is decreased while the other increases (reaching values of roughly 0.07 and 0.21 respectively for a sufficiently small gap, as shown by Alam et al. [28] for a pair of square prisms) . The critical gap width that triggers this effect is roughly equal to the diameter of the bigger of the interacting bars. Since a gap between the biggest and the medium bars equals 0.9$t_f$, this phenomenon might be effective in our considered flow. Kiya et al. [30] showed that shear can significantly alter the Strouhal number of a cylinder’s shedding. In particular, a velocity increment of order of 10% across the bar diameter (which is what is observed in the present study) was shown to increase the Strouhal of a circular cylinder’ shedding by 30%. An inclination of the incoming flow can also affect the shedding frequency, as reported by Yen and Yang [31]. The angle of 15° was shown to increase the square prism’s shedding Strouhal number by 15%. The inclination of the incoming flow in the present study was roughly estimated to be of order of 15° and 10° for the medium and the small bars respectively. Last but not least, West and Apelt [32] reported increasing Strouhal number with the increasing blockage. A change in the Strouhal number of 8% was observed by the authors as the blockage rose from 6% to 15%. The blockage in the current study equals roughly 27%. Given the above, the relatively high Stouhal numbers observed in the current study could plausibly be the result of a combination of the listed effects.

Interestingly, the vortex shedding spectral characteristics are not preserved across different experiments, although, as stated in section 2, the setup was kept the same for all the measurements (i.e. the flow geometry and the incoming flow velocity). Non-
negligible shifts of the observed shedding frequencies exist between particular experiments as indicated in figure 7. It is most evident in the case of the smallest bar which sheds at frequencies of 6.00 Hz, 6.05 Hz, 5.45 Hz and 5.50 Hz respectively for experiments 1 to 4 (max \( \Delta St = 0.03 \)). Similarly, though less pronounced, the shedding frequencies of the medium bar span from 2.20 Hz to 2.35 Hz (max \( \Delta St = 0.02 \)). The exact reason for this behaviour is unknown, nevertheless, one can consider the bistable characteristics of gap flows as a plausible explanation. As reported by many researchers (e.g. Alam et al. [33], Miau et al. [34], or Wang and Zhou [35]), a random switching between two stable flow modes occurs in such flows with the time scale considerably larger than the shedding time scale. The mean time between switches has been shown by Kim [36] to be Reynolds number dependent. Similar phenomena have been observed in the case of a row of multiple cylinders (e.g. Hayashi et al. [37] or Le Gal et al. [38]), however the behaviour is even more complex. Given the above, the quasi-stable gap flow can be the reason for this observed discrepancy. It is also worth noting that a significant scatter in the measured shedding frequencies is already reported in the literature for gap deflected flows. Data presented by e.g. Song et al. [29], Alam et al. [33] or Sumner et al. [39] exhibit similar levels of Strouhal number variation to the one present in this work. This scatter is explicitly noted in Sumner et al. [39], simply arguing that there is some variation in the magnitude of the shedding frequencies. Since the scope of this work is rather elsewhere, this reported observation is to be left aside. Nevertheless, one should bear in mind that some discrepancies between results obtained in different experiments are possible in further assessments.

<table>
<thead>
<tr>
<th></th>
<th>Bar I</th>
<th>Bar II</th>
<th>Bar III</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>5.08</td>
<td>1.69</td>
<td>0.64</td>
</tr>
<tr>
<td>( Re_t )</td>
<td>15 240</td>
<td>5 080</td>
<td>1 900</td>
</tr>
<tr>
<td>( f_{sh} ) [Hz]</td>
<td>0.40</td>
<td>2.35</td>
<td>6.05</td>
</tr>
<tr>
<td>( St )</td>
<td>0.16</td>
<td>0.30</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Table 4: Vortex shedding parameters (\( AR \) denotes the bar cross sections’ aspect ratio, i.e. the thickness to streamwise depth ratio, based on experiment 2).
Figure 7: Shift of the shedding peaks of the transverse velocity PSDs measured in different experiments at the centre-line of: a) wake II \( (x/H = 0.07) \), b) wake III \( (x/H = 0.07) \).

### 3.2 Small-scale properties

Experiments 3&4 give access to the small-scale properties of the velocity fluctuations. It should also be noted that results of the stereoscopic measurements (i.e. experiment 3) are utilized in the study of the turbulence kinetic energy budget, which requires confident evaluation of the instantaneous velocity gradients. It is, therefore, worth validating experiment 3 against experiment 4 as the latter provides better spatial resolution as well as better statistical convergence, although its noise level is slightly higher (see tables 2 and 3).

The measured velocity gradients are sensitive to both spatial resolution and noise level. Note that despite the relatively high spatial resolution of the experiments, the Kolmogorov scale is still underresolved. Gomes-Fernandes et al. [18] report \( \eta \) of approximately 0.14 mm in similar flow conditions, which makes the resolutions of experiments 3&4 equal to 4.6\( \eta \) and 2.3\( \eta \) accordingly. Worth et al. [40] suggested that a resolution of at least 3\( \eta \) is enquired for confident estimation of small scale quantities, which means that at least the results obtained from experiment 4 should be suitable for the assessment of the small scales.

Table 5 summarises the isotropy of the flow at the probed locations. It seems that the flow is far from an isotropic state, both at its large and small scales, as the listed isotropy measures (see Taylor [41] for reference) deviate from unity considerably. Similar values are observed in experiments 3&4, except for the quantity \( 2 \cdot \left( \frac{\partial u_1}{\partial x_1} \right)^2 / \left( \frac{\partial u_2}{\partial x_1} \right)^2 \), which is seen to be systematically higher (by roughly 10%) in the planar experiment. These results could have been expected because in a near wake region the turbulence is not yet well developed. On the other hand, George and Hussein [42] postulate that local isotropy may
Table 5: Measurement of large- and small-scale isotropy (based on experiments 3&4).

not be the most suitable turbulence description in the first place (at least at moderate Reynolds numbers) and propose locally axisymmetric turbulence instead. This concept is adopted in our further considerations and utilized whenever the turbulent kinetic energy dissipation rate $\epsilon'$ is evaluated. A more detailed discussion of our approach is provided in appendix A.

Table 6 presents the dissipation of turbulent kinetic energy $\epsilon'$, normalised with the turbulent kinetic energy averaged along the transverse direction $k'_x$ (1), the convective time scale $H/U_\infty$ and the associated length scales evaluated in experiments 3&4. The aforementioned scales are: the largest eddies’ length scale $L_0 = k'^{3/2}_x/\epsilon'$, the Taylor length scale $\lambda = \sqrt{15\nu u'^2_{\text{rms}}/\epsilon'}$ (the isotropic definition is used; the exact definition is not critical to the scope of this work) and the Kolmogorov length scale $\eta = \sqrt[4]{\nu^3/\epsilon'}$. Note that the turbulent kinetic energy is evaluated as $\frac{1}{2}(u'^2_1 + u'^2_2 + u'^2_3)$ in the case of experiment 3, whereas it equals $\frac{\alpha}{2}(u'^2_1 + u'^2_2)$ for experiment 4, where $\alpha = (u'^2_1 + u'^2_2 + u'^2_3)/(u'^2_1 + u'^2_2)$ which is calculated based on experiment 3.

$$k'_x = \frac{2}{H} \int_{-H/2}^{0} k' \, dx_2$$ (1)
Despite experiment 4’s resolution being twice as good as that of experiment 3, the resolved dissipation rates are similar. There is no clear systematic tendency in the differences. The mean discrepancy across the four measurement stations reaches roughly 15%. It is worth noting that if none of the corrections described in appendix A were applied, the results of experiment 3 would be systematically lower than those of experiment 4 (by a mean value of 63%). Similar conclusions apply to the flow scales reported in table 6. Values of the Kolmogorov length scale oscillate in an interval 0.10 — 0.14 mm, which is in good agreement with Gomes-Fernandes et al. [18]. Local Reynolds numbers \( Re_\lambda \) reach moderate values of 122 — 268, which are also comparable with those of Gomes-Fernandes et al. [18], showing that, despite the early stage of the flow’s evolution, the turbulence is well developed at the probed locations. The resultant resolution of experiment 3 is of the order of 6\( \eta \), yet the results closely match those of experiment 4, whose resolution is twice as good, proving that the stereoscopic data can be used for the energy budget evaluation in section 5.

3.3 Secondary spectral peaks

Figure 8 depicts the spatial evolution of the transverse velocity spectra. As indicated by figure 6, the flow past the multiscale array consists of relatively energetic coherent motions, i.e. von Karman vortices shed by the bars. Peaks corresponding to particular sheddings have been marked with dark arrows. The shedding of the smallest bar seems to dominate close downstream at \( x/H = 0.07 \) but decays almost completely once \( x/H = 0.41 \) is reached. The medium bar’s shedding stays active throughout the probed space whilst the biggest bar’s shedding appears effectively at the penultimate station \( x/H = 0.41 \).

A closer look at the spatial evolution of the spectra allows identification of additional relatively energetic peaks. Figure 8b illustrates two of those, appearing at 3.75 Hz and 8.45 Hz. The lower frequency peak is located below the primary shedding peak of the small bar, at the outer shear layer of its wake, whereas the higher frequency peak takes the opposite location at the inner shear layer. The 3.75 Hz peak is quite persistent as its imprint is still present at the farthest location (figure 8d) unlike the high frequency peak which is only present at \( x/H = 0.24 \). Note also that the former it is even more persistent than the fundamental high frequency shedding mode. The remaining two highlighted features appear in figure 8d at frequencies of 1.95 Hz and 2.75 Hz. These are
Table 6: Turbulent kinetic energy dissipation rate and related scales evaluated based on experiments 3&4.

<table>
<thead>
<tr>
<th>$x/H$</th>
<th>$y/H$</th>
<th>$Re_\lambda$</th>
<th>$\epsilon'/(k'<em>x \cdot U</em>\infty/H)$</th>
<th>$L_0$ [mm]</th>
<th>$\lambda$ [mm]</th>
<th>$\eta$ [mm]</th>
<th>$\Delta x/\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.22</td>
<td>-0.34</td>
<td>184 ± 16</td>
<td>6.70 ± 0.65</td>
<td>51.0 ± 8.7</td>
<td>2.54 ± 0.19</td>
<td>0.101 ± 0.002</td>
<td>6.3 ± 0.2</td>
</tr>
<tr>
<td>0.23</td>
<td>-0.26</td>
<td>268 ± 29</td>
<td>5.99 ± 0.70</td>
<td>111.3 ± 21.1</td>
<td>3.36 ± 0.28</td>
<td>0.104 ± 0.003</td>
<td>6.1 ± 0.2</td>
</tr>
<tr>
<td>0.23</td>
<td>-0.35</td>
<td>165 ± 15</td>
<td>4.74 ± 0.44</td>
<td>54.5 ± 9.1</td>
<td>2.75 ± 0.20</td>
<td>0.110 ± 0.003</td>
<td>5.8 ± 0.1</td>
</tr>
<tr>
<td>0.36</td>
<td>-0.37</td>
<td>122 ± 14</td>
<td>1.51 ± 0.17</td>
<td>43.6 ± 8.7</td>
<td>2.90 ± 0.25</td>
<td>0.134 ± 0.004</td>
<td>4.8 ± 0.1</td>
</tr>
</tbody>
</table>

Experiment 3 ($\Delta x = 0.64$ mm, stereoscopic PIV)

<table>
<thead>
<tr>
<th>$\epsilon'/(k'<em>x \cdot U</em>\infty/H)$</th>
<th>$L_0$ [mm]</th>
<th>$\lambda$ [mm]</th>
<th>$\eta$ [mm]</th>
<th>$\Delta x/\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.24 ± 0.54</td>
<td>65.3 ± 11.4</td>
<td>2.87 ± 0.22</td>
<td>0.108 ± 0.003</td>
<td>3.0 ± 0.1</td>
</tr>
<tr>
<td>6.56 ± 0.75</td>
<td>101.6 ± 19.0</td>
<td>3.21 ± 0.26</td>
<td>0.102 ± 0.003</td>
<td>3.1 ± 0.1</td>
</tr>
<tr>
<td>4.52 ± 0.46</td>
<td>57.2 ± 9.9</td>
<td>2.82 ± 0.21</td>
<td>0.112 ± 0.003</td>
<td>2.9 ± 0.1</td>
</tr>
<tr>
<td>2.27 ± 0.26</td>
<td>29.1 ± 5.8</td>
<td>2.37 ± 0.20</td>
<td>0.121 ± 0.003</td>
<td>2.6 ± 0.1</td>
</tr>
</tbody>
</table>

Experiment 4 ($\Delta x = 0.32$ mm, planar PIV)

less pronounced, although, they might be shadowed by the main shedding peak $f_{sh}$ to some extent. Similarly to the previous case, the lower frequency peak is shifted to the outer shear layer and the higher frequency one to the inner shear layer of the medium bar’s wake. Figure 9 presents these peaks at an even farther downstream location of $x/H = 0.75$, where they would be hard to distinguish if plotted in a logarithmic scale. Despite their relatively small amplitudes, it seems that, similarly to the previous case, the lower frequency secondary peak exceeds both the primary higher frequency shedding and the other secondary peak. The considered secondary features seem to be exclusive to the flow past the multiscale array, as the reference flow past the uniform array does not exhibit any similar behaviour (i.e. only a singular pronounced peak can be distinguished at all the considered downstream locations, see figure 8e for an indication).
The frequencies affiliated to these additional peaks seem to coincide with linear combinations of the primary shedding frequencies: $f_{sh}^{II} \pm f_{sh}^{I}$ and $f_{sh}^{III} \pm f_{sh}^{II}$. Some small discrepancies that appear can be justified with the adopted frequency resolution or with the fact that considerable widths of the studied spectral peaks cause uncertainty in their frequencies’ identification. This hypothesis is supported by the data acquired in all the experiments. In particular, in experiments 3&4 the main shedding peaks are shifted...
Figure 9: Appearance of secondary spectral peaks associated with frequencies $f_{sh}^{II} - f_{sh}^{I}$ and $f_{sh}^{II} + f_{sh}^{I}$ at $(x/H, y/H) = (0.75, -0.28)$ (based on experiment 2).

towards lower frequencies. The additional peaks are also shifted accordingly as shown in figure 10 (or figure 7b). The respective frequencies measured in experiment 3 equal: 1.80 Hz, 2.65 Hz, 3.15 Hz, 7.75 Hz. It is also worth noting that the appearance of these additional peaks coincides with the wake intersection points marked on figure 5b (i.e. $x/H = 0.23, 0.57$).

Observations of similar secondary peaks have been reported in the literature in the past, although without particular attention. Lam et al. [43] documented such behaviour in the context of the flow past two circular cylinders in side-by-side arrangement with a diameter ratio of $d_1/d_2 = 2$. It is worth noting that they observed a similar spatial arrangement of secondary peaks to that observed in the present study. Song et al. [44] also reported the existence of the lower frequency secondary spectral peak, which appears in the context of the flow past two side-by-side circular cylinders with a diameter ratio of $d_1/d_2 = 0.75$ at various gap ratios. The authors speculate that its appearance might be due to a mutual nonlinear interaction between the two wakes. Another example can be found in Morton and Yarusevych [45], who considered the flow past a step cylinder. The additional frequencies that appeared in the flow past the step were associated to certain modulation phenomena.

Apart from the aforementioned, there is another quite prominent spectral peak that appears at $f \approx 8.20$ Hz (see figure 8a). It can be related to the shear layer that separates from the biggest bar (see figure 5b), as there is a spatial coincidence of these two. However, this particular peak is of minor importance for the scope of this work.

Summarising, the observations given above lead to a conclusion that the interactions of wakes at their early stage of development, where shedding is dominant, undergo a
distinctive process that is only effective if the wakes differ in characteristic size or frequency (thus cannot be observed in the reference flow past the uniform array). As two wakes arrive at their intersection point, two additional spectral peaks are induced at the frequencies corresponding to the difference and sum between the primary shedding frequencies. These secondary peaks appear at specific positions with respect to the interacting wakes: the lower frequency peak fixes at the outer shear layer of the smaller of the interacting wakes (outwards from the gap between the wakes) whilst the other locates itself at its inner shear layer. The lower frequency secondary peak is the most persistent. It persists even further downstream than the high frequency primary shedding peak. The other secondary peak, however, exists only for a relatively short period.

This scenario seems to be reproducible as it is observed in all the experiments considered in this work (despite the reported shedding frequency shifts) as well as in some data from the literature (e.g. Lam et al. [43]). Although the spectral characterisation suggests an ongoing modulation of the smaller wake by the bigger one as a plausible explanation, it is puzzling why a specific spatial arrangement of the spectral peak occurs or why the assumed beat frequency is more persistent than the one associated with the shedding. This phenomenon, potentially important for the dynamics of a multiscale flow, deserves closer attention. Motivated by this fact, for the remainder of this work let us focus on characterisation of this phenomenon by revealing the underlying velocity field organisation and further by considering the energy balance of the flow. Note that in the following sections, for brevity of our notation, all the quantities related to the secondary spectral peaks appear with the appropriate superscripts of $II \pm I$ or $III \pm II$ (while superscripts
4 Triple decomposition

As outlined in the introduction, the velocity fluctuations in our flow consist of both stochastic and coherent parts, which should be treated separately. In particular, the coherent fluctuations associated with individual spectral peaks should be distinguished to aid our understanding of the postulated wakes' interaction phenomenon. This implies that a triple decomposition, as originally proposed by Hussain and Reynolds [9], should be used rather than the traditional Reynolds decomposition. A fluctuating velocity field \( u(x, \tau) \), which is a function of a spatial location \( x \) and time \( \tau \), should be treated as a superposition of its temporal mean \( \bar{u} \), coherent fluctuation \( \tilde{u} \) and stochastic fluctuation \( u'' \). The triple decomposition method proposed by Baj et al. [1], which will be employed for this study (see appendix B for the theoretical background), can further distinguish between a number of different coherent motions \( \tilde{u}_l \), which allows for the accounting of coherent fluctuations associated with different spectral peaks. Thereby, the final triple decomposition definition takes the form of:

\[
\begin{align*}
  u(x, \tau) &= \bar{u}(x) + \sum_l \tilde{u}_l(x, \tau) + u''(x, \tau)
\end{align*}
\]  

(2)

The adopted triple decomposition method utilizes Optimal Mode Decomposition (OMD, see Wynn et al. [46]) to evaluate velocity modes \( \Phi_{OMD}(x) \) that can be linked to particular coherent fluctuations. These are used to span a basis onto which the total velocity fluctuations are projected. Since the modes are complex, the resultant coefficients are complex numbers as well. After bandpass filtering (see Baj et al. [1] for an extensive description), their arguments are interpreted as the instantaneous value of the phase \( \phi_l \) associated with a given OMD mode whilst their amplitudes, denoted as \( A_l \), are treated as the amplitudes of the respective coherent fluctuations. The final expression for the reconstruction of \( \tilde{u}_l \) is given by equation (3) (note that \( \bar{\ast} \) stands for the complex conjugate of \( \ast \)).

\[
\begin{align*}
  \tilde{u}_l(x, \tau) &= A_l(\tau) \cdot (\Phi_{OMD}^l(x) \cdot e^{\sqrt{-1}\phi_l(\tau)} + \bar{\Phi}_{OMD}^l(x) \cdot e^{-\sqrt{-1}\phi_l(\tau)})
\end{align*}
\]  

(3)
4.1 Extraction of the OMD modes

The method introduced above has been successfully applied to the data gathered in experiments 1 − 3 (with the exception of station $x/H = 0.57$ of experiment 3). Modes associated with the frequency $f^I$ were recognised for the last 4 fields of view ($x/H = 0.29 − 0.97$). Frequency $f^{II}$ was found everywhere except the last field of view ($x/H = 0.00 − 0.80$), while $f^{III}$ disappears after the first three fields ($x/H = 0.00 − 0.46$). As a rough estimate, the downstream extent of the identified modes is limited by the locations of their corresponding wakes’ intersection points, inferred from the fluctuations intensity field (see figure 5b).

Figure 11 presents the energies and curls of the OMD modes $\Phi_{OMD}$ corresponding to the highlighted eigenvalues resolved from experiment 1 (i.e. $\Phi_{OMD} \cdot \Phi_{OMD}^T$ and $|\nabla \times \Phi_{OMD}|$, the different fields of view are stitched). Blank areas appear as a result of not finding a damping peak at several locations. Iso-phase lines (note that OMD modes are complex) are plotted on top of the curl’s contours. Each of the presented modes can be clearly linked to particular wakes as the modes’ energies are clearly concentrated within the bounds of different wakes. Note that modes are continuous and smooth across the boundaries of fields of view which suggests sufficient convergence of the results ($\Phi_{OMD}$ is the least smooth which is due to its characteristic low frequency). The topology of the iso-phase lines clearly demarcates a pronounced spatial area of vorticity coherence (and thus velocity coherence) where the lines are smooth and continuous, in contrast to their random appearance elsewhere. This is especially clear in figure 11c. Areas associated with different shedding modes overlap to a certain extent, however, the high vorticity cores are well separated.

The applied triple decomposition procedure also yields similar results for the remaining experiments (these are not presented for brevity). Nevertheless, there were some slight differences in approach to manipulating the data acquired from each experiment which are now documented. In the case of experiment 2, the procedure is nearly the same as described above (and so are the conclusions). However, the high acquisition frequency relative to the observed shedding phenomena would result in much noisier modes (or even prevent them from being detected) if exactly the same approach was to be followed. In order to overcome this issue, in the context of (B.1), each instantaneous snapshot $q^h$ was compared with $q^{h+10}$ instead of $q^{h+1}$ (see appendix B for details). This guarantees that
the change of coherent velocities within the compared snapshot pair is considerably higher than the noise level.

In the case of experiment 3, the data acquired from camera C (see figure 3) was merged with the stereoscopic data for the purposes of the OMD analysis. This was necessary because the narrow fields of view of the stereoscopic measurement were not sufficient to enclose all of the coherent motions that occur at their respective downstream locations. Once the OMD was evaluated (i.e. the phase signals for all the sheddings were established), data acquired from camera C was discarded. Similarly to the previous case, snapshots $q^h$ and $q^{h+3}$ were compared in the OMD procedure to account for the high acquisition frequency.
4.2 Phase averaging

Despite the applied triple decomposition technique being successful in isolating the coherent fluctuations associated with the primary spectral peaks (i.e. vortex shedding modes), it did not offer any access to the modes associated with the secondary peaks recognised in the previous section. Even if the OMD rank \( r \) was set to relatively high values (comparable with the total number of snapshots), no clear low-damping peaks would be seen at frequencies affiliated to the secondary peaks. Some other measures were needed to be taken to isolate these fluctuations.

As stated in the introduction, different methods have been used in the past to perform triple decomposition, one of them was phase averaging (e.g. Cantwell and Coles [10]). The main reason for the previous exclusion of this approach was that no phase reference was available. Baj et al. [1] tried to extract a phase reference from a fixed spatial point of a measured velocity field and further use it for conditional averaging but with no success (i.e. conditional statistics established in this way did not present any clear results). The current problem, however, is specific, as the objective is to extract secondary coherent fluctuations associated with frequencies of \( f_l^{\pm m} \) while the phase reference of both \( f_l^l \) and \( f_l^m \) are known (i.e. phase references of the primary coherent fluctuations). Hence, it can be argued that the missing phase reference of the secondary coherent fluctuations could be expressed as \( \phi_l^l \pm \phi_l^m \). Let us consider the nonlinear term of the Navier-Stokes equation. As a consequence of distinguishing the primary coherent terms \( \tilde{u}_l^l \) and \( \tilde{u}_l^m \) in the first place, the nonlinear term itself should consist of a term \( \left( \tilde{u}_l^l \cdot \nabla \right) \tilde{u}_l^m \) amongst others. It is straightforward to show based on (3) that \( \left( \tilde{u}_l^l \cdot \nabla \right) \tilde{u}_l^m \) is the product of a certain spatial modulation (e.g. \( \Phi_{OMD}^l \cdot \nabla \Phi_{OMD}^m \)) and a temporal evolution factor \( \exp \left( \sqrt{-1} \left( \phi_l^l(\tau) \pm \phi_l^m(\tau) \right) \right) \). Under an assumption that this is the driving term of the secondary coherent fluctuations, which seems a plausible scenario, the phase reference of the secondary coherence fluctuation should be equal to \( \phi_l^l \pm \phi_l^m \), as postulated. Note that a similar idea was also suggested by Song et al. [44].

Following the aforementioned logic, let us perform a phase averaging based on \( \phi_l^l \pm \phi_l^m \). The phase average \( \langle a \rangle \) of an arbitrary fluctuating quantity \( a \) evaluated for \( \phi_l^l \pm \phi_l^m = \phi_0 \) can be defined as follows:

\[
\langle a \rangle = \text{mean}_{\phi_l^l(\tau) \in G_0} a(\tau)
\]

where \( G_0 \) is a phase bin bounded by \( \phi_0 - \Delta_\phi/2 \) and \( \phi_0 + \Delta_\phi/2 \). The width of the bin is
limited on the one hand by the required resolution and by sufficient statistical convergence on the other ($\Delta \phi$ is set to $\pi/32$ in the following calculations, resulting in 64 bins of roughly 930 images each). Let us express this result in the form of a complex mode (similar to an OMD mode) for convenience. This can be done by taking the normalised second Fourier mode $\Phi_{PA}$ of the evaluated function $\langle \mathbf{u} \rangle$ (i.e. the second coefficients of the Fourier transform evaluated at each spatial location, which expresses the local amplitudes and phases of waves having wavelength of $2\pi$). Figure 12 provides an example of this process. Figure 12a depicts a function $a(y, \tau)$ to be phase averaged based on the associated phase reference $\phi(\tau)$ shown in figure 12b. Figure 12c provides the result of this operation, i.e. $\langle a \rangle(y, \phi)$. Finally, figure 12d presents the final mode $\Phi_{PA}(y)$, i.e. the second Fourier mode of $\langle a \rangle(y, \phi)$ (the Fourier decomposition is performed along the coordinate $\phi$).

![Figure 12](image)

Figure 12: An example of the Fourier modes extraction: a) a function $a(y, \tau)$ to be phase averaged, b) the associated phase reference $\phi(\tau)$, c) the phase average $\langle a \rangle(y, \phi)$, d) the resultant second Fourier mode $\Phi_{PA}(y)$.

The results of applying this procedure to the data gathered in experiment 1 are presented in figure 13 (similar results are observed for the other two experiments). The modes, corresponding to frequencies $f^{III\pm I}$ and $f^{III\pm II}$, are not as well converged as those of the OMD (see figure 11), which is particularly clear for the first pair. This is can be
Figure 13: Energies (i.e. $\Phi_{PA} \cdot \Phi_{PA}^T$, left-hand side) and curls (i.e. $|\nabla \times \Phi_{PA}|$, right-hand side) of the second Fourier modes of the phase averaged velocity fluctuations associated with frequencies: a) $f^{II-I}$, b) $f^{II+I}$, c) $f^{III-I}$, d) $f^{III+II}$; continuous lines denote points of an equal curls’ phase value; dashed lines indicate locations of maxima of amplitude of a),b) $\tilde{u}^{II}$ and c),d) $\tilde{u}^{III}$; crosses designate the wakes’ intersection points inferred from the fluctuations intensity field (see figure 5b) while circles mark the maximum of the mode’s energy field (values normalised with their respective maxima, based on experiment 1).

A consequence of the relatively smaller amplitude of these fluctuations as well as of some shortcomings of the utilized technique (i.e. of the underlying assumption about the phase
Nevertheless, it is clear that certain structures have been extracted. Along with the previous observations regarding the secondary PSD peaks, the modes affiliated to the higher frequency secondary peaks are mostly located above the centre-line of the respective primary wake whereas the ones associated with the lower frequency position themselves below (see figure 8). The locations of the maxima of the revealed structures can be confidently measured only for $\Phi_{P_A}^{III\pm II}$ (these are marked with circles in figure 13). These are equal to $(x/H, y/H) = (0.36, -0.37)$ and $(x/H, y/H) = (0.22, -0.34)$ for $\Phi_{P_A}^{III-II}$ and $\Phi_{P_A}^{III+II}$ respectively. Note that this coincides with the positions of the two stereoscopic measurements, which is done on purpose (the other two measurements of experiment 3 are located at $x/H$ corresponding to the upstream wakes’ intersection point and their transverse positions are set by the locations of the energy maxima of the interacting sheddings). These maxima are considerably postponed compared to the maxima of the corresponding primary modes, which are located close downstream of the bars. The opposite situation is seen in the context of $\Phi_{P_A}^{II\pm I}$ as their maxima, despite marginal confidence in their exact locations, occur roughly at the same downstream location as the maximum of energy of $\Phi_{OMD}^I$. In both cases, however, the wakes’ intersection point seems to be representative of the modes’ appearance. The iso-phase lines, also in this case, show pronounced areas of vorticity with spatial coherence. However, these areas overlap with the primary wakes’ coherence area to a large extent.

So far a number of complex velocity modes representative of different coherent fluctuations has been identified. These were split into OMD modes (discussed in the previous subsection) and the Fourier modes (discussed in the present subsection) of phase-averaged velocity, however, no further attempt to distinguish between them is made. Hence, the subscripts $OMD$ and $PA$ are dropped in the notation hereafter. The distinguished modes $\Phi^I$ (plus their conjugate pairs) form a projection basis for the evaluation of the respective phase and amplitude signals. Further, (3) can be used for an explicit evaluation of the different components of coherent velocity fluctuations. The results of of the triple decomposition described in this section are briefly discussed in appendix C in terms of their properties, quality and reproducibility.
5 Energy budget

5.1 Derivation of the energy budget equations

In the traditional approach, the kinetic energy budget of a turbulent flow is split into a part associated with the mean field and one that describes the fluctuations. Each is governed by a separate equation. A different approach was suggested by Hussain and Reynolds [9] who, consistently with the idea of representing fluctuations as a sum of their stochastic and coherent parts, proposed consideration of the kinetic energy of coherent and stochastic fluctuations separately (under an assumption that $\tilde{u}$ and $u''$ are uncorrelated) as expressed by (5).

$$k = \frac{1}{2} \bar{u}_i \bar{u}_i = \frac{1}{2} \bar{u}_i \bar{u}_i + \frac{1}{2} \bar{u}_i \bar{u}_i + \frac{1}{2} u''_i u''_i = \bar{k} + \tilde{k} + k'' \quad (5)$$

The respective governing equations were derived based on the Navier-Stokes equations and auxiliary identities concerning different types of averages. Let us repeat this derivation bearing in mind that the coherent fluctuations may be further split into a number of independent parts. It needs to be noted that the definition of coherent fluctuations utilized in this work (i.e. (3)) is slightly different to the one used by Hussain and Reynolds [9].

Let us first introduce a set of identities and assumptions that are to be utilized. These are gathered in (6) ($a$ stands for an arbitrary fluctuating quantity and $c$ is an integer).

$$\bar{a} = \bar{a}, \quad \bar{a}^l = 0, \quad \bar{a}'' = 0, \quad \langle a'' \rangle^l = 0, \quad \langle a'' \rangle^l = \bar{a}, \quad \langle \bar{a} \rangle^l = \bar{a},$$

$$\begin{cases} 
\langle \bar{a} \rangle^m \neq 0 & \text{if } f^l = c \cdot f^m, \\
\langle \bar{a} \rangle^m = 0 & \text{if } f^l \neq c \cdot f^m, 
\end{cases}$$

$$\bar{a} \bar{a} = \bar{a} \bar{a}, \quad \bar{a} \bar{a}^l = 0, \quad \bar{a} \bar{a}'' = 0, \quad \bar{a} \bar{a}'' = 0 \quad (6)$$

Let us introduce a set of identities and assumptions that are to be utilized. These are gathered in (6) ($a$ stands for an arbitrary fluctuating quantity and $c$ is an integer). Note that a symbol $\langle \ast \rangle^l$ refers to a phase average which is conditioned on the $l$-th phase signal (i.e. associated to the $l$-th coherent fluctuations). What has to be stressed is that in general $\langle \bar{a} \rangle^l \neq \bar{a}^l$, contrary to what was proposed by Hussain and Reynolds [9]. This is a direct consequence of the fact, that, in accordance with (3), $\tilde{u}^l$ cannot be expressed purely as a function of a spatial coordinate and phase value as it contains a time dependent amplitude $A_l$ as a factor. Another important underlying assumption is that the energies
of particular coherent fluctuations are well separated in the frequency domain (e.g. their frequency bands do not overlap). As a result $\langle \tilde{a}^l \rangle^m$ is only non-zero when $\tilde{u}^l$ equals or is a harmonic of $\tilde{u}^m$ as well as $\overline{\tilde{a}^l \tilde{a}^m}$ vanishes when $l \neq m$. The remaining relations are rather clear and do not require further comment. A more extensive validation of some of the introduced assumptions can be found in appendix D.

Before turning to the energy budget, let us consider the incompressible continuity equation $\partial u_i / \partial x_i = 0$. In the case of a classical Reynolds decomposition it is straightforward to show that it is fulfilled by both the mean velocity field and the fluctuations. It would be convenient to obtain a similar result for the decomposition into stochastic and coherent fluctuations as it would allow us to express the energy budget in a classical form (i.e. similar to how it is presented in the context of a Reynolds decomposition). To do so, let us consider a phase average of the continuity equation for total velocity fluctuations, given by equation (7a), based on an arbitrary phase $\phi^l$.

$$\frac{\partial u'_i}{\partial x_i} = 0 \quad (7a)$$

The right-hand side is surely zero whereas the left-hand side, by applying our assumptions (6), can be reduced to a sum of spatial derivatives of the phase average of the coherent motion $\tilde{u}^l$ and all its harmonics that are distinguished in the triple decomposition process (the derivatives of the stochastic part vanish as $\langle a'' \rangle^l = 0$), as expressed by (7b).

$$\left\langle \frac{\partial u'_i}{\partial x_i} \right\rangle^l = \sum_m \frac{\partial \langle \tilde{u}^m_i \rangle^l}{\partial x_i} + \frac{\partial \langle u''_i \rangle^l}{\partial x_i} = \sum_{m, f^m = c, f^l} \frac{\partial \langle \tilde{u}^m_i \rangle^l}{\partial x_i} = 0 \quad (7b)$$

However, if one sets $f^l$ to be the highest distinguished frequency, it cannot have any further harmonics within the considered set of coherent fluctuations and thus the summation reduces to the single term $\partial \langle \tilde{u}^l_i \rangle^l / \partial x_i$. In the next step one can set $f^l$ to be the second highest coherence frequency. It is possible that, again, this frequency has no harmonic within the distinguished set and the previous reasoning applies. Alternatively, if the previously considered highest distinguished frequency is a harmonic of $f^l$, the coherent fluctuations associated with the former can be skipped from the equation as they had been shown to fulfill $\partial \langle \tilde{u}^l_i \rangle^l / \partial x_i = 0$ in the previous step. By continuing this inductive reasoning until the lowest considered coherent frequency, one can prove that $\partial \langle \tilde{u}^l_i \rangle^l / \partial x_i = 0$ holds for all of the distinguished coherent frequencies. Further, after (3) is substituted for $\tilde{u}^l_i$, the factor $\Phi^l_i \cdot e^{\sqrt{-1} \phi^0} + \Phi^l_i \cdot e^{-\sqrt{-1} \phi^0}$ can be excluded from the phase average, as it is constant.
for the fixed phase value $\phi_0$. Therefore, as follows from (7c), only the modulation signal $A^l$ is actually phase averaged and the resultant value is surely non-zero.

$$\frac{\partial \langle \tilde{u}_i^l \rangle}{\partial x_i} = \langle A^l \rangle \cdot \frac{\partial}{\partial x_i} (\Phi_i^l \cdot e^{\sqrt{-1} \phi_0} + \Phi_i^l \cdot e^{-\sqrt{-1} \phi_0}) = 0 \quad (7c)$$

This, on the other hand, implies that the expression in brackets (i.e. the excluded factor) needs to be zero to equal the right-hand side. Since exactly the same factor appears in $\partial \tilde{u}_i^l / \partial x_i$ once (3) is substituted for $\tilde{u}_i^l$, it can be stated that all coherent fluctuations fulfill the incompressible continuity equation, as do the stochastic ones (as a residual of the total fluctuations) as expressed in equations (7d).

$$\frac{\partial \tilde{u}_i}{\partial x_i} = 0, \quad \frac{\partial u_i^l}{\partial x_i} = 0, \quad \frac{\partial u_i''}{\partial x_i} = 0 \quad (7d)$$

In order to derive the kinetic energy budget equations Hussain and Reynolds [9] proposed multiplying the momentum equations governing particular velocity field components by their respective fluctuations, then phase averaging them before time averaging them in the final step. Unfortunately it is not feasible to express momentum equations of the coherent fluctuations defined as in (3). Nevertheless, energy budget equations are still accessible. They can be derived by considering the product of the momentum equation of total velocity with particular fluctuations and further by taking their temporal averages (phase averaging can be omitted since $\langle a^l \rangle = \tilde{a}$). After a few transformations and regrouping the terms in a convenient manner the result can be written in its non-dimensional form as follows (note that the Reynolds number $Re$ which appears here depends on the specific scales used for non-dimensionalisation):

$$\tilde{u}_i \cdot \left( \frac{\partial}{\partial \tau} + (\tilde{u}_j + \sum_{m} \tilde{u}_j^m + u_j'') \frac{\partial}{\partial x_j} \right) \left( \tilde{u}_i + \sum_{m} \tilde{u}_i^m + u_i'' \right) =$$

$$\tilde{u}_i \cdot \left( - \frac{\partial}{\partial x_i} (\tilde{p} + \sum_{m} \tilde{p}_m + p'') + Re^{-1} \nabla^2 (\tilde{u}_i + \sum_{m} \tilde{u}_i^m + u_i'') \right) \quad (8a)$$

$$\bar{L} + \bar{C} = - \sum_{m} \tilde{P}_m - P'' - \bar{\epsilon} + \bar{D} \quad (8b)$$
\[
\begin{align*}
\dot{u}_i' \cdot \left( \frac{\partial}{\partial \tau} + \left( \dot{u}_j + \sum_m \dot{u}_j^m + u_j'' \right) \frac{\partial}{\partial x_j} \right) (\ddot{u}_i + \sum_m \ddot{u}_i^m + u_i''') &= \\
\dot{u}_i'' \cdot \left( - \frac{\partial}{\partial x_i} (\ddot{p} + \sum_m \ddot{p}^m + p''') + Re^{-1} \nabla^2 (\ddot{u}_i + \sum_m \ddot{u}_i^m + u_i''') \right) &= (9a) \\
\ddot{C}^l + C^l = \ddot{P}^l + \ddot{T}^l + \ddot{T}^l + \ddot{P}' - \ddot{D}' & \quad (9b) \\
\ddot{L}'' + C'' = \sum_m \ddot{P}^m + \ddot{P}'' - \ddot{C}'' + \ddot{D}'' & \quad (10a)
\end{align*}
\]

where the particular terms are defined as:

\[
\begin{align*}
\ddot{L} &= \ddot{k} \frac{\partial}{\partial \tau}, & \ddot{L}^l &= \ddot{k} \frac{\partial}{\partial x_j}, & \ddot{L}'' &= \ddot{k} \frac{\partial}{\partial \tau} \\
\ddot{C} &= \ddot{u}_j \frac{\partial}{\partial x_j}, & \ddot{C}^l &= \ddot{u}_j \frac{\partial}{\partial x_j}, & \ddot{C}'' &= \ddot{u}_j \frac{\partial}{\partial x_j} \\
\ddot{P}' &= -u_i'' u_j \frac{\partial}{\partial x_j}, & \ddot{P}' &= -u_i'' u_j \frac{\partial}{\partial x_j}, & \ddot{P}'' &= -u_i'' u_j \frac{\partial}{\partial x_j} \\
\ddot{T}^l &= -\frac{1}{2} \sum_{m,n} u_i^m u_j^n \frac{\partial}{\partial x_j} , & \ddot{T}^l &= -\frac{1}{2} \sum_{m,n} u_i^m u_j^n \frac{\partial}{\partial x_j} , & \ddot{T}^l &= -\frac{1}{2} \sum_{m,n} \ddot{u}_i^m \ddot{u}_j^n \frac{\partial}{\partial x_j} \\
\ddot{\epsilon} &= 2Re^{-1} \ddot{s}_{ij} \ddot{s}_{ij}, & \ddot{\epsilon}' &= 2Re^{-1} \ddot{s}_{ij} \ddot{s}_{ij}, & \ddot{\epsilon}'' &= 2Re^{-1} \ddot{s}_{ij} \ddot{s}_{ij} \\
\ddot{D} &= \ddot{u}_j \frac{\partial}{\partial x_j} \left( -\ddot{p} \ddot{u}_j - \sum_m \ddot{u}_i^m u_j^n \ddot{u}_i - \ddot{u}_i'' \ddot{u}_j'' \ddot{u}_i + 2Re^{-1} \ddot{s}_{ij} \ddot{u}_i \right) \\
\ddot{D}' &= \ddot{u}_j \frac{\partial}{\partial x_j} \left( -\ddot{p} \ddot{u}_j - \frac{1}{2} \ddot{u}_i'' \ddot{u}_j'' \ddot{u}_i - \ddot{u}_i'' \ddot{u}_j'' \ddot{u}_i + 2Re^{-1} \ddot{s}_{ij} \ddot{u}_i \right) \\
\ddot{D}'' &= \ddot{u}_j \frac{\partial}{\partial x_j} \left( -\ddot{p} \ddot{u}_j - \frac{1}{2} \sum_m (\ddot{u}_i^m + u_j''') \ddot{u}_i + 2Re^{-1} \ddot{s}_{ij} \ddot{u}_i \right) \\
\ddot{s}_{ij} &= \frac{1}{2} \left( \frac{\partial \ddot{u}_i}{\partial x_j} + \frac{\partial \ddot{u}_j}{\partial x_i} \right), & \ddot{s}'_{ij} &= \frac{1}{2} \left( \frac{\partial \ddot{u}_i}{\partial x_j} + \frac{\partial \ddot{u}_j}{\partial x_i} \right), & \ddot{s}''_{ij} &= \frac{1}{2} \left( \frac{\partial \ddot{u}_i}{\partial x_j} + \frac{\partial \ddot{u}_j}{\partial x_i} \right)
\end{align*}
\]

The form of equations (8a) to (10a) is slightly different to those of Hussain and Reynolds [9] as they contain some additional terms. Therefore, the interpretation of particular elements of the derived energy budget should be easily transferrable. The left-hand
sides (LHS) represent rates of change of particular energy components (\( \mathcal{L} \) denotes a local unsteadiness and \( \mathcal{C} \) a convective component, the subscripts and superscripts are skipped for simplicity). The right-hand sides (RHS) represent the causes of these changes. They can be subdivided into three groups: energy exchange rate \( \mathcal{P} \) and \( \mathcal{T} \), energy dissipation rate \( \epsilon \) and diffusive energy transport rate \( \mathcal{D} \).

Within the first group one can distinguish stochastic energy production by the mean flow \( \mathcal{P}'' \), stochastic energy production by the \( l \)-th coherent fluctuation \( \hat{\mathcal{P}}^l \) and the \( l \)-th coherent energy production from the mean flow \( \tilde{\mathcal{P}}^l \). Note that these terms redistribute energy between different energy types, appearing on the RHS of the complementary energy equations with opposite signs, accordingly. Terms \( \tilde{T}^l_+ \) and \( \tilde{T}^l_- \) share this property as well, however, they appear only in particular coherent energy equations. This allows analogical interpretation of the aforementioned terms. By applying a sign convention analogous to the one used for the production terms, \( \tilde{T}^l_+ \) can be called a source term of coherent energy of \( \tilde{u}^l \) while \( \tilde{T}^l_- \) acts as a sink. Nevertheless, these two are aggregated into a single term for the purposes of presenting the results and referred to as triadic production hereafter. The second group, i.e. mean, coherent and stochastic dissipation terms \( \bar{\epsilon}, \tilde{\epsilon}^l, \epsilon'' \), remove energy from the system at their respective levels by dissipating it into heat. In each case they appear on the RHS of the corresponding energy equation with a negative sign. Finally, the last group redistributes different energy types in a spatial sense (there is no exchange between different types of energy due to diffusive terms). They vanish after integration across entire flow domain (based on the divergence theorem).

### 5.2 Energy budget

All terms of the energy budgets (8a) to (10a) were evaluated using the data gathered in experiments 2&3 (the stochastic part was only evaluated based on experiments 3, since the spatial resolution of experiment 2 is not sufficient). Note that it has been assumed that all out-of-plane gradients of the mean velocity field vanish due to the flow’s symmetry (measurements are taken at the flume’s mid-plane) as well as out-of-plane gradients of the coherent velocity fluctuations (this can be supported by a recent study of Portela et al. [47] who performed direct numerical simulation of a flow past a rectangular prism at comparable Reynolds number).

In the case of experiment 2, the contribution of components containing out-of-plane
velocity (these cannot be evaluated as the experiment provides only planar data) were assumed to be proportional to the remaining, in-plane velocity based, components. Proportionality factors for the individual energy budgets’ terms were approximated using the data of experiment 3 (the contribution of out-of-plane velocity appears to be of the order of 10%). Diffusion terms were evaluated without acknowledging their pressure components as the latter were not accessible. Thus the pressure does contribute substantially to the residuals $\zeta$. The results are displayed in figures 14, 16, 17 and 19 and in table 7. Note that the square root of the averaged turbulent kinetic energy $\sqrt{k}$ (see (1)) was used as the normalisation velocity scale, $H/U_\infty$ (the convection time scale) was used as the reference time scale and $H$ was used as the normalisation length scale. Gaussian smoothing (with the kernel’s standard deviation equals roughly 0.01$H$) has been applied prior to plotting. The methodology and results assessing the uncertainty level of the particular energy budgets’ terms are presented in appendix E.

The kinetic energy budgets of the mean velocity (8a) evaluated at consecutive downstream positions of experiment 2 are presented in figure 14. It appears that the convection term $\bar{C}$ is roughly balanced by the diffusion term $\bar{D}$ almost everywhere except for a few locations and that the remaining terms are mostly negligible. A considerable amount of energy is drained from the mean flow (in the initial station) at the locations of the small and medium wakes, which is then transferred to coherent motions through the production term $\sum_l \tilde{P}^l$. At the same time $P''$ transfers energy to the stochastic part, however, this flux, at its peak, accounts for only roughly 30% of $\sum_l \tilde{P}^l$. Excitation of the stochastic motions is strongest at the edges of the wakes, which is opposite to the coherent motions’ production that peaks at the centres of wakes. At the second downstream position one can observe a relatively strong stochastic production term at $y/H \simeq -0.13$, which is associated with the shear layer separated from the big bar (see figure 5b). Formation of the shedding of the biggest bar can be spotted at the farthest station, where the coherent production term appears active in the big wake’s area. However, as might be inferred from e.g. figure 11a, the formation of the big wake starts just around this downstream position and thus the energy transfer is not as prominent as in the cases of the other two wakes at the first station. Note that the results derived from experiment 3 are in good agreement. Values of the residuals are rather large but it only exceeds the cumulative uncertainty of the remaining terms (see table E.2) at the closest downstream position,
where the pressure’s contribution might be particularly important (this can be inferred based on e.g. large curvature of the mean streamlines, see figure 5).

Figure 14: Terms of the mean energy budget (8a) and the affiliated fluctuations intensity profiles at $x/H$ = a) 0.07, b) 0.24, c) 0.41, d) 0.57 (lines are based on experiment 2 and markers are based on experiment 3). A reproduction of figure 5b is attached at the very bottom.

Figure 15 shows relative contributions of the mean energy budget terms averaged across the transverse direction. At all of the stations, except for $x/H = 0.24$, convection...
plays the dominant role, accounting for almost the entire net gain. The major loss, on the other hand, can be attributed to the residual, which reflects the pressure and the contribution of the out-of-plane motion. It is worth noting that the residual’s uncertainty drops significantly after averaging across the $y$-direction (note the error bars). In the case of $x/H = 0.24$ the situation is reversed; the convection term acts as a sink whereas the residual provides most of the energy. Interestingly, the relative mean energy balance seems to be almost identical at stations $x/H = 0.07$ and $x/H = 0.57$. This can be linked to the fact that both are evaluated in the vicinity of the fluctuations intensity peaks of particular wakes. A similar energy balance is also reported by Hosseini et al. [15], who considered a flow past a wall-mounted pyramid, focusing at the area around shedding intensity peak. The authors show that the entire gain of the mean energy is due to the convection term, whereas the loss splits between the production term and the pressure term in the proportion of 30% and 70%.

Figure 15: Terms of the mean energy budget (8a) averaged across the transverse direction at $x/H = a) 0.07$, b) 0.24, c) 0.41, d) 0.57 (values are expressed as percentages of the respective total gains, based on experiment 2).

Figures 16 and 17 present kinetic energy budgets (9a) of the primary coherent motions, i.e. sheddings. Coherent motions of two smaller wakes originate close to the bars, where a large energy flux is injected into each of these motions through the production terms $\tilde{P}_{II}$ and $\tilde{P}_{III}$ as shown in figure 16a (these correspond to peaks in the energy budget of the mean velocity, see figure 14a). The energy balances of both sheddings look very similar to one another. The convection term $\tilde{C}_{l}$ is positive (though small) at the centre, which means that the energy is already decaying there (i.e. it is decreasing as it advances downstream). It is mainly drained by the diffusion term $\tilde{D}_{l}$, which transfers it in the transverse direction
(\(\bar{D}^l\) is positive while \(\bar{C}^l\) is negative at the wakes’ edges) causing the sheddings’ transverse growth. At the same time part of the energy is lost to the stochastic fluctuations through the production term \(\hat{P}^l\). In both cases there is a considerable imbalance at the centre, largely exceeding the cumulative uncertainty of the other budgets’ terms. This might be caused by high pressure gradients which are not resolved here but are likely to appear closely behind the bars, in recirculation areas.

It should be noted that these budgets resemble the turbulent kinetic energy balance of a self-similar wake, as reported by e.g. Browne et al. [48] or Liu and Thomas [49]. Both convection and diffusive terms behave qualitatively in the same manner. The production term \(\hat{P}^l\), which can be seen as an energy sink from the perspective of a coherent motion, follows a trend similar to that of the dissipation term of the self-similar wake’s budget. A clear difference appears in the context of the production term \(\tilde{P}^l\), the main energy source. In the case of the budget considered in this work, it reaches its maximum at the wake’s centre, whereas in the case of a developed self-similar wake the production term is roughly zero at the centre-line and peaks at the wake’s edges. This has to do with the fact that in a developed planar wake \(u_{1rms}^l \simeq u_{2rms}^l\) at the centre-line, whereas in the near wake where shedding is effective \(\tilde{u}_{1rms}^l \ll \tilde{u}_{2rms}^l\). It is also worth mentioning that turbulent pressure diffusion, measured by Liu and Thomas [49], accounted for up to 20% of the respective convection term, which was the major term of their budget.

Similarity between the two smaller wakes is preserved at the second downstream position as illustrated in figure 16b. Both sheddings are driven by convection at their centres whilst production by the mean flow is negligible (although one should bear in mind the considerable uncertainty of the production terms at this station, see table E.2). Both sheddings continue to expand in the transverse direction through the diffusion term. The stochastic fluctuation production \(\hat{P}^l\) appears as a major energy sink to both wakes. Additionally, in the case of the smaller wake, considerable energy is removed by the triadic production term \(\mathcal{T}^l_+ - \mathcal{T}^l_-\). Good agreement between the results of experiments 2 and 3 should also be noted. The residual levels, although still large, are now smaller than the sums of the uncertainties of all the terms, which suggests that the pressure term is not of primary importance any longer.

Figure 17 presents the kinetic energy budget at two consecutive downstream positions where the primary coherent motions \(\tilde{u}^l\) and \(\tilde{u}^{II}\) are relatively energetic. The budget of
Figure 16: Terms of the coherent energy budget (9a) evaluated for the primary coherent fluctuations ($\tilde{u}^{II}$ - upper plots, $\tilde{u}^{III}$ - lower plots) and the affiliated fluctuations intensity profiles at $x/H = a) 0.07$, b) 0.24 (lines are based on experiment 2 and markers are based on experiment 3). A reproduction of figure 5b is attached at the very bottom.

the medium bar’s shedding $\tilde{u}^{II}$ seems to be changed only slightly, its qualitative shape is preserved. Two characteristic features should be highlighted though. Energy is drained by the production term $\tilde{P}^l$ (the loss firmly exceeds the uncertainty of the production term). This is a result of $\partial\tilde{u}_2/\partial x_2$ turning positive at these downstream locations, which is enforced by the large, low pressure recirculation area behind the big bar curving the
Figure 17: Terms of the coherent energy budget (9a) evaluated for the primary coherent fluctuations ($\tilde{u}^I$ - upper plots, $\tilde{u}^{II}$ - lower plots) and the affiliated fluctuations intensity profiles at $x/H = a) 0.41, b) 0.57$ (lines are based on experiment 2 and markers are based on experiment 3). A reproduction of figure 5b is attached at the very bottom.

The mean flow towards the centre-line (see figure 5). The other particular feature appears at $x/H = 0.57$, where an additional drain, i.e. $\mathcal{T}_+^I - \mathcal{T}_-^I$, appears in the budget of $\tilde{u}^{II}$. Its value is of the order of the stochastic fluctuations production $\hat{\mathcal{P}}^I$, which is the main sink of the budget. This is very similar to what is observed in the context of the smallest shedding at $x/H = 0.24$ (see figure 16b).
The budgets associated with the big shedding are not very conclusive (yet they are plotted for completeness). The two dominant factors are convection $\tilde{C}l$ and production $\tilde{P}l$ which drives the motion (especially at $x/H = 0.57$). Diffusion is also relatively large, however, the associated uncertainty makes it impossible to see any clear trend. The last non-zero term that appears in the budget is the production of stochastic fluctuations which, however, stays at a small level. This picture is not similar to what is observed in the initiation of the other two sheddings. It should be noted though that, unlike in the other two cases, this is still a production area of the large shedding (i.e. the energy grows with downstream position, see figure 11a).

Figure 18: Terms of the coherent energy budget (9a) averaged across the transverse direction evaluated for $\tilde{u}^I$ at $x/H = a) 0.41$, b) 0.57, for $\tilde{u}^{II}$ at $x/H = c) 0.07$, d) 0.24, e) 0.41, f) 0.57, for $\tilde{u}^{III}$ at $x/H = g) 0.07$, h) 0.24 (values are expressed as percentages of the respective total gains, based on experiment 2).

Figure 18 presents relative contributions of the coherent energy budget terms associated with the primary coherent motions averaged across the transverse direction. Further similarities between behaviours of the particular wakes emerge. In particular, figures 18b, 18c and 18g shows the relative coherent budget terms in the vicinity of the respective
shedding maxima. In each case the budget is driven almost exclusively by the production term $\tilde{P}_l$. This is balanced by the convection, the stochastic fluctuations production and the residual terms. The latter account for the majority of losses i.e. 40% – 60% and the former two account for further 20% – 40%. Hosseini et al. [15] reported a similar tendency in the flow past a pyramid. The energy balance of its first shedding harmonic was driven entirely by the production term, while losses were caused by the convection term (20%) and the stochastic fluctuations production (70%, referred to as residual in Hosseini et al. [15]). The pressure work contribution is mentioned to be minor. On the other hand, figures 18f and 18h also bear significant resemblance, showing the relative coherent energy budget in the areas of the respective wakes’ intersection points. The budgets are convection driven, spreading the energy among the triadic production, the stochastic fluctuations production and the residual term by a roughly equal amount. Additionally in the case of the medium wake, as already mentioned above, 15% of the coherent energy losses are transferred back to the mean flow through the production term (see figures 18e and 18f).

The budgets of the secondary coherent motions are displayed in figure 19. It seems that pairs $\tilde{u}^{II-1} & \tilde{u}^{II+1}$ and $\tilde{u}^{III-1} & \tilde{u}^{III+1}$, despite the high noise level of the former, behave in a similar qualitative manner, which confirms that they are governed by the same physics. All of the secondary motions are primarily driven by the triadic production term $\tilde{T}_l^+ - \tilde{T}_l^-$. This energy supply comes from the primary coherent fluctuations where the triadic production term acts as an energy sink (see figures 16b and 17b). Production by the mean flow, at least at the monitored streamwise stations, is either negligible ($\tilde{u}^{III-1} & \tilde{u}^{III+1}$) or even slightly negative ($\tilde{u}^{II-1} & \tilde{u}^{II+1}$). The latter case can be explained in a similar fashion to that of the primary shedding motion $\tilde{u}^{II}$ (i.e. the recirculation behind the large bar enforces positive $\partial \tilde{u}_2 / \partial x_2$ which leads to a negative production $\tilde{P}_l$). The largest energy drainage comes through the production of stochastic fluctuations (although in the case of $\tilde{u}^{III-1}$ the uncertainty is too large to confidently assess this term). In the case of the higher frequency secondary motions, $\tilde{u}^{II+1} & \tilde{u}^{III+1}$, convection also appears as an important source term, which suggests a spatial decay of these motions. Contrastingly, in the cases of the lower frequency secondary motion $\tilde{u}^{II-1} & \tilde{u}^{III-1}$, the convection terms are rather negative. Note that the energies of $\tilde{u}^{III+1}$ and $\tilde{u}^{III-1}$ peak at $x/H$ equal 0.22 and 0.36 respectively, while figure 19a refers to $x/H = 0.24$, which
Figure 19: Terms of the coherent energy budget (9a) evaluated for the secondary coherent fluctuations and the affiliated fluctuations intensity profiles at a) $x/H = 0.24$ ($\tilde{u}^{III-II}$ - the upper plot, $\tilde{u}^{III+II}$ - the lower plot), b) $x/H = 0.57$ ($\tilde{u}^{II-I}$ - the upper plot, $\tilde{u}^{II+I}$ - the lower plot, lines are based on experiment 2 and markers are based on experiment 3). A reproduction of figure 5b is attached at the very bottom.

is consistent with the observed values of convection terms. This is also in-line with the observed greater persistence of $\tilde{u}^{III-II}$ compared to $\tilde{u}^{III+II}$, as mentioned in section 3. The appearance of the diffusion term seems to be similar in the budgets of $\tilde{u}^{II+I}$ and $\tilde{u}^{III+II}$. It reaches a relatively large positive value at the inner side of its respective struc-
ture and becomes opposite in its outer side, as if it tends to shift the energy towards the gap between the interacting wakes. However, due to the high uncertainty of this term, no solid conclusions can be drawn. The imbalance of the budgets of \( \tilde{u}^{III+II} \) and \( \tilde{u}^{III-II} \) peak at the centres of the respective structures which, again, might be caused by the missing pressure term. Alternatively, this can be the result of some important out-of-plane components’ contribution not being captured in our considered experiment. Note that the results of experiment 3 agree remarkably well with those of experiment 2 (also in terms of the residuals).

Figure 20: Terms of the coherent energy budget (9a) averaged across the transverse direction evaluated at a) \( x/H = 0.24 \) for \( \tilde{u}^{II-I} \), b) \( x/H = 0.57 \) for \( \tilde{u}^{III-II} \), c) \( x/H = 0.24 \) for \( \tilde{u}^{II+I} \), d) \( x/H = 0.57 \) for \( \tilde{u}^{III+II} \) (values are expressed as percentages of the respective total gains, based on experiment 2).

Figure 20 presents relative contributions of the coherent energy budget terms associated with the secondary coherent motions averaged across the transverse direction. The triadic interactions account for the major gain, accompanied by the significant convection contribution in the case of the higher-frequency secondary coherent motions (see figures 20c and 20d). Losses, on the other hand, appear mostly due to the stochastic fluctuations’ production and the residual term in the same case. The pattern of the lower-frequency secondary coherent motions energy losses (see figures 20a and 20b) is less clear, different terms contribute at different levels.

The terms of the kinetic energy budget of the stochastic fluctuations (10a) evaluated based on the data of experiment 3 are summarised in table 7. The uncertainties of these results are estimated in the same manner as for the mean and coherent energy budgets (i.e. with the convergence intervals). At all spots the convection term \( C'' \) and production by coherent motions \( \sum_l \hat{P}^l \) are the main driving factors. Direct production by the mean
flow $P''$ is much smaller (even negative at $(x/H,y/H) = (0.23,-0.26)$). The station $x/H = 0.36$ comes as an exception as all the mentioned source terms are roughly the same. This is similar to the observation of Hosseini et al. [15], who showed an equal contribution of the production by the mean flow and the coherent fluctuations. The diffusive term $D''$ reaches relatively high values but it comes with very wide convergence intervals leaving little confidence in its exact value (note that the uncertainties of the convection terms are also quite large). It appears that virtually all the dissipation is due to the stochastic fluctuations, as the values of $\epsilon''$ are almost the same as those of $\epsilon'$ presented in table 6. Dissipation caused by the mean and coherent velocity components is negligible everywhere except the first probed downstream position $x/H = 0.07$, where both $\bar{\epsilon}$ and $\tilde{\epsilon}_l$ are of order of 0.5, which is comparable to the values summarised in table 7 (this is caused by extreme velocity gradients which appear there). The residual $\zeta$ is negative at all positions, however, it is always smaller than the respective cumulative uncertainty.

<table>
<thead>
<tr>
<th>$x/H$</th>
<th>$0.22$</th>
<th>$0.23$</th>
<th>$0.23$</th>
<th>$0.36$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y/H$</td>
<td>$-0.34$</td>
<td>$-0.26$</td>
<td>$-0.35$</td>
<td>$-0.37$</td>
</tr>
<tr>
<td>$-\mathcal{C}''$</td>
<td>$3.32 \pm 0.38$</td>
<td>$5.09 \pm 0.62$</td>
<td>$1.14 \pm 0.20$</td>
<td>$0.32 \pm 0.09$</td>
</tr>
<tr>
<td>$\sum_l \tilde{\mathcal{P}}^l$</td>
<td>$3.34 \pm 0.18$</td>
<td>$1.47 \pm 0.08$</td>
<td>$1.52 \pm 0.07$</td>
<td>$0.22 \pm 0.01$</td>
</tr>
<tr>
<td>$P''$</td>
<td>$0.43 \pm 0.07$</td>
<td>$-0.65 \pm 0.13$</td>
<td>$-0.06 \pm 0.04$</td>
<td>$0.38 \pm 0.05$</td>
</tr>
<tr>
<td>$-\epsilon''$</td>
<td>$-6.67 \pm 0.12$</td>
<td>$-5.79 \pm 0.11$</td>
<td>$-4.64 \pm 0.04$</td>
<td>$-1.48 \pm 0.02$</td>
</tr>
<tr>
<td>$D''$</td>
<td>$-0.84 \pm 0.85$</td>
<td>$-1.60 \pm 1.81$</td>
<td>$1.16 \pm 0.46$</td>
<td>$0.35 \pm 0.31$</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>$-0.42$</td>
<td>$-1.47$</td>
<td>$-0.89$</td>
<td>$-0.21$</td>
</tr>
</tbody>
</table>

Table 7: Terms of the stochastic energy budget (10a) (based on experiment 3).

5.3 Triadic energy exchange

It has been demonstrated in the previous subsection, that the secondary coherent motions are excited via triadic interactions of the primary shedding modes. Their main driving term is the triadic production $\mathcal{T}^l_+ - \mathcal{T}^l_\ell$. This is very different to the excitation of the primary shedding motions, which are supplied by the mean production $\bar{\mathcal{P}}^l$. Let us track
the exact exchange of energy between particular coherent motions to better understand
the mechanism of generation of the secondary modes.

The triadic production term is defined as the sum of contributions from interactions
of all possible triads of coherent motions, see (9a), although only a few of them are non-
negligible. Each of these components represents the flux between two coherent motions.
For instance, component $-\frac{1}{2} \tilde{u}_1 \tilde{u}_m \cdot \partial \tilde{u}_n / \partial x_j$ appears as a source term (with a positive
sign) in the right-hand side of a budget equation of $\tilde{u}^I$ but it also appears as a sink term
(with a negative sign) in the right-hand side of a budget equation of $\tilde{u}^n$. Thus this term
can be understood as an energy flux from the motion $\tilde{u}^n$ towards $\tilde{u}^I$. It should be noted
that a triad $\{\tilde{u}^l, \tilde{u}^m, \tilde{u}^n\}$ generates a non-zero contribution to the triadic production term
if an associated combination $f^l \pm f^m \pm f^n$ can be equal to zero (this assumes sufficient
separation between spectral content of particular coherent motions).

There are only two triads at $x/H = 0.24$, i.e. $\{\tilde{u}^{II}, \tilde{u}^{III}, \tilde{u}^{III-Il}\}$ and $\{\tilde{u}^{II}, \tilde{u}^{III}, \tilde{u}^{III+Il}\}$, which generate non-zero contribution to the triadic production. Similarly at
$x/H = 0.57$ it is either $\{\tilde{u}^l, \tilde{u}^{Il}, \tilde{u}^{Il-Il}\}$ or $\{\tilde{u}^l, \tilde{u}^{Il}, \tilde{u}^{Il+I}\}$ that generates a non-zero
contribution. The resultant fluxes are plotted in figures 21a and 21b. Qualitative simi-
larity between the energy transit at both stations is very clear; the corresponding curves
follow the same trends. It should be noted that, although lower frequency primary fluctu-
atations $\tilde{u}^l$&$\tilde{u}^{II}$ are involved in these transfers, all the exchange takes place near the higher
frequency primary shedding $\tilde{u}^{II}$&$\tilde{u}^{III}$.

Figures 21c and 21d display diagrams presenting fluxes associated with the integrals
of transverse profiles of the particular triadic production components (see figures 21a and
21b; note that the used normalisation scales for turbulence intensity, time and length scales
are equal to $\sqrt{k'_x}$, $H/U_\infty$ and $H$ respectively). It appears that the fluxes observed in the
two cases are roughly proportional. The energy exchange between the primary sheddings
is minimal. The higher frequency primary motion gives out roughly an equal amount of
energy to both secondary motions. At the same time the lower frequency primary motion
drains the high frequency secondary coherent fluctuations and transmits this energy to
the other secondary fluctuations. Since all of these transfers happen near the smaller of
the interacting wakes and the net gain of the lower frequency primary coherent motion is
minimal, it can be speculated that it is actually an indication of a partition of the higher
frequency primary coherent motion. The lower frequency primary coherent motions act
Figure 21: Components of the triadic production term of the coherent energy budget (9a) governing energy transfer between primary and secondary coherent fluctuations and the affiliated fluctuations intensity profiles evaluated at \( x/H = \) a) 0.24 (triads \( \{\tilde{u}^I, \tilde{u}^II, \tilde{u}^IIII-\}\) and \( \{\tilde{u}^II, \tilde{u}^III, \tilde{u}^III+\}\)), b) 0.57 (triads \( \{\tilde{u}^I, \tilde{u}^II, \tilde{u}^II-\}\) and \( \{\tilde{u}^I, \tilde{u}^II, \tilde{u}^II+\}\)). The integrals of the transverse profiles of the particular triadic production term’s components shown in diagrammatic form for \( x/H = \) c) 0.24, d) 0.57 (based on experiment 2).

as a catalyst only, i.e. this scenario is triggered if the influence of the lower frequency primary coherent motions is sufficient. This would explain why the appearance of the secondary coherence peaks is observed roughly near the wakes’ intersection points. It is
worth noting that a considerable part of the energy associated with the higher frequency primary motion is actually transmitted towards the lower frequencies, which can be seen as an inverse energy cascade.

6 Conclusions

The analysis of our considered multiscale flow reveals the distinctive scenario of the interaction of adjacent wakes, of non-uniform size, that happen to intersect at their early stages of development, when still dominated by sheddings. Additional quasi-periodic fluctuations are excited, in addition to the original shedding motions, whose characteristic frequencies are equal to the sum and the difference of the primary shedding frequencies (see e.g. figure 8). Spatially, they become noticeable in the vicinity of the wakes’ intersection point and position themselves at the shear layers of the smaller of the interacting wakes (as shown in figures 11 and 13). The lower-frequency secondary motion appears to be particularly persistent, it lives even longer than the primary high-frequency shedding fluctuations. This spectral characteristic might be interpreted as an amplitude modulation of the smaller wake by the bigger one, however, the considerable persistence of the secondary peaks seems peculiar in this context. The appearance of this scenario is not limited to our specific case as very similar behaviour had already been reported in the literature, e.g. Lam et al. [43], Song et al. [44], Morton and Yarusevych [45], etc. On the contrary, this phenomenon might be an universal feature of multiscale flows.

An in-depth insight into the dynamics of the considered velocity fluctuations is achieved through the introduced triple decomposition of the velocity and the newly derived energy-budget equations. The extracted coherent velocity modes (see figures 11 and 13) clearly show that both the primary and secondary coherent fluctuations are organised into extended zones of spatially coherent vorticity, which resembles the definition of a coherent structure proposed by Hussain [50] (“A coherent structure is a connected turbulent fluid mass with instantaneously phase-correlated vorticity over its spatial extent”). However, since the coherent fluctuations considered in the present work were not studied in the context of any structural identification methodology, classifying them as coherent structures might be too hasty. Energy maxima of the modes associated with the primary fluctuations are located closely downstream of the bars (the shedding of the biggest bar comes as
an exception in this case, although likely for some other reason), whereas the maxima of the secondary coherent fluctuations are located farther downstream. This is an indication of the fact that different mechanisms are involved in the creation of these two types of coherent fluctuations. The analysis of the energy budgets provides further information about these mechanisms. The energy budgets of the primary shedding fluctuations (see figures 16a and 17a) show that the mean flow is their main energy source. Production by the mean flow, however, is only effective at the closest downstream position. Farther downstream, the primary fluctuations are driven by the convection term. The secondary fluctuations (see figure 19), on the other hand, are supplied through the triadic production term almost exclusively. This proves directly that the observed secondary coherent fluctuations are products of non-linear triadic interactions between the primary shedding structures, which becomes particularly intense around the wakes’ intersection points.

A closer look at the energy transfers between different coherent modes (see figure 21) shows that while the energy of the low-frequency primary mode of the interacting pair is roughly preserved, that of the high-frequency diminishes. It is split roughly equally between the two secondary modes. However, the high-frequency secondary mode further passes a considerable part of its energy to the other secondary mode, transiting it through the primary low-frequency mode. Finally, as the net effect, the low-frequency secondary motions receive most of the energy given out by the primary shedding mode. The whole scenario can be seen as a partition of the smaller of the two interacting primary sheddings into two new secondary coherent fluctuations which is induced by the proximity of the low-frequency primary fluctuations.

It is worth noting, that the transition of the energy from the high-frequency primary mode to the low-frequency secondary mode is reminiscent of the concept of an inverse energy cascade in a turbulent flow. This phenomenon was recently identified by Gomes-Fernandes et al. [51] in the near-wake of a fractal grid, which, similarly to our considered geometry, also simultaneously forces the flow at multiple length scales. The authors show that there is an inverse energy flux along some specific directions in scale space which coexists with the forward cascade developed in other directions (the cascade is forward on average). Although the authors do not discriminate between different types of fluctuation in the aforementioned work, it can be speculated, based on our findings, that the inverse cascade appears as the result of the observed triadic interactions between the sheddings
of the fractal grid’s bars.

The described phenomenon exhibits potential for some flow control applications. For instance one can imagine that an object’s shedding frequency is altered through introducing another object whose wake would interact with the original wake in a desirable manner. Some further studies are needed to determine if similar behaviour could be also achieved in the context of a free shear layer or a jet flow. It would also be beneficial to check which of the interacting structures’ parameters, i.e. their different length or frequency scales, is crucial for the appearance of the considered phenomenon (note that in our case sheddings differed in both size and characteristic frequencies).

Another interesting observation that follows from the revised energy budgets is that the stochastic fluctuations are mainly produced from the coherent fluctuations; production by the mean flow is much weaker (see table 7). This clearly shows that by using a multiscale geometry to trigger turbulence one can introduce energy at multiple different wave-numbers at once in a well-controlled manner. Note that this was one of the motivations behind research on fractal generated turbulence in the first place (see Hurst and Vassilicos [52]). On the other hand, it is also clearly shown in section 5 that virtually all of the dissipation happens within the stochastic fluctuations. This could have been expected, as the length scale of the finest considered coherent fluctuations it still much larger than the dissipative scale. However, this does not need to be the case in general so no further conclusions can be drawn.

Last but not least, the current work provides a new tool for analysis of various turbulent flows with embedded noticeable coherence, i.e. the developed energy budget equations and the associated triple decomposition. It is an extension of the approach proposed by Hussain and Reynolds [9], accommodating consideration of multiple coherent fluctuations fitted with their affiliated time-varying amplitudes.
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A Estimation of the turbulent kinetic energy dissipation rate

The problem of measuring instantaneous velocity gradients in the context of PIV experiments has been approached by several researchers in the past. Hence, many different techniques that could mitigate the errors of insufficient resolution or noise have been proposed. The first issue was addressed by e.g. Lavoie et al. [53], who proposed a method that provides corrections to the measured velocity gradients based on an assumed reference energy spectrum. The other problem was approached by e.g. Tanaka and Eaton [54]. They showed that the error arising from noise can be reduced by comparing results obtained from a finer and a coarser measurement grid. De Jong et al. [55] compared the two methods and their combinations within the context of dissipation calculations. They concluded that by applying both corrections, i.e. Lavoie et al.’s method and then Tanaka and Eaton’s method, it is possible to achieve results that are the least sensitive to resolution. This combined approach is applied in this work whenever the statistics of the velocity gradients are considered.

As discussed in section 3, the local axisymmetry concept (see George and Hussein [42]) is utilized in the present work. This theory allows us to reduce the velocity gradients’ correlation tensor to a set of four invariants \{B_1, B_2, B_3, B_4\} plus a vector \(\gamma\) specifying the axisymmetry direction, as defined by (A.1).

\[
\frac{\partial u'_i}{\partial x_m} \frac{\partial u'_j}{\partial x_n} = \left( -2B_1 + 2B_2 - 2B_3 \right) \left( \delta_{im} \delta_{jm} + \delta_{im} \delta_{jn} \right) + \left[ \left( 8B_1 - 4B_2 + 6B_3 \right) \delta_{mn} - \left( 4B_3 - 2B_4 - 16B_1 \right) \gamma_m \gamma_n \right] \delta_{ij} + \left( -6B_3 + 4B_2 \right) \delta_{mn} - 2B_4 \gamma_m \gamma_n \gamma_i \gamma_j 
\]

\[ (A.1) \]

The stereoscopic experiment 3 provides all three velocity component in a plane. As a result 27 out of 54 independent elements of the velocity gradients correlation tensor can be evaluated explicitly (planar experiment 4 provides 10 independent elements). Since only 7 scalars are required to use (A.1), it is possible to establish an optimisation procedure which finds these parameters so that (A.1) is fulfilled for the known elements of the tensor.
in a least squares sense. The unknown elements could be further approximated using the established values of the invariants. The axisymmetry directions, which appear as a result of the optimisation, seem to be very similar at all the probed locations, e.g. at the point \((x/H, y/H) = (0.36, -0.37)\) \(\gamma = \pm[0.07, 0.00, 0.99]\), which aligns predominantly with the spanwise direction. Figure A.1 shows a comparison of a few derivatives’ correlations evaluated explicitly with their counterparts calculated based on (A.1), showing a decent match between the two.

![Comparison of velocity gradients' correlations](image)

Figure A.1: Comparison of velocity gradients’ correlations calculated explicitly from the data and evaluated using (A.1) (based on experiment 3).

### B Theoretical background of the triple decomposition

The employed triple decomposition method (see Baj et al. [1] relies heavily on Optimal Mode Decomposition (OMD, see Wynn et al. [46] for an extensive description), which is a snapshot based technique for establishing an optimal linear approximation of the system’s dynamics. The underlying assumption is that two consecutive snapshots in a time-resolved sequence, \(q^h\) and \(q^{h+1}\) (the instantaneous PIV measurements), are approximately linked via linear equation (B.1), where \(D\) is a time invariant matrix governing the system’s evolution (\(m\) is the snapshot size). By elucidating the eigenvalues and eigenvectors of \(D\) one can get an insight into the dynamics of the processes of interest, OMD is simply a method for approximating these properties.

\[
q^{h+1} \approx D \cdot q^h \\
D \in \mathbb{R}^{m \times m}, \ q^h \in \mathbb{R}^{m \times 1}
\]  

As the evolution matrix is said to be constant over the acquisition time, one can try
to find an optimal $D$ that would minimize the error of the approximation (B.1) across all the pairs of consecutive measurements. This can be written in the form of equation (B.2) ($n$ is the total number of snapshots).

$$\min_D \left\| [q_2, \ldots, q_n] - D \cdot [q_1, \ldots, q_{n-1}] \right\|_2$$

(B.2)

The main problem that appears in a practical situation is that the number of unknowns, i.e. $m^2$, is larger than the number of constraints which makes the problem underdetermined (however even if the system was defined, its size would make it intractable). The very essence of OMD is an idea for approximating the original $D$ with a matrix $LML^T$ of an arbitrary rank $r$ (of course it’s rank needs to be lower than that of $D$), which eventually leads to (B.3). Here both $M$ and $L$ are treated as independent optimization variables. The exact algorithm of solving this problem is described in Wynn et al. [46].

$$\min_{L,M} \left\| [q_2, \ldots, q_n] - LML^T \cdot [q_1, \ldots, q_{n-1}] \right\|_2$$

$L^TL = I$, $L \in \mathbb{R}^{m \times r}$, $M \in \mathbb{R}^{r \times r}$

(B.3)

After the solution of (B.3) is established one can evaluate approximations of the most prominent eigenvalues and associated eigenvectors of the original evolution matrix $D$, i.e. the so called OMD eigenvalues $\xi^l_{OMD}$ and OMD modes $\Phi^l_{OMD}$ which are defined by (B.4) and (B.5) respectively ($\xi^l_M$ and $z^l$ are the eigenvalues and eigenvectors of $M$, whilst $\Delta_\tau$ represents the temporal spacing of the snapshots).

$$\xi^l_{OMD} = \frac{\log \xi^l_M}{\Delta_\tau}$$

(B.4)

$$\Phi^l_{OMD} = L \cdot z^l$$

(B.5)

The adopted triple decomposition method utilizes OMD modes that can be linked to particular coherent fluctuations. They are picked based on their affiliated eigenvalues, i.e. only the modes that share their frequency with the PSD peaks and exhibit locally minimal damping (i.e. real part of the eigenvalue) are considered. An example (OMD eigenvalues evaluated in experiment 1) are presented in figure B.1. The coincidence of the spectral peak and the OMD eigenvalues is clearly marked.
Figure B.1: OMD eigenvalues evaluated for different fields of view of experiment 1 on top of the enveloped PSD (i.e. maximum of PSD taken over the respective field of view).

C Validation of the triple decomposition’s results

Section 4 introduces a technique of triple decomposition which is further utilized in the present work. The methodology is based on the OMD decomposition technique (see Wynn et al. [46]) and on phase averaging. Let us briefly review the results of its application to our experimental data.

Figure C.1: Example of the triple decomposition: a) total, coherent and stochastic velocity fluctuations signals, b) PDFs of the respective fluctuations’ components (based on experiment 2).

Figure C.1a shows a representative example of the velocity signal decomposition (this
velocity signal was probed near the wake of the medium bar). The total fluctuations clearly contain coherent, large scale fluctuations, which are closely matched by the resolved coherent velocity signal. Therefore the residual stochastic fluctuations seem to be decoupled from the underlying large-scale fluctuations. It should be noted that the amplitude of the coherent fluctuations varies in time quite considerably (it changes by roughly 50% within the given example). If this was not accounted for, the resultant stochastic fluctuations would still carry a prominent imprint of the coherent motion. The probability density functions (PDFs) of the velocity fluctuations presented in figure C.1b are also significantly affected by the decomposition. The quasi-gaussian PDF of the stochastic fluctuations is distinguished from the M-shaped PDF of the total fluctuations (characteristic for flows with prominent vortex shedding). This example demonstrates clearly, though qualitatively, the differences between the coherent and stochastic fluctuations as well as the efficiency of the decomposition.

A more quantitative assessment can be done by examining the PSDs of the velocity fluctuations. Figure C.2 presents PSDs of the total velocity fluctuations (left-hand side) as well as PSDs of the residual velocity fluctuations (right-hand side). The arrows denote the primary shedding peaks in figure C.2a ($x/H = 0.07$) and the secondary ones in figure C.2b ($x/H = 0.24$). As can be seen, the left-hand side PSDs are exactly the same as the right-hand side’s except for the highlighted coherence peaks which are removed from the latter figures. A similar situation can be found at any different downstream position. This proves that the extracted coherent fluctuations, both primary and secondary, truly account for the coherent fluctuations associated with particular spectral peaks. Note that not all of energy located at the marked positions is removed from the stochastic PSDs, in fact, the stochastic PSDs are quite smooth over these areas. This means that large scale coherent fluctuations coexist with unstructured (at least in the large-scale sense) stochastic fluctuations over the same spatial and spectral domain.

The relative importance of the particular coherent fluctuations at consecutive downstream positions is summarised in table C.1. Note that the values are normalised with the maximum root mean square of the total velocity fluctuations calculated over the respective field of view and thus the local importance can be even larger. The primary shedding fluctuations account for the majority ($\sim 0.8 \max_{Max} u'_{rms}$) of the fluctuations at the early stages of the flow’s development. The secondary fluctuations are less energetic.
Figure C.2: PSDs of total $u'_2$ (left-hand side) and residual $u''_2$ (right-hand side) transverse velocity fluctuations after a) OMD based coherent fluctuations $\tilde{u}^{II}$ and $\tilde{u}^{III}$ are removed at $x/H = 0.07$, b) phase averaging based coherent fluctuations $\tilde{u}^{III-II}$ and $\tilde{u}^{III+II}$ are removed at $x/H = 0.24$ (based on experiment 1).

<table>
<thead>
<tr>
<th>$x/H$</th>
<th>$u''_{rms}$</th>
<th>$\tilde{u}^I_{rms}$</th>
<th>$\tilde{u}^{II}_{rms}$</th>
<th>$\tilde{u}^{III}_{rms}$</th>
<th>$\tilde{u}^{III-I}_{rms}$</th>
<th>$\tilde{u}^{III+I}_{rms}$</th>
<th>$\tilde{u}^{III-II}_{rms}$</th>
<th>$\tilde{u}^{III+II}_{rms}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07</td>
<td>0.556</td>
<td>-</td>
<td>0.845</td>
<td>0.590</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.24</td>
<td>0.507</td>
<td>-</td>
<td>0.851</td>
<td>0.268</td>
<td>-</td>
<td>0.183</td>
<td>0.132</td>
<td></td>
</tr>
<tr>
<td>0.41</td>
<td>0.655</td>
<td>0.802</td>
<td>0.738</td>
<td>0.050</td>
<td>0.102</td>
<td>0.100</td>
<td>0.156</td>
<td>0.115</td>
</tr>
<tr>
<td>0.58</td>
<td>0.602</td>
<td>0.835</td>
<td>0.282</td>
<td>-</td>
<td>0.151</td>
<td>0.098</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.75</td>
<td>0.644</td>
<td>0.791</td>
<td>0.118</td>
<td>-</td>
<td>0.140</td>
<td>0.064</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table C.1: Relative importance of the distinguished velocity fluctuations’ components (based on experiment 2)
but can still account for a significant portion of the total (almost 0.2 maxFoV u'rms). As already mentioned, there is a specific downstream position where the lower frequency secondary peak’s energy exceeds the energy of the primary motions. The stochastic fluctuations account for a roughly equal share of the total fluctuations at all the downstream positions.

Figure C.3: Mean profiles of absolute values of coherent vorticity fluctuations, resolved from different experiments, associated to: a) $\tilde{\omega}_I$ at $x/H = 0.23, 0.24$, b) $\tilde{\omega}_{II}$ at $x/H = 0.23, 0.24$, c) $\tilde{\omega}_{III-II}$ at $x/H = 0.23, 0.24$, d) $\tilde{\omega}_{III+II}$ at $x/H = 0.22, 0.24$.

Figure C.3 presents a comparison between the coherent fluctuations’ topology resolved from different experiments, i.e. transverse profiles of the absolute values of coherent vorticity $\tilde{\omega}_3$ are plotted. Note that the results of experiment 2&3 correspond to $x/H = 0.24$ whereas the measurements of experiment 3 were performed at $x/H = 0.22, 0.24$. A good qualitative match between all of the measurements is observed. The peaks’ positions, shapes and widths are well preserved. Comparison shows that the difference of the vorticity peaks’ values equals 13% in the worst case. Note, however, that even a slight transverse displacement of a peak can easily accommodate for this discrepancy. The good match between all of the measurements reassures us of their credibility (especially in the context of the velocity derivatives) as well as showing that the properties of the observed secondary coherent fluctuations are reproducible.

Last but not least, let us overview the features of the amplitude signal $A_I$. It could have already been inferred from figure C.1a that the amplitude signal is mainly composed of relatively small frequencies. This is true for all of the distinguished coherent fluctuations. As a general remark, the spectral content of the amplitude signal exhibits a rapid
Figure C.4: a) PSD of an amplitude signal $A^l$ on top of PSDs of associated total and coherent transverse velocity fluctuations, b) PDF of an amplitude signal (based on experiment 2).

...drop-off at a frequency roughly equal to the half-width of the corresponding spectral peak of coherent velocity fluctuations. Thereby, as distance between the origin and each of the considered coherence peaks is larger than the respective half-width, coherent fluctuations are decorrelated with their amplitude signal (i.e. their spectral contents do not overlap).

An example of a PSD of the amplitude signal and the affiliated coherent fluctuations is plotted in figure C.4a. The half-width of the coherence peak can be roughly estimated to be of the order of 0.4 Hz. The rapid cut-off of the $A^l$ spectrum starts at a comparable frequency, it descends by more than three decades before reaching 0.8 Hz. Figure C.4b presents a PDF of the amplitude fluctuations. It looks like it roughly follows a normal distribution, except for the right tail which decays slightly faster. By surveying all measurement positions of all the experiments it has been found that $(A^l)'_{rms}/A^l$ oscillates within bounds of 20% – 50%.

### D Validation of the energy budget’s assumptions

The derivation of the energy budget equations, presented in section 5, requires introducing set of assumptions (6). Some of them are rather trivial (e.g. $\bar{a} = \tilde{a}$) but some may raise a concern, in particular those governing $\langle a'' \rangle^l$, $\overline{a^l a^m}$ or $\overline{a^l a^m}$. The utilized triple decomposition method does not guarantee explicitly that these are true. Let us check, therefore, how well they are satisfied.

Examination of the term $\langle u_i'' \rangle^l$ shows that this quantity is relatively small, though non-zero. The mean of its absolute value taken over the entire field of view equals roughly to 5% of the respective $u_{rms}$ averaged over the same area (based on experiment 2). However,
this statistic decreases with an increasing number of averaged velocity snapshots, which suggests its non-zero value is due to the convergence level (i.e. it equals to 8% of $u_{rms}$ if only half of the total number of snapshots is used). It is also worth noting that $\langle u''_i \rangle^I$ constitutes mainly high wave-number, spatially unstructured noise. Its second Fourier coefficient, which is representative of wave-length $2\pi$, is relatively small.

Figure D.1: Measurements of correlations between different components of the velocity fluctuations, see (D.1), evaluated based on data acquired from experiment 2 at $x/H = a)$ 0.07, b) 0.24, c) 0.41, d) 0.57 and from experiment 3 at $(x/H, y/H) = e)$ (0.22, −0.34), f) (0.23, −0.26), g) (0.23, −0.35), h) (0.36, −0.37).

Assumptions about $\bar{u}_i l \bar{u}_m^m$ and $\bar{u}_i l \bar{u}_m^m$ are critical as they state that the utilized decomposition is energy preserving. An indication of the values reached by these correlations is given in figure D.1. The plotted quantity is a maximum absolute value of a correlation
taken over the entire field of view (which is a rather conservative measure), i.e:

$$\max_{\text{FoV}} \sum_i |\tilde{u}_i^m u_i^{\|}| / (\sum_i \tilde{u}_i^{m2} \cdot \tilde{u}_i^{\|2})^{1/2} \quad (D.1)$$

In the ideal situation only the diagonal elements should be populated, which is not the case here. In both experiments 2&3, at all measured spatial locations correlations between stochastic and coherent fluctuations are non-zero. Fortunately, however, their values hardly reach 5%, and in most cases they fluctuate around 2% (it would be even less than 1% if the mean over a field of view, instead of the maximum, was considered). On the other hand, correlations between different coherent fluctuations are mostly zero. This is because a sufficient spectral separation of fluctuations (i.e. the respective spectral contents do not intersect) guarantees vanishing correlations. This is mostly the case, except for four situations. Within experiment 2, at the station $x/H = 0.57$, there is a residual correlation between coherent fluctuations $\tilde{u}^{II}$ and $\tilde{u}^{II-I}$. In the case of experiment 3, fluctuations $\tilde{u}^{II}$ and $\tilde{u}^{III-II}$ correlate to some extent at all considered spatial spots. Again, the values of the correlations are below 6%.

Although it is found that (6) are not exactly met within the studied data, the discrepancies are relatively small, of the order of 5%. Given the similar level of statistical uncertainty, this is a sufficiently close match to consider the assumptions (6) an acceptable approximation.

**E Uncertainty of the energy budgets’ terms**

The measurements’ uncertainty has already been discussed in section 2, i.e. the measurement random error assessment is presented in table 2 and the statistical convergence of some basic statistics are given in table 3. In order to check the uncertainty of the energy budget terms (8a) to (10a), let us acknowledge the fact that they can be written in a form of linear combinations of different velocity triple correlations e.g. $\bar{u}_i^{\|} u_j^{\|} u_k^{\|}$, $\tilde{u}_i^{\|} u_j^{\|} u_k^{\|}$ etc. First, the uncertainty of their estimated values due to the random measurement error, assuming that the “true” values of $\bar{u}_i$ and $\tilde{u}_i$ are known (i.e. the sampling period is sufficiently long) are to be assessed. In such circumstances the residual fluctuations $u_i' - \tilde{u}_i$ would contain both $u_i^{\|}$ and the random measurement error $\epsilon_i'$. The conservative uncertainty measures of the associated triple correlations, based on the error propagation method, are presented in table E.1. The bias can appear as a result
of the noise self-correlation in the case of the term $\bar{u}u''u''$, however, in the critical case (for $e'_{\text{rms}}/u''_{\text{rms}} = 18\%$, see table 2) it does not exceed 3\% of the term’s expected value.

The error rms values, on the other hand, decrease with $N_{aq}^{-0.5}$ resulting in their negligible level (less than 0.5\% when compared to the associated scaling (i.e. $\bar{u}u''_{\text{rms}}^2$, $\bar{u}_{\text{rms}}u''_{\text{rms}}^2$ or $u''_{\text{rms}}^3$).

<table>
<thead>
<tr>
<th>Terms</th>
<th>Bias</th>
<th>Error r.m.s.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{u}u''u''$</td>
<td>$(e'<em>{\text{rms}}/u''</em>{\text{rms}})^2$ $\bar{u}u''_{\text{rms}}^2$</td>
<td>$2.0N_{aq}^{-0.5}e'<em>{\text{rms}}/u''</em>{\text{rms}} \cdot \bar{u}u''_{\text{rms}}^2$</td>
</tr>
<tr>
<td>$\bar{u}u''u''$</td>
<td>0</td>
<td>$2.0N_{aq}^{-0.5}e'<em>{\text{rms}}/u''</em>{\text{rms}} \cdot \bar{u}<em>{\text{rms}}u''</em>{\text{rms}}^2$</td>
</tr>
<tr>
<td>$u''u''u''$</td>
<td>0</td>
<td>$5.2N_{aq}^{-0.5}e'<em>{\text{rms}}/u''</em>{\text{rms}} \cdot u''_{\text{rms}}^3$</td>
</tr>
</tbody>
</table>

Table E.1: The expected value (bias) and the rms value of the triple correlation terms’ error due to the random measurement error $e$.

Figure E.1: PDF and the cumulative PDF of a ratio between the convergence interval and the confidence interval evaluated for a normally distributed random variable.

The convergence estimation is more challenging. It is not clear in the context of the energy budget’s components containing $\bar{u}$ how to define the number of independent samples $N_0$ gathered in the acquisition process, and thus how to evaluate confidence intervals, as the coherent fluctuations are correlated for extremely long times. The number of independent measurements approximated based on the integral time scale (see table 3) may not be representative here. In order to overcome this issue, a direct measure of statistical convergence of particular terms is proposed as an indication of the results’ uncertainly. Let us define a 95\% convergence interval $\mu \pm \sigma/\sqrt{N}$ which is the tightest possible interval that encloses 95\% of the evaluations of a given statistic when calculated in a cumulative manner. Its final half-width $\sigma/\sqrt{N_{aq}}$ stands as as the convergence measure. Note that the half-width is inversely proportional to $\sqrt{N}$ which is in-line with a definition
of a confidence interval. The relation between the convergence interval and the classical confidence interval is non-trivial. Figure E.1 shows a PDF of the ratio between the two intervals evaluate for a normally distributed random variable. In most cases the convergence interval is tighter, however, it can appear twice as wide in some cases. Figure E.2a provides two examples of the appearance of convergence intervals evaluated for the mean and coherent convection terms.

The final convergence interval widths, if plotted on top of the energy budgets’ curves in the form of error bars, would make the figures very busy and rather difficult to read (see figure E.2b for an example). In order to avoid this confusion, the half-widths of the convergence intervals are summarised in table E.2, normalised with maxima of the respective convection terms.

![Figure E.2](image)

**Figure E.2**: Demonstration of convergence check: a) evolution of 95% convergence intervals around converging convection terms of energy budgets, b) the final convergence interval around a production term (based on experiment 2).

### References


<table>
<thead>
<tr>
<th>$x/H$</th>
<th>Mode</th>
<th>$\bar{C}$ or $\tilde{C}$</th>
<th>$\sum_i \tilde{P}_i$ or $\bar{P}_i$</th>
<th>$\bar{P}_i$</th>
<th>$\bar{P}''$</th>
<th>$\bar{T}<em>+^0$ and $\bar{T}</em>-^0$</th>
<th>$\bar{\epsilon}$ or $\tilde{\epsilon}$</th>
<th>$\bar{D}$ or $\tilde{D}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07</td>
<td>$\bar{u}$</td>
<td>3.8</td>
<td>2.0</td>
<td>N/A</td>
<td>1.1</td>
<td>N/A</td>
<td>0.0</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>$\tilde{u}^{II}$</td>
<td>4.2</td>
<td>12.3</td>
<td>4.0</td>
<td>N/A</td>
<td>0.3</td>
<td>0.0</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td>$\tilde{u}^{III}$</td>
<td>4.7</td>
<td>16.4</td>
<td>3.3</td>
<td>N/A</td>
<td>0.2</td>
<td>0.1</td>
<td>14.7</td>
</tr>
<tr>
<td>0.241</td>
<td>$\bar{u}$</td>
<td>18.9</td>
<td>6.5</td>
<td>N/A</td>
<td>3.1</td>
<td>N/A</td>
<td>0.0</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>$\tilde{u}^{II}$</td>
<td>5.8</td>
<td>24.3</td>
<td>4.0</td>
<td>N/A</td>
<td>0.5</td>
<td>0.0</td>
<td>15.4</td>
</tr>
<tr>
<td></td>
<td>$\tilde{u}^{III}$</td>
<td>6.1</td>
<td>4.7</td>
<td>3.2</td>
<td>N/A</td>
<td>1.3</td>
<td>0.0</td>
<td>9.5</td>
</tr>
<tr>
<td></td>
<td>$\tilde{u}^{II-III}$</td>
<td>12.8</td>
<td>23.3</td>
<td>37.3</td>
<td>N/A</td>
<td>7.3</td>
<td>0.1</td>
<td>75.6</td>
</tr>
<tr>
<td></td>
<td>$\tilde{u}^{III+II}$</td>
<td>4.4</td>
<td>4.7</td>
<td>11.3</td>
<td>N/A</td>
<td>3.9</td>
<td>0.0</td>
<td>30.3</td>
</tr>
<tr>
<td>0.41</td>
<td>$\bar{u}$</td>
<td>10.0</td>
<td>3.8</td>
<td>N/A</td>
<td>2.1</td>
<td>N/A</td>
<td>0.0</td>
<td>7.8</td>
</tr>
<tr>
<td></td>
<td>$\tilde{u}^{I}$</td>
<td>7.6</td>
<td>25.5</td>
<td>4.1</td>
<td>N/A</td>
<td>1.1</td>
<td>0.0</td>
<td>35.0</td>
</tr>
<tr>
<td></td>
<td>$\tilde{u}^{II}$</td>
<td>7.9</td>
<td>7.3</td>
<td>4.2</td>
<td>N/A</td>
<td>0.6</td>
<td>0.0</td>
<td>21.6</td>
</tr>
<tr>
<td>0.57</td>
<td>$\bar{u}$</td>
<td>22.0</td>
<td>7.9</td>
<td>N/A</td>
<td>3.1</td>
<td>N/A</td>
<td>0.0</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>$\tilde{u}^{I}$</td>
<td>9.4</td>
<td>49.2</td>
<td>10.9</td>
<td>N/A</td>
<td>2.5</td>
<td>0.0</td>
<td>57.5</td>
</tr>
<tr>
<td></td>
<td>$\tilde{u}^{II}$</td>
<td>8.7</td>
<td>8.8</td>
<td>4.1</td>
<td>N/A</td>
<td>1.7</td>
<td>0.0</td>
<td>19.9</td>
</tr>
<tr>
<td></td>
<td>$\tilde{u}^{II-I}$</td>
<td>9.9</td>
<td>17.4</td>
<td>24.7</td>
<td>N/A</td>
<td>7.2</td>
<td>0.0</td>
<td>35.4</td>
</tr>
<tr>
<td></td>
<td>$\tilde{u}^{I+II}$</td>
<td>8.2</td>
<td>8.0</td>
<td>21.2</td>
<td>N/A</td>
<td>5.1</td>
<td>0.0</td>
<td>42.5</td>
</tr>
</tbody>
</table>

Table E.2: Critical values of half-widths of convergence intervals evaluated for different terms of the energy budgets at all the considered downstream locations, normalised with the maximum of the respective convection term (values given in percents, based on experiment 2).


