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Abstract

It has long been asserted that in univariate location-scale models, when concerned with
inference for either the location or scale parameter, the use of the inverse of the scale parameter
as a Bayesian prior yields posterior credible sets which have exactly the correct frequentist
confidence set interpretation. This claim dates to at least Peers (1965), and has subsequently
been noted by various authors, with varying degrees of justification. We present a simple, direct
demonstration of the exact matching property of the posterior credible sets derived under use

of this prior in the univariate location-scale model. This is done by establishing an equivalence
between the conditional frequentist and posterior densities of the pivotal quantities on which
conditional frequentist inferences are based.
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1 A Brief History

The purpose of this note is to give a detailed and direct account of an exact probability matching
result for the univariate location-scale model, i.e. a result in which a particular choice of prior
for Bayesian inference results in posterior credible sets which have exactly the correct frequentist
confidence set interpretation. The setting we consider is that of an independent and identically
distributed sampl&’ = {Y, ..., Yy} from the familyc=2f{(y — u)/o} wheref(-) is a known prob-

ability density function defined oR, —o < u < o ando > 0. We will consider inference for a

scalar interest parameter, regarding the other parameter as nuisance. Thus we will investigate the
relevant frequentist coverage of the marginal posterior quantilesaatio, separately.

Various authors, including Fisher (1934) and Fraser (1979), have argued that in location-scale
models, from a frequentist perspective there are strong reasons to draw inferences conditionally on
the observed value of an ancillary statistic. Consequently, as noted by DiCiccio et al. (2012), when
considering probability matching priors, the correct frequentist inference to match is a conditional
one. Suppose that is the interest parameter and denotentyyi , = 01 o(7(u, o), Y) the 1—-
marginal posterior quantile far under the prior(u, o). A conditional probability matching prior,

n(u, o), is one which satisfies
Pl sazal0 < 081 /A = @) = 1—a +O(n™?)

for all @ € (0,1) for m = 2 or 3 which correspond to first- or second-order matching the
sample size an@r, ,a- is the conditional frequentist probability under repeated sampling, of
conditioning on the observed value of an ancillary statidticThis states that the 4 @ quantile
of the marginal posterior density of under priorn(u, o) has conditional frequentist coverage
probability 1- «, to error of ordelO(n~™2). Simple application of the law of iterated expectations
shows that a conditional matching prior is also an unconditional matching prior to the same order.
An identical definition of a conditional probability matching prior wheris the interest parameter
results from reversing the roles efandu in the above.

All smooth priors are probability matching in a weak sense=(1 in the above); this is a con-
sequence of the equivalence Q~1/?), of frequentist and Bayesian normal approximation. Datta

and Mukerjee (2004) and Datta and Sweeting (2005) provide thorough reviews of known results,
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including both approximate and exact matching results in the single parameter and multiparameter
settings.

The result that there is exact probability matching for inference about a scalar parameter in the
location-scale model for the priat(u, o) o« o~ has been stated by various authors. The earliest
reference is Peers (1965); others include Lawless (1972, 1982) and DiCiccio and Martin (1993).
However, to the best of our knowledge, a direct, general demonstration of this result is missing
from the literature.

Datta and Mukerjee (2004)[p. 26] note that in the univariate normal location-scale model, the
prior m(u, o) o« o1 is exact unconditional frequentist probability matching, regardless of whether
u or o is the interest parameter. This is because, under this prior, the unconditional frequentist and
posterior distributions of certain pivots coincide. Earlier references for this observation include
Guttman (1970, Ch. 7), Box and Tiao (1973, Ch. 2), and Sun and Ye (1996). In the present note,
we show that such a result is actually true quite generally.

Severini et al. (2002) proved a related result about exact matching for predictive highest poste-
rior density regions in group transformation models, of which the multivariate location-scale model
is a particular example considered. This result is due to an invariance property of the highest pre-
dictive density region, and is essentially an extension of the invariance results derived in Hora and
Buehler (1966, 1967).

Here we are concerned with the conditional frequentist matching property of posterior credible
sets for a scalar interest parameter, and present a detailed argument confirming the exact matching
property of the priorn(u, o) o< 1. Note also that in the location-scale modelfidys (1961) rec-
ommended use of this prior instead of thédys prior,z(u, o) o« 2. Thus the results described

here may be interpreted as support for his recommendation.

2 Demonstrating exactness

Property: The priorn(u, o) « o1 yields exact conditional probability matching in the univariate
location-scale model whethgror o is the interest parameter.

We verify the property by establishing an equivalence between, respectively, the marginal con-

ACCEPTED MANUSCRIPT
3



Downloaded by [Imperial College London Library] at 03:23 02 September 2017

ACCEPTED MANUSCRIPT

ditional frequentist confidence limits and marginal posterior credible limits for the parameter of
interest. These limits are derived from the joint conditional frequentist and joint posterior densities
of suitable pivotal quantities. The motivation for this approach is that in the conditional frequentist
framework, confidence sets are constructed using the conditional distributions of pivotals. In the
location-scale model, a particular choice of pivotal quantities yields straightforward construction
of confidence sets for either parameter directly from the marginal distribution of the corresponding
pivotal. Bayesian and frequentist procedures for constructing credible and confidence sets using,
respectively, the joint posterior and joint conditional frequentist densities of suitable pivotal quan-
tities, are exactly the same. Thus to establish the result, itficigunt to demonstrate that the
Bayesian and frequentist frameworks base inference on the same joint density.

We first summarize the procedure for exact conditional frequentist inference as suggested by
Fisher (1934) and more thoroughly examined by Fraser (1979, Ch. 6); additional details and
references may be found in Lawless (1982, Appendix E) and Pace and Salvan (1997, Ch. 7). The

joint density of the sample for given values gf §) is defined as

Byip o) = | | HEy - /e
i=1

It is assumed that the maximum likelihood estimators fotr(), denoted by, ¢), are unique and

exist with probability one. The configuration statistic,

Y, — [ Y, —
A=A A)=( 1&“,..., A

(o

is an exact ancillary. This statistic is distribution constant, in the sense that its distribution does
not depend on any unknown parameters, and anrh2 elements of this random vector are func-
tionally independent. To appreciate this last property, simply write the likelihood in the form
L(u, o; 1, 7, @), that is, in terms of the minimal flicient statistic 4, &, @), and observe that the
likelihood equations give two constraints involving the ancillary. In particéar, andA, may be

expressed in terms oA, ..., A,_»). Moreover, the quantity

Q@)= (£ 9
g

g
is pivotal with respect to the parameters«) in the sense that the joint distribution d@{, Q,),

conditional on the ancillary statistic, does not dependwomr).
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Standard joint density manipulations involving transformations from the joint densivy,of (, Y;)
to the joint density of g, 7, A4, ..., A,_2) Shows that the exact joint conditional frequentist density

of (Q1, Q2), givenA = a, is of the form

le,Q2|A=a(q1’ q2|A = a) = C(a)qg—Z le,Qz(ql’ q2)

n

=c(@qy " ﬂ f(h2 + 02a), 1)

i=1

where the normalizing constac(a) depends om only and is defined by

@ [ [ &[] e+ ea)dade =1 @
00 i=1

Exact conditional frequentist inference makes use of (1) to construct a confidence set for, respec-
tively, u or o. Letq.g, denote ther quantile of the conditional frequentist marginal distribution

of ;. That is,

JLF.e 00
f L le,Q2|A:a(q1’ q2|A = a)qudq]_ = Q. (3)

Similarly letqg, r,, denote ther quantile of the conditional frequentist marginal distributiorggf

2. F.a 00
L f le’Q2|A=a(ql’ q2|A = a)dqld(lh = Q. (4)

Fix (u, o). Conditioning oA = a, the eventq; > Q.. } IS equivalent to the evelji—6qrro > u}.
Also, the event{q, > Opr.} = {0/02Fe = o}. Thus, an upper * o one-sided conditional
frequentist confidence limit fQr, sayur -, may be found directly from the corresponding limit for
g, and similarly the limit foro, sayor 1., may be obtained from the limit fay,. Formally, under
repeated sampling of, Pr, yja—al < i — 0OurllA = @) = 1 — @ and Pl jacalo < 0/GoralA =
a=1-a.

Turning to the Bayesian perspective, inference is conditioned on the fullydaide joint
posterior densityr(u, o|Y =Y) is defined by

(s, o) ply; 1, o) _

b o aw, o)ply; w'o)dudo”
Expressing the likelihood in the forito(u, o; i1, 7, &) yields

n(u, oY =y) =

n

ru. oY =y) e n(u Yo [ | Fi=(a + -

i=1

5y,
(o8
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and using the priott(u, o) o« o1, we have the joint posterior density of the parameters
n

w(,olY =y) = o[ | HE @+ 5, (5)
i1 ag ag
where the normalizing constasts determined by

ff ”1]:[ T (a+ -

We now find the joint posterior density af)(, Q.) which, conditional on the data, is a one-to-one

) dudo = 1. (6)

transformation of the parameteys ¢), treated as random quantities in the Bayesian framework.
In order to show that the posterior density Qk(Q,) is exactly equal to the conditional frequentist
density given by (1), the relationship between the normalizing constants must be discovered. We
could start with the posterior density in (5), find the posterior densityQef @,) via the usual
route and finally solve for the relationship between normalizing constants, but we instead choose
to do everything at once.

We integrate (6) using the substitutioQ( Q,) = ¢(u,0) = (1 — u)/o, 6-/o) and, by setting
this equal to (2), establish a relationship betwsamdc(a). Explicitly,

ffn(ww Y)d/ldo'—sff ] 1@+

= f f (a/qz)”1f(q1q2+qza)|detJldq1dOQ

) dudo

=5 f f g f(qlqz+q2a)dqld02,

where|det]| = (6/q)? is the absolute value of the Jacobian determinantuof)(d., g) =
e Y0, O2) = (i—6a1, 6/02). Comparison with (2) yields the relationship between the normalizing

constants,
s=6"c(a). (7)

Thus the joint posterior density o€, Q,) is given by

n

x(0, GelY = y) = s | | f(auge + ca)l det)
i=1
n

= c@cp | | ot + apar). (8)

i=1
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Note that this is exactly equal to the joint conditional frequentist density given in (1).
The a quantiles of the marginal posterior distributions, denotediyy, andg, g, are respec-

tively defined by

01,Ba 00
f f 7(s, BIY = y)dopde = a, ©)
—00 0
and
02,8« 00
f f (e, BIY = y)dapdep = o (10)
0 —0c0

Comparison with (3) and (4) confirms th@itr, = Qig, anddzr, = Goso. The construction of
credible sets when either or o is the interest parameter exactly parallels the procedure in the
conditional frequentist setting. In particular, the-Ir upper credible limits fou ando-, denoted

by pg1-» andog;-,, satisfy
Prioa-=a(t S up1olA=3)=1-a
and

Proa-a(c < 0gi1olA =8) = 1-a,

i.e. the conditional frequentist coverage of the posterior credible set undefyrior) oc 1, is
exactly 1- a, whether or o is the parameter of interest.

In summary, we have demonstrated that the formal equivalence between the frequentist condi-
tional density of Q,, Q,) and the Bayesian posterior density Qh(Q,) under the prior(u, o)
o1 allows us to deduce directly that this prior is exact conditional probability matching, when
eitheru or o is the interest parameter. It follows immediately that this prior is an exact proba-
bility matching prior in the usual, unconditional sense. That Bayesian posterior quantiles under
this prior act as frequentist confidence limits both conditionally and unconditionally is a result that

holds quite generally, even when the marginal posterior of interest is analytically intractable.
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