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Abstract

Did the huge investment in telecommunications networks in the 1990s affect subsequent total factor productivity? Using data from 13 European countries and the US, 1995-2013, we document the substantial growth and then slowdown in “telecommunications” capital and ask if this is related to the growth and slowdown in TFP. We explore this by disaggregating ICT equipment investment into “IT” and “CT” equipment investment. We test for distinct effects from each using a simple framework where CT capital has network externalities and so potentially impacts TFP, with the marginal impact of CT capital growth being higher in countries spending more on renting CT capital. We find: a) evidence of a robust correlation between (lagged) growth in (rental share-weighted) CT capital services and TFP growth; b) the estimated externality from CT capital potentially explains around 30-40% of TFP growth in North European countries, 60% in Scandinavia and around 90% in the US; c) CT capital has a social return around five times its private return; and d) a slowdown in the accumulation of CT capital accounts for just over half of the post-2003 TFP slowdown in the US but only one-tenth of the TFP slowdown in the EU.
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1 Introduction

The idea that communications networks might have positive externalities for users has motivated a number of studies of the link between telecoms investment and economic growth (e.g. using cross-country data, Röller and Waverman (2001) on telecommunications infrastructure and GDP growth; and Koutroumpis (2009) and Gruber and Koutroumpis (2011) on broadband penetration and GDP growth).

This paper revisits these studies using a simple growth accounting model. We assume the economy invests in “telecommunications (CT) capital”, comprising of (a) capital to access the network (e.g. phones and internet connections) and (b) network capital. Use of the network confers externalities on other users so the social value of communications capital potentially exceeds private value. Since TFP growth is output growth less private return-weighted capital growth, growth in CT capital affects TFP growth (in proportion to spending on telecommunications services). We explore this by disaggregating ICT equipment investment into “IT” and “CT” equipment investment, calculating capital growth and rental payments and exploring the correlation with TFP growth using cross-country data.

The study therefore relates to previous literature in a number of different ways. First, we add to the cross-country literature above, but using an explicit model, new data and calculate social returns. In contrast to a number of other studies which estimate using data for aggregate ICT equipment (Stiroh, 2005), we disaggregate ICT equipment into IT hardware and CT equipment using newly available data on IT and CT investment. Our model also implies a link between TFP growth and share-weighted CT capital growth (rather than unweighted CT capital growth), where the share reflects that economies that are more connected (i.e. rent a lot of CT equipment) are more likely to benefit from communications network externalities.

Second, there are numerous studies of the link between growth in GDP and ICT capital equipment: see for example Oliner and Sichel (2000); Stiroh (2002) and Acharya and Basu (2011). Most studies build from the key point that research into the contribution of ICT equipment needed accurate quality-adjusted investment deflators (see for example Triplett (2004) on ICT equipment prices; Doms (2005), Corrado (2011) and Byrne and Corrado (2015) on CT equipment prices; and Schreyer and Colechia (2002) on price harmonisation across countries). We are very much in the spirit of these contributions with the addition, following Oliner and Sichel (2000) and Schreyer and Colechia (2002), in disaggregating ICT equipment and harmonising data across countries.

Third, there has been much interest in the (global) labour productivity and TFP growth slowdown. Much of that occurred in the financial crisis, but as Fernald (2014) has noted, the slowdown started in the US in the early 2000s. Goodridge et al. (2016b) also document a productivity slowdown in the UK in the 2000’s (prior to 2007) relative to the 1990s. As we document, the building of communications networks peaked in the 2000s, so we are able to ask if at least some of the pre-crisis TFP slowdown was to be expected via the slowing in CT capital growth.

1 National accounts data including disaggregated ICT equipment investment are available from OECD.Stat. We deflate each category of ICT investment [IT, CT, software] using price indices for each country that are harmonised to US prices, as published by the Bureau of Economic Analysis (BEA). These price estimates update those in Schreyer and Colechia (2002). We thank Vincenzo Spiezia of the OECD for sharing these data. In this paper, references to ICT refer to IT hardware, CT equipment and software. References to ICT equipment refer to IT hardware equipment and CT equipment.

2 We are not aware of another study that estimates ICT spillovers using share-weighted capital input.

3 From Goodridge et al. (2016b), in 1990-2007, UK TFP growth averaged 1.13% pa, compared to 0.91% pa in 2000-07.

4 There are of course a host of micro studies on the effect of networks/broadband/the internet on e.g. educational outcomes Faber et al. (2013) and productivity di Stefano et al. (2014). We aim here to estimate the social returns from communications networks. To do this on micro data would need data on all the other connections of everyone in the economy, suggesting that this particular question is amenable to macro data.
To preview our results: using data from thirteen European countries and the US, 1995-2013, a regression of TFP growth on lagged share-weighted CT equipment growth yields a statistically significant positive effect, robust to other controls, different data etc., consistent with network externalities. The effect “accounts for” around 30-40% of TFP growth in Northern Europe, around 60% in Scandinavia (where telecoms spending is higher) and just under 90% in the USA. The estimated social returns to investment in communications capital are five times private returns. In terms of the slowdown that occurred prior to the crisis, a slowdown in the contribution of CT capital services explains approximately 10% of the TFP slowdown in Europe and 50% of the slowdown in the US.

The rest of this paper is set out as follows. Section 2 sets out our model in the context of the existing literature and section 3 sets out our data and method. Section 4 presents our results and section 5 discusses the economic significance of our results. Finally, section 6 concludes.

2 Model and existing literature

2.1 Model

Suppose that to get connectivity, businesses (a) buy capital to access the network (phones, computers etc.), and (b) rent network services. Consider then an economy with two sectors:

1. a consumption goods production sector (C) which buys “access capital”, rents network services and produces consumption goods; and

2. a telecommunications network sector (NET), which provides network services.

We consider each sector in turn.

2.1.1 Consumption goods (C) industry

We assume gross output is described by:

$$G_i^C = F^G(X_i, Z_i, A^C)$$

which says that the gross output of firm $i$ depends on inputs $X$ (labour, capital and intermediates), a technology shifter $A$, and connectivity services, denoted $Z$.

We assume that the flow of connectivity services $Z_i$ depends on three inputs. First, firms have to obtain access to the network: suppose they purchase (access) capital equipment to do this (a phone, internal switching gear, computer) denoted by $K^{ACC}$. Second, they have to rent network services, $N$ (the network infrastructure connected to the access capital). Third, assume that the connectivity services of firm $i$ depend on the connectivity of others ($Z_i$: if there is congestion this might have a negative marginal effect, with Metcalfe’s law it might rise (say with the square of connections). Thus we write $Z$ as:

$$Z_i = F^Z(K_i^{ACC}, N_i^{NET}, Z_{-i})$$

Let us write this technological relation in terms of log changes as (where lower case letter denote logs and $dx$ is the change in $lnX$):

$$dz_i = \varepsilon_Z^{Z} dK_i^{ACC} + \varepsilon_N^{Z} dN_i^{NET} + \gamma dz_{-i}$$

Let us see what this says as $\varepsilon_Z^{Z}$.
and so in a symmetric equilibrium

\[ dz = \frac{1}{(1-\gamma)} \varepsilon_Z \, dk^{ACC} + \frac{1}{(1-\gamma)} \varepsilon_Z \, dn^{NET} \]  

(4)

which shows that the flow of connectivity services to all those connected depends on the own-elasticity of access and network services (\( \varepsilon \)) scaled by the effect from the network externalities, \( 1/(1-\gamma) \). If there are congestion externalities then \( \gamma < 0 \), in which case the own-elasticities are scaled down \( ((1/(1-\gamma))<1) \). By contrast, if there are positive network externalities then \( \gamma > 0 \), in which case the own-elasticities are scaled up \( ((1/(1-\gamma)>1) \).

\[ \text{Rohlfs (1974)} \] is generally credited with one of the first economic models of network effects. Rohlfs assumed that a consumer’s utility depended both on the quantity consumed of their own communication services but also the quantity of services consumed by others on the network. \[ \text{Griffin (1982)} \] was an early empirical estimate showing that intra-US state phone calls depended positively on the numbers connected within that state. What has become known in telecoms regulation as the Rohlfs-Griffin (RG) factor is the ratio between (marginal) willingness to pay for all of society and for one individual. Rohlfs assumed it to be between one and two: when \( RG=1 \), private individuals get no benefit from others (so private=social), when \( RG=2 \), private individuals get equal benefits if they subscribe and if others subscribe. In our notation this corresponds to \( \gamma = 0 \) and \( \gamma = 1 \).

Suppose further that firms purchase access capital and network services competitively (there is competition in the phone market and regulation of networks say), in which case the own-elasticities are the share-weighted cost of such services. Thus log differentiating equation (1), substitution of (4) and replacing the elasticities by their shares, and forming a gross output weighted sum over all downstream firms gives, for the downstream C sector:

\[ dg^C_i = \sigma^C_X \, dx^C + \frac{1}{(1-\gamma)} \sigma^C_{K^{ACC}} \, dk^{ACC} + \frac{1}{(1-\gamma)} \sigma^C_{N^{NET}} \, dn^{NET} + da^C_i \]  

(5)

where \( \sigma \) are shares of downstream gross output. So (5) says that due to the positive network effects \( (0 > \gamma > 1) \), the effect on output of the components of communications services is greater than its payment share.

\[ 2.1.2 \text{ Network (NET) industry} \]

As above, the flow of connectivity services, \( Z \) depends on the network, but also access and others connected. Now we consider network services, where we assume the network services industry produces network capital services from the network capital stock \( K^{NET} \), inputs (such as labour) \( X^{NET} \) and technology \( A^{NET} \):

\[ N_i^{NET} = F^{NET}(X^{NET}, \mu_i K^{NET}, A^{NET}) \]  

(6)

which is to say that the flow of network services to firm \( i \) depends on network capital times a factor \( \mu \), where \( \mu \) most naturally captures utilisation of the network.\footnote{\text{In the voice phone market, RG=2 is generally viewed as an upper limit since most calls are in practice to a subscriber’s particular contact set. When RG=2, a subscriber gets a full benefit from literally any other extra subscriber on the network regardless of their identity. In terms of our notation \( RG = 1 + \gamma \); see below, we estimate \( \gamma = 0.8 \).}}\footnote{\text{The approach of multiplying the network capital by a utilisation factor contrasts with the Berndt-Fuss-Hulten (1986) approach, which is to specify the production function in terms of variable inputs (here \( X \)) and quasi-fixed inputs (here \( K \)). In that model, any utilisation effects are captured not by adjusting \( K \) by a \( \mu \) factor, since by assumption the production function depends upon the stock of quasi-fixed inputs (see e.g. Berndt and Fuss (1986) equation (10) and the discussion immediately below). Instead, utilisation is captured by the appropriate rental price of those quasi-fixed inputs. This differs from the usual market}}
is regulated to competitive prices then it chooses \( X \) and \( K \) such that:

\[
dN_i^{\text{NET}} = \sigma_{X}^{\text{NET}} dx^{\text{NET}} + \sigma_{K}^{\text{NET}} (d\mu + dk^{\text{NET}}) + da^{\text{NET}}
\]  

(7)

where we have replaced the output elasticities by their factor shares with no mark-up, which is appropriate for an industry optimising in the face of regulated output prices.

2.1.3 Economy value added and TFP growth

To get to economy value added, we have to take some steps. For firms, rental of network services are intermediate spending, whereas payments for access capital are expenditures on durable capital at the firm. Define nominal value added in the \( C \) sector implicitly as \( P^G P^C = P^V P^C + P^{\text{NET}} N^{\text{NET}} \) (which says that gross output in the the downstream is the sum of value-added and intermediates). Construction of an appropriate price index for value-added means that \( dg^C = s_{V}^{G} dv^C + s_{N}^{G} dn^{\text{NET}} \). Define economy-wide value added growth as \( dv = s_{V}^{G} dv^C + s_{N}^{G} dn^N \) where \( dv^N = dn^{\text{NET}} \) since there are no intermediates in the network providing sector by assumption. Substitution gives:

\[
dv = \sigma_{X}^{V} dx + \frac{1}{(1-\gamma)} \sigma_{K}^{V,\text{ACC}} dk^{\text{ACC}} + \frac{1}{(1-\gamma)} \sigma_{K}^{V,N^{\text{NET}}} (d\mu + dk^{\text{NET}}) + da
\]  

(8)

where \( da \) is the share-weighted sum of the sector technology terms \( (da = s_{V}^{G} da^C + s_{N}^{G} da^{\text{NET}}) \). Economy-wide TFP growth is measured by subtracting from output growth share-weighted input growth, where inputs include capital inputs weighted by their rental cost shares, giving:

\[
dtfp^V = da + \frac{\gamma}{(1-\gamma)} (\sigma_{K}^{V,\text{ACC}} dk^{\text{ACC}} + \sigma_{K}^{V,N^{\text{NET}}} dk^{\text{NET}}) + \frac{1}{(1-\gamma)} \sigma_{K}^{V,N^{\text{NET}}} d\mu
\]  

(9)

Equation (9) suggests a number of points. First, the components of connectivity services affect TFP growth but only if there is an externality, \( \gamma \): if \( \gamma = 0 \) then \( dtfp^V = da \) i.e. TFP growth is simply the usual technology shifters. As above, if there are positive externalities from connections, \( 0 < \gamma < 1 \), then TFP growth is faster than \( da \) with investment in access and network capital (if there is congestion on the network, \( \gamma < 0 \) and TFP growth is slowed with more network use (see e.g. \( \text{Fernald (1999)} \) for an application to road highways)).

Second, the network effect is multiplied by the share of spending on access capital and network capital. This is in contrast to many models of externalities in growth-accounting where TFP growth is assumed to be affected by growth in some capital variable, \( dk \) (growth of R&D capital for example), \emph{not} its share-weighted growth. This is because the externalities in this model work via the purchase of communications services: that is, connectivity externalities only accrue to firms if they are connected, which costs them something. In the R&D literature, one might assume that spillovers occur even if firms are not spending anything and

rental price since a quasi-fixed factor will be rented at a shadow input price reflecting quasi-rents, not the market input price (and as long as there is only one quasi-fixed factor, the ex-post user cost method will correctly identify that shadow price). \( \text{Corrado (2011)} \) uses the gap between competitive and ex-post rentals to infer utilisation for the US. As \( \text{Berndt and Fuss (1986)} \) note in their footnote 10, one can always instead adjust the quantities of quasi-fixed factors using the competitive factor price. Since in most of our countries networks are typically regulated to competitive prices and then subsidised we follow this approach here.
hence there would be no share weight in (11).

Third, notice from (11) that TFP growth is also affected by changes in utilisation, $d\mu$, since the flow of capital services from a built-out network will depend upon how intensively the network is used. That intensity might be proxied by, for example, fractions of the population connected, or, fractions of the population using broadband, variables that are often used in studies. If this variable is capturing utilisation, then it is not strictly a network effect, although it is likely correlated with $dk^{ACC}$ and $dk^{NET}$. Notice that it is quite possible that $\mu$ is actually close to 1 and $d\mu \approx 0$ (on annual data); for example, mobile mast networks are typically built only when demand justifies them and hence utilisation on average is very high.

Fourth, notice that we have to be careful with our interpretation of the shares, $\sigma$. Firms and consumers are both sources of network externalities, and are both purchasers of access capital. In national accounts however, household purchases of durable goods are not counted as investment, and hence the measured share of access capital purchases only includes firm purchases of access capital equipment.

### 2.2 Existing literature

We now discuss the existing literature in the light of equation (11).

First, much of the work specific to the contribution of communications uses cross-country data following the method of Röller and Waverman (2001). That paper argues that expansion of the telecommunications infrastructure generates excess returns to telecoms capital (which may be due to network effects, although they do not estimate network effects directly) and contributes to production in ways (e.g. reduced transaction costs, collaboration/co-operation benefits, process innovations etc.) which might raise TFP if not priced into an input’s reward. They seek to address potential simultaneity bias and reverse causation by endogenising CT investment, and present evidence of a causal relationship between fixed line phone penetration and economic growth. Kourtoumpis (2009) and Gruber and Kourtoumpis (2011) follow a similar method, finding a link between broadband penetration and GDP growth. Gruber and Kourtoumpis (2011) find that, in high income countries, mobile telecommunications infrastructure contributes 0.2% pa to growth in GDP, compared to 0.11% pa in low income countries and Kourtoumpis (2009) finds that a 1% increase in the penetration rate raises growth in GDP by 0.025% pa, 2002-07.

Equation (11) suggests a link between TFP growth and various measures of telecoms presence, but the interpretation of that link varies. It is likely for example that (changes in) fixed/mobile/broadband penetration are correlated with $dk^{ACC}$, $dk^{NET}$ and $d\mu$ but without knowing which effect is which the interpretation in terms of utilisation and/or network effects is not clear and one cannot read off a value for $\gamma$.

Second, there is of course a large literature on the relation between ICT equipment and productivity growth surveyed for example in Stiroh (2005) and Chen et al. (2016), who note a range of results. It might be that there are truly spillovers from ICT or that it is the CT capital within ICT generating the spillovers, but the range of results are due to the noisy measurement of this effect when using ICT. On CT directly, Acharya and Basu (2011) find a negative correlation between telecoms capital deepening and output growth and Stiroh (2002) finds that the late 1990s acceleration in US (manufacturing) TFP was negatively correlated with growth in CT capital, which is argued could reflect adjustment costs and/or mismeasurement.

Finally, we should of course note there are host of other candidates for spillovers, such as R&D and other

---

7 One might argue that benefits can accrue without being connected e.g. a non-connected firm expecting a delivery benefit from a connected set of trucks. However, such a benefit would show up in the price of delivery and thus not be a TFP benefit. It might also be that some network benefits are priced in, in the sense that regulators often allow some network externality to mobile phone prices at least, in which case the effect would not show up in TFP growth at all.
intangibles. They are excluded from the framework above, but could appear (as a *dk* effect) if, for example, R&D knowledge freely boosts productivity in non-R&D investing firms (see e.g. [Hall et al. (2009)] for R&D and [Corrado et al. (2013)] for intangibles more generally).

## 3 Data and estimation of the model

### 3.1 Data

#### 3.1.1 Inputs, outputs and TFP

Full detail on the construction of the dataset is provided in [Goodridge et al. (2016a)](https://doi.org/10.1002/jae.2758). For each capital asset *a*, statistical agencies supply nominal capital investment and a price index. Thus we build capital stocks of type *a* by a perpetual inventory model (PIM) so that for *K_a* we have:

\[ K_{a,t} = \frac{P^*_{Ia}I_a}{P_{Ia}} + (1 - \delta^{K_a})K_{a,t-1} \]  

(10)

Where \( \delta^{K_a} \) is an asset-specific depreciation rate and note that \( P^*_{Ia} \), the true price of investment in asset *a*, may differ from the measured price of investment, \( P_{Ia} \). Our asset types are: buildings, IT hardware equipment, CT equipment, other (non-ICT) plant & machinery, vehicles, software, R&D, and mineral exploration and artistic originals (investment in these latter two assets combined). Asset-specific rental costs are estimated by applying the user-cost relation between \( P_I \) and \( P_K \):

\[ P_{Ka} = P_{Ia}(\rho + \delta^{K_a} - (\Delta P_{Ia}/P_{Ia})) \]  

(11)

Where \( \rho \) is an economy-wide net rate of return assumed equalised across all assets via competitive arbitrage.

User costs sum to economy-wide gross operating surplus and income shares for each asset sum to the total capital income share, which in turn is one minus the labour income share.

\( P_{Ka} \) are the price of capital services from asset type *a*. Capital services are translog aggregations over heterogeneous capital types *a*, where shares are of total capital payments for each asset type \( (w^K_{R_a}) \), averaged over the current and previous period in order to form a superlative index.

\[ \Delta \ln K = \sum w^K_{K_a} \Delta \ln K_{a,t} \]  

(12)

where

\[ w^K_{K_a} = \frac{1}{2} \left( \frac{P_{Ka}K_a}{P_KK} \right)_t + \left( \frac{P_{Ka}K_a}{P_KK} \right)_{t-1} \]  

(13)

For each factor input, \( s \) is a share of value added, estimated as an average over the two periods (we omit the usual overbar just to ease notation).

---

8 Due to incomplete data across countries, we do not apply tax adjustment factors in the estimation of user costs.

9 Estimation of labour services is perfectly analogous. Labour is in natural units, hours. \( P_{L_b} \) are the prices for labour services from labour type *b*. Labour services are translog aggregations over heterogeneous labour types *b*: \( \Delta \ln L = \sum w^{L,b}_{L} \Delta \ln H_{b,t} \). Where \( H_{b,t} \) are the annual person-hours worked by type *b* workers and shares are of total labour payments for each type, averaged over the current and previous period: \( w^{L,b}_{L} = \frac{1}{2} \left( \frac{P_{L_b}L_b}{P_QL} \right)_t + \left( \frac{P_{L_b}L_b}{P_QL} \right)_{t-1} \). Thus labour services are adjusted for composition of the workforce. Similarly, for labour shares of *Q* we define \( s^L_Q \equiv \frac{1}{2} \left( \frac{P_{L_b}L_b}{P_QQ} \right)_t + \left( \frac{P_{L_b}L_b}{P_QQ} \right)_{t-1} \).
Finally, using data on factor inputs and payments, we decompose growth in value-added (Q) into contributions from labour, capital, and the residual, total factor productivity (TFP), estimated as:

\[
\Delta \ln TFP_{c,t} = \Delta \ln Q_{c,t} - s^L_t \Delta \ln L_{c,t} - s^CT_t \Delta \ln K^{CT}_{c,t} - s^IT_t \Delta \ln K^{IT}_{c,t} - s^{NON\text{-ICT}}_t \Delta \ln K^{NON\text{-ICT}}_{c,t} - s^{Soft}_t \Delta \ln R^{Soft}_{c,t} - s^{R&D}_t \Delta \ln R^{R&D}_{c,t} - s^{Minart}_t \Delta \ln R^{Minart}_{c,t}
\]  

where the subscript c is country, L are labour services (incorporating labour composition), K^{CT} are capital services from communications equipment, K^{IT} are capital services from IT hardware equipment and K^{NON\text{-ICT}} are capital services from other tangible, but non-ICT, equipment. R are capital services from measured National Accounts knowledge capital (software, R&D, mineral exploration and artistic originals).

3.1.2 Countries in data

Our dataset is a panel of fourteen countries including the US and thirteen European countries, 1995-2013. They are: Austria (AUT); Belgium (BEL); Denmark (DNK); Spain (ESP); Finland (FIN); France (FRA); Germany (DEU); Ireland (IRL); Italy (ITA); the Netherlands (NLD); Portugal (PRT); Sweden (SWE); and the United Kingdom (UK).

3.1.3 Capital input

Capital services for each ICT asset (IT hardware, CT equipment and software) are constructed using OECD harmonised deflators, as described in [Schreyer and Coleccia (2002)]. These price indices are harmonised with those from the US which include hedonic component indices. The method to harmonise is to set the ratio of ICT to non-ICT prices in each country equal to the ratio in the US. Consider the CT price index. In terms of the log change, the log change in the CT price index for the chosen country is estimated as the log change in the US price index, less the log change in the US non-ICT price index, plus the log change in the non-ICT price index in the chosen country, as set out in (16).

\[
\Delta \ln P^{CT}_{c,t} = \Delta \ln P^{CT}_{US,t} - \Delta \ln P^{NON\text{-ICT}}_{US,t} + \Delta \ln P^{NON\text{-ICT}}_{c,t}
\]  

Use of constant-quality prices means that we are less likely to underestimate the ICT contribution by better capturing real increases in the volume of ICT capital services. Thus we can be more confident that any evidence of an excess return is not a result of the underestimation of capital services in the underlying growth-accounting and we reduce the possibility of ascribing 'pecuniary' spillovers to pure spillovers. Capital

\footnote{The data were primarily built using country-level total economy data downloaded from OECD.Stat, which contains national accounts data submitted to the OECD by NSIs of member countries. Where data were incomplete or missing, the data were supplemented with data from other sources, with some extrapolation or imputation where necessary. For details, please see Appendix B. Countries included are determined by availability of data from OECD.Stat. The panel is not fully balanced. For some countries our TFP data begin later than 1995. TFP estimates begin in 1997 for SWE and 1999 for: BEL, DNK, IRL, PRT.}
services estimates for all other assets are estimated using national accounts deflators.[11]

3.1.4 Public R&D and intangible capital services

We also incorporate into our model data on public R&D, performed by the Government and Higher Education sectors as recorded in GERD and published by the OECD. Private R&D capital services, also included, exclude public R&D. We therefore account for public R&D by simply including the ratio of public R&D to GDP \( \frac{R^{R&D,PUB}}{PQ} \). The resulting coefficient is an estimate of the total social rate of return to public R&D. [12]

3.2 The transition to econometric work

Equation (9) set out our model. In practice, our investment data do not break down capital into access and network equipment. Similarly, we have no separate estimates of price change and depreciation. Both access capital and network capital are therefore subsumed into \( K_{CT} \). We do follow theory by incorporating the share, \( s_{CT} \), but note that the measured share excludes household spending.

We experiment with different specifications, but using country-year panel data, the basic equation we estimate is:

\[
\Delta M \ln TFP_{c,t} = \alpha + \beta \left( s_{CT} \Delta M \ln K_{CT} \right)_{c,t-k} + \theta \Delta M \ln X_{c,t-k} + \rho \left( \frac{R^{R&D,PUB}}{PQ} \right)_{c,t-k} + \lambda_c + \lambda_t + u_{c,t} \tag{17}
\]

Where \( \Delta M \) refers to the length of the difference taken and \( \lambda \) terms control for time and country fixed effects. \( X \) are capital services from private R&D and/or IT hardware. Note that since CT, IT and (private) R&D were already accounted for in the estimation of TFP, any estimated effect is over and above the private return estimated in a growth decomposition and in particular \( \hat{\beta} = \gamma / (1 - \gamma) \) so that we should be able to recover estimates of the network externalities effect \( \gamma \).

Regarding practical implementation, the following points are worth noting.

---

[11] On the primary subject of this paper, communications equipment, we note that measurement issues may exist in cases where different aspects of ICT are bundled in the same purchase. In the case of hardware, we note that the convention is that where software is bundled with hardware, and the values cannot be separated, then the investment transaction is recorded in hardware. We assume that the same applies to telecommunications equipment, and that where software is bundled with CT and the values cannot be separated, then the transaction is recorded in CT. Where CT is bundled with IT, we assume the transaction is recorded under IT hardware. However, we note the potential for practice to vary by country, with different countries potentially applying different methods and varying degrees of effort in unbundling various aspects of ICT investment.

[12] The reason we exclude public R&D from our measure of (private) R&D capital services is that it is typically assumed that, due to its more basic nature, public R&D either does not depreciate or at least depreciates more slowly than privately performed R&D. Thus R&D capital services would be incorrectly measured due to the application of the same geometric depreciation rate (20%) to both private and public R&D. This helps in the interpretation of our coefficients. Our estimated econometric coefficient on private R&D is an excess elasticity over and above the contribution uncovered from growth-accounting. Public R&D was not accounted for in the estimation of TFP so the coefficient is an estimate of the gross social rate of return to public R&D. We note that conceptually this procedure is consistent with national accounting data and methods. According to national accounting convention, the cost of public (i.e. government) capital consists of only capital consumed (i.e. depreciation) and does not incorporate a rate of return (i.e. profit rate) since it is assumed that public assets generate no net operating surplus [see for example Jorgenson and Schreyer (2012)]. However, in our estimation of the user costs of capital (for (private) R&D and all other assets), we do incorporate the net rate of return to capital, as shown in equation (11). Thus our modified treatment of R&D is consistent with national accounting practice, although we lack the data to apply any adjustment to other assets included in our growth decomposition. Although not reported, in robustness checks we have re-estimated our coefficients using measures of (total) R&D capital services and TFP calculated with public R&D included, and the conclusions are the same.
First, as we are seeking evidence of externalities derived after that capital has been utilised in production, we assume a lag structure as indicated by the subscripts \( (t-k) \). Since we have little a priori evidence on the correct lag structure we experiment with different values although we note that Basu et al. (2003) suggest long lags of around five (to fifteen) years in the context of total ICT equipment. In their work with microdata, Brynjolfsson and Hitt (2003) suggest lags of five to seven years. Contemporaneous correlations between TFP growth and changes in capital input could be due to unmeasured utilisation, or reverse causation and impose instant spillover transmission which seems unlikely. We therefore use lagged independent variables.

Second, given the findings on spillovers from R&D, to reduce omitted variable bias, we also include both private and public R&D. Third, we experiment with capital services from IT hardware equipment on the grounds that: a) there may be separately identifiable network effects and externalities that derive from the use of IT; or alternatively b) that the unbundling of ICT investment as undertaken by national statistical agencies means that, in practice, some part of CT investment remains measured within IT equipment.[13]

Fourth, some research conjectures that ICT capital generates externalities, but other work suggests investment in ICT requires complementary investments in intangible (or knowledge) capital in order to reap productivity advantages. Some intangibles are included in the national accounts production boundary but some are outside.[14]

4 Correlations and regression results

4.1 Raw correlations

We first display some charts for the correlations we are seeking to estimate.

Figure 1 presents data on smoothed growth in TFP (blue connected line, left-hand y-axis) and telecoms capital services[15] (red connected line, right-hand axis) for the aggregate of the fourteen countries in our dataset, each constructed as share-weighted averages. We note the dramatic growth and acceleration of telecoms capital services in the 1990s, particularly the late 1990s. We interpret this period as one of network build-out, with much investment in creating network infrastructure by the telecommunications industry itself. TFP growth also accelerated in the 1990s before starting to decelerate in the early 2000s, by which point, growth in telecoms capital services had also slowed.

In our estimation we work at the country-level. To study the correlations, Figure 2 plots growth in our explanatory variables against growth in TFP, all in deviations from the time mean. In producing these charts we experimented with different lags, which we introduce for two reasons: first, intuitively, it seems likely that the diffusion of spillovers takes some time, although we might expect benefits from participation in a telecoms network effects to materialise quicker than say, those from a new scientific discovery; and second, lags help mitigate issues stemming from endogeneity.

The first chart, top left, plots income share-weighted (i.e. the contribution of) CT capital services lagged

[13] The extent to which this is the case likely varies across countries, but from our discussions with the UK Office for National Statistics we know that they are reviewing their data and methods for the disaggregation of investment in plant and machinery including ICT equipment.

[14] In some robustness checks (not reported) we also included additional measures of non-R&D intangible capital services (outside the national accounts production boundary): they did not affect the magnitude or significance of the CT term. We also included growth in capital services from computerised information (software and databases) as measured in the national accounts in case that asset also generates some form of excess return or network effect but found it to be insignificant.

[15] Each are smoothed as a uniformly weighted moving average constructed from the current term, three lead terms and three lagged terms.
Figure 1: $\Delta \ln TFP_{c,t}$ vs $\Delta \ln K_{c,t}^{CT}$, moving averages, 14-country aggregate (US & EU-13)

Note to figure: Lines are a moving average using 3 lagged values, 3 lead values, and the current period, all equally weighted for annual TFP growth for the aggregate of the fourteen countries in our dataset (left-hand axis) and annual growth in CT capital services for the same aggregate (right-hand axis).

twice (t-2) versus TFP growth. We find a correlation using zero (t), one (t-1), two (t-2) or three (t-3) lags, but the correlation appears stronger with one or two lags. All data points are in deviations from the time means, therefore showing that following periods of above average share-weighted growth in CT capital services, TFP growth was higher than average in subsequent periods.

In the second chart, top right, we present a similar chart suggesting a positive correlation but this time using capital services from IT hardware. Similar charts using different lag structures suggested a stronger correlation using either three (t-3) or four (t-4) lags. In the case of IT hardware, evidence from the literature is also suggestive of any spillovers operating with a longer lag. The correlation appears somewhat driven by data points for Finland.

In the third chart, bottom left, we present the correlation with private R&D capital services. In the case of private R&D, the correlation appears strongest when working with either four or five lags. Here we present the fifth lag. In the top right quadrant we again observe data points for Finland, as well as Ireland and Portugal.

Finally, in the fourth chart, bottom right, we present the correlation between growth in TFP and the flow of public R&D in GDP, lagged one period, again suggesting a positive correlation.

4.2 Results

Table 1 presents results, using country-year panel data for fourteen countries, 1995 to 2013. We show random effects, with fixed effects below for robustness (the main difference is that, when using random effects, we
Figure 2: $\Delta \ln TFP_{c,t}$ vs $\Delta \ln X_{c,t-k}$, all in deviations from time mean

Note to figure: Each point is a country. Estimates for growth in TFP and capital services all in deviations from the time mean. Top left is the contribution of CT capital services, t-2. Top right is IT capital services, t-2. Bottom left is (private) R&D capital services, t-5. Bottom right is the public R&D-GDP ratio, t-1. Growth rates calculated as changes in the natural log.

find a more consistent correlation between TFP growth and the flow of public R&D.\footnote{All explanatory variables are lagged on the assumption that spillovers are unlikely to be instant.\footnote{All regressions include year dummies and a constant (not reported).}}\footnote{The public R&D/GDP ratio is almost entirely variation between countries so using country dummies removes most of the variation in those data: the other variables show variation in both the time-series and the cross-section. On our preferred specification the Breusch/Pagan LM rejected OLS and the Hausman test suggested random effects were acceptable against fixed effects.}

In column 1 our explanatory variables include lagged terms for the contribution of CT capital services $(\Delta \ln K^{CT}_{c,t-2})$, growth in private R&D capital services $(\Delta \ln F^{R&D}_{c,t})$ and the public R&D/GDP ratio $(\frac{F^{R&D}}{P^{GDP}})$. The $(\Delta \ln K^{CT}_{c,t-2})$ term is statistically significant at the 5% level, implying an (excess) effect on output growth, over and above its direct contribution (social returns are 5 times private, see below).\footnote{Although not presented here, we ran a series of regressions to determine which lag structure was most effective. Statistical significance tended to be stronger with two year lag for CT (two lags work best) and a for private R&D, four or five periods. For public R&D, due to the lack of time-series variation within countries, we found that our results were largely invariant to the number of lags taken.}\footnote{We lag our independent variables since we consider instant spillover diffusion to be unrealistic. Since we lag, it could be argued that we do not need to concern ourselves with instrumentation. However, for completeness, we also tried instrumenting the (weighted) contribution of CT input. Estimating using contemporaneous share-weighted CT input in an RE framework, we estimate a coefficient of 1.17 with a t-statistic of 0.54. Instrumenting using changes in termination charges, we estimate a coefficient of 24.6 with a t-statistic of 1.69.} Private R&D capital services are lagged five times, are also weakly statistically significant, with a coefficient implying an excess elasticity of 4%. The coefficient on public R&D is strongly significant and can be read directly as a gross social rate of return, surely over-estimated at 241% (this number is much less
Table 1: Econometric results: random effects (dependent variable: $\Delta \ln TFP_{c,t}$)

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(s^C_K \Delta \ln K^C_K)_{c,t-2}$</td>
<td>4.08**</td>
<td>4.18**</td>
<td>4.05**</td>
<td></td>
<td>0.058***</td>
</tr>
<tr>
<td></td>
<td>(2.18)</td>
<td>(2.13)</td>
<td>(2.13)</td>
<td></td>
<td>(3.55)</td>
</tr>
<tr>
<td>$(\Delta \ln K^C_K)_{c,t-2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.058***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(3.55)</td>
</tr>
<tr>
<td>$(s^I_K \Delta \ln K^I_K)_{c,t-2}$</td>
<td>-0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-0.20)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(\Delta \ln K^I_K)_{c,t-2}$</td>
<td>0.0029</td>
<td></td>
<td></td>
<td>-0.0080</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.36)</td>
<td></td>
<td></td>
<td>(-0.92)</td>
<td></td>
</tr>
<tr>
<td>$(s^I_K \Delta \ln K^I_K)_{c,t-2}$</td>
<td></td>
<td></td>
<td></td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.89)</td>
<td></td>
</tr>
<tr>
<td>$(\Delta \ln K^{R&amp;D})_{c,t-5}$</td>
<td>0.039*</td>
<td>0.041*</td>
<td>0.041**</td>
<td>0.044**</td>
<td>0.036*</td>
</tr>
<tr>
<td></td>
<td>(1.93)</td>
<td>(1.95)</td>
<td>(1.97)</td>
<td>(2.01)</td>
<td>(1.70)</td>
</tr>
<tr>
<td>$(P_{R&amp;D,R&amp;D,PUB} / P_{Q,Q})_{c,t-1}$</td>
<td>2.41***</td>
<td>2.40***</td>
<td>2.43***</td>
<td>2.43***</td>
<td>2.16***</td>
</tr>
<tr>
<td></td>
<td>(4.48)</td>
<td>(4.21)</td>
<td>(4.40)</td>
<td>(4.04)</td>
<td>(3.71)</td>
</tr>
<tr>
<td>Observations</td>
<td>231</td>
<td>231</td>
<td>231</td>
<td>231</td>
<td>231</td>
</tr>
<tr>
<td>Number of countries</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

Notes to table: All regressions estimated using random effects and include year dummies and a constant (not reported). t-statistics in parentheses. In all specifications the dependent variable is growth in TFP. Column 1 includes the contribution of CT capital services. Column 2 is as column 1 but with the added contribution of IT equipment capital services. Column 3 also incorporates IT but this time as [unweighted] IT capital services, rather than the contribution. Column 4 replaces CT and IT with the contribution of capital services from (aggregate) ICT equipment. Column 5 includes separate IT and CT equipment capital services, not share-weighted. All regressions estimated on same sample.
with fixed effects).

In column 2 we add the contribution of IT hardware, in the light of the findings around ICT: that is, we effectively break out the contributions of ICT equipment into IT and CT. The IT contribution is negative and statistically insignificant. In column 3 we enter $\Delta \ln K^{IT}$, rather than its contribution in column 2: again, this is insignificant. In column 4 we enter the contribution of ICT equipment and it is statistically insignificant. For completeness, column 5 enters $\Delta \ln K^{CT}$ and $\Delta \ln K^{IT}$, although theory suggests it should instead be in contribution terms, the raw capital growth term is statistically significant.\(^{19}\)

### 4.3 Robustness checks

In Table 2 we present a series of robustness checks.

In column 1 we add utilisation. We experimented with a large number of terms such a numbers connected, population with fixed and mobile lines: none altered the statistical significance of the $s^{CT}_K \Delta \ln K^{CT}_{t-2}$ term (we should here the log number of connections). Column 2 shows the $s^{CT}_K \Delta \ln K^{CT}_{t-2}$ coefficient when entering country fixed effects: it raises the estimated CT coefficient to 5.6, but it is less precisely estimated and only statistically significant at the 10% level. The estimated elasticity for private R&D is also raised to 9% and is strongly significant; public R&D is no longer statistically significant. Column 3 shows the CT effect is robust to excluding observations for Finland and Sweden, each of whom have strong CT capital services growth and TFP (see Figure 2). Column 4 shows the sample to 2007 and column 5 with long differences: statistical significance is somewhat reduced.\(^{20}\)

### 5 Economic Significance

We interpret the economic significance of our estimates in two ways. First, recall from (6) that the total elasticity of $K^{CT}$ is $1/(1-\gamma)$ times the private elasticity. From Table 1, column 1 we have $\hat{\gamma} = \gamma^Z/(1-\gamma^Z) = 4.08$ which implies $1/(1-\gamma)=5$, that is, the social returns to telecoms capital are five times the private returns (on the assumption that the ratio of social elasticities to private is the ratio of social to private returns, see Fernald (1999) for a similar logic for roads). The only similar estimates for telecommunications networks that we are aware of are those set out in note 5, namely of the Rohlfs-Griffin factor. These are usually cast as a ratio of social to private willingness to pay and hence are a ratio of prices not, as here, a ratio of returns to capital. Our findings suggest $\gamma=0.8$, which would give a Rohlfs-Griffin factor of 1.8, although we obtain it from the business productivity side not the consumer demand side. That said, regulators typically assume RG factors of around 1.3-1.7, so we are quite in line with this.

Second, we ask: what fraction of $\Delta \ln TFP$ we can account for? We do this in Table 3 which is set out as follows. There are two panels. In the top panel: column 1 presents a set of country-group aggregates constructed to aid comparison (see Appendix for results for each country); column 2 is mean $\Delta \ln TFP$ (1995-
Table 2: Robustness checks

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(s_K^{CT} \Delta \ln K^{CT})_{c,t-2}$</td>
<td>4.12**</td>
<td>5.63*</td>
<td>3.99**</td>
<td>3.72*</td>
<td>2.09</td>
</tr>
<tr>
<td>$s_K^{CT} \Delta \ln (N/P)_{c,t}$</td>
<td>(1.99)</td>
<td>(1.95)</td>
<td>(1.96)</td>
<td>(1.66)</td>
<td>(1.42)</td>
</tr>
<tr>
<td>$(\Delta \ln K^{R&amp;D})_{c,t-5}$</td>
<td>-0.12</td>
<td>-0.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(P^{R&amp;D} R^{R&amp;D,PUB} / P^{Q})_{c,t-1}$</td>
<td>0.043</td>
<td>0.090***</td>
<td>0.048**</td>
<td>0.023</td>
<td>0.036**</td>
</tr>
<tr>
<td></td>
<td>(1.26)</td>
<td>(2.66)</td>
<td>(2.21)</td>
<td>(0.88)</td>
<td>(2.00)</td>
</tr>
<tr>
<td>Observations</td>
<td>201</td>
<td>231</td>
<td>199</td>
<td>147</td>
<td>231</td>
</tr>
<tr>
<td>R-squared</td>
<td></td>
<td>0.563</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of countries</td>
<td>11</td>
<td>14</td>
<td>12</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

Notes to table: All regressions include year dummies and a constant (not reported). t-statistics in parentheses. In all specifications the dependent variable is growth in TFP. Column 1 incorporates a term for utilisation, estimated as (share-weighted) D\ln(N/P) (where N is number of [telephone/mobile/broadband] connections and P is population). Column 2 includes country fixed effects. Column 3 excludes observations for Finland and Sweden. Column 4 is estimated using an endpoint prior to the crisis (2007). Column 5 uses four-year differences.
Column 3 is the mean contribution of CT capital services and column 4 is the mean contribution of CT spillovers, i.e. $\gamma/(1 - \gamma)$ times column 3. Column 5 shows the percentage of TFP growth accounted for by CT spillovers (i.e. column 4 over column 2).

The bottom rows of the top panel summarise Table 3. Excluding the Southern European countries, who have negative $\Delta \ln TFP$, average $\Delta \ln TFP$ was 0.52%, with CT spillovers accounting for 29% of this. Looking at the upper panel, this varies between 63% in the Scandinavian countries and 33% in large Northern Europe. We account for 88% of TFP growth in the US, where growth in CT capital accumulation was much stronger.

In the bottom panel of Table 3 we attempt to explain the TFP slowdown prior to the crisis. We therefore break the data into two periods: 1995-2003 and 2004-2013. Column 2 presents the slowdown in TFP growth between the two periods and column 3 the slowdown in the contribution of CT capital services (note, the CT contribution sped up very marginally in Scandinavia so was the same with rounded numbers). In column 4 we use our econometric estimate ($\hat{\beta}$) to predict the TFP slowdown due to the slowdown in CT capital input (estimated as $\hat{\beta}$ times column 3). Finally in column 5 we estimate the percentage of the slowdown accounted for by the estimate in column 4 (column 4 over column 2).

We find that the US slowdown in the CT contribution was substantial and we account for around half (54%) of the slowdown in US TFP growth. We are unable to perform the calculation for Scandinavia as there the CT contribution accelerated slightly. The CT slowdown was much less in Europe than the US and we find it “explains” 1% of the TFP slowdown in smaller North European countries and 7% in larger North European as well as South European countries. In terms of the EU-13 aggregate, the CT slowdown only explains 9% of the TFP slowdown.

6 Conclusions

In this paper we seek to estimate whether there is an indirect effect from growth in CT capital input on total factor productivity via network effects, or spillovers. Using an international growth-accounting dataset for the US and thirteen European countries, we look for evidence consistent with spillovers derived from the accumulation and deployment of CT equipment. Within that, our model also incorporates potential spillovers from IT hardware (as either distinct or as a result of mismeasurement) and activity in R&D, both private R&D conducted by firms and also public R&D. Our findings are as follows.

First, we find evidence of a statistically significant correlation between lagged growth in the contribution of CT capital services and TFP growth, which is consistent with the presence of network effects or spillovers. Our results are also economically significant. Using our estimated output elasticity for CT, we estimate that CT spillovers potentially explain: around a third of TFP growth in North European economies; two-thirds in Scandinavian economies; and around nine-tenths in the US. Second, we estimate that the total social rate of return to CT capital is around five times its private rate of return.

Finally, we use our estimates to shed some light on the productivity slowdown that occurred prior to the crisis. Our estimates suggest that a slowdown in CT capital accumulation ‘explains’ only 9% of the TFP slowdown in the EU and 54% in the US.

Given the ongoing interest in the slowdown of productivity in developed countries, we see scope for further work with improved data on possible spillovers as the character of communications equipment changes e.g. increasingly to mobile and the Cloud and whether this might portent a productivity speedup.

\[\text{For some countries, our data on growth in TFP begin later: BEL (1999); DNK (1996); IRL (1999); PRT (1999); SWE (1997). Mean TFP is therefore estimated over the years 1995 to 2013 for which data are available.}\]
<table>
<thead>
<tr>
<th>Country group (1995-2013)</th>
<th>$\Delta \ln TFP$</th>
<th>$s^C_T \Delta \ln K^C_T$</th>
<th>Spillover $-\beta (s^C_T \Delta \ln K^C_T)$</th>
<th>% of $\Delta \ln TFP$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scand</td>
<td>0.78%</td>
<td>0.12%</td>
<td>0.49%</td>
<td>63%</td>
</tr>
<tr>
<td>N Europe (small)</td>
<td>0.50%</td>
<td>0.05%</td>
<td>0.20%</td>
<td>40%</td>
</tr>
<tr>
<td>N Europe (large)</td>
<td>0.51%</td>
<td>0.04%</td>
<td>0.17%</td>
<td>33%</td>
</tr>
<tr>
<td>S Europe</td>
<td>-0.23%</td>
<td>0.03%</td>
<td>0.12%</td>
<td>-</td>
</tr>
<tr>
<td>US</td>
<td>0.56%</td>
<td>0.12%</td>
<td>0.49%</td>
<td>88%</td>
</tr>
<tr>
<td>EU-13</td>
<td>0.32%</td>
<td>0.04%</td>
<td>0.16%</td>
<td>49%</td>
</tr>
<tr>
<td>EU-10 (excl. ESP, ITA, PRT)</td>
<td>0.52%</td>
<td>0.04%</td>
<td>0.15%</td>
<td>29%</td>
</tr>
</tbody>
</table>

Notes to table: Top panel: Data are estimates for the years 1995-2013. Column 1 presents country aggregations. Column 2 presents mean TFP growth (estimated as the change in the natural log) over the years 1995 to 2013 for which data are available (for some countries our TFP data begin later). Column 3 presents estimates of the mean contribution of CT capital services over the same years for which data are available. Column 4 is the estimated contribution of CT network externalities to growth. Column 5 is the percentage of TFP explained by the CT spillover estimate, estimated as column 4 over column 2. Country groups are estimated as weighted averages constructed as: 1) North Europe (large), consisting of FRA, DEU, UK; 2) North Europe (small), AUT, BEL, IRL, NLD; 3) Scandinavia, DNK, FIN, SWE; 4) Southern Europe, ESP, ITA, PRT. Bottom panel: Column 1 presents country aggregations. Column 2 presents the change in mean TFP growth between the first (1995-2003) and second (2004-13) period. A negative number represents a slowdown. Column 3 presents the change in the mean of the contribution of CT capital services over the same years. Column 4 is the predicted slowdown in TFP growth due to the CT slowdown observed in column 3. Column 5 presents the estimated percentage of the slowdown in TFP growth explained by the CT slowdown, estimated as column 4 over column 2.
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ONLINE APPENDIX

A Fixed effects

As noted in the main text, we estimate using random effects. In the table below, we repeat our main results, but this time all estimated using country fixed effects.

B Data Appendix

Briefly, missing data on GFCF in intellectual property products (IPPs, i.e. software, R&D, artistic originals and mineral exploration) were filled in making use of the IPP total and calculating GFCF in other assets as a residual, including if necessary, using the share of GFCF in a particular asset in previous years and the IPP total to impute estimates for missing years. Where data for mineral exploration and artistic originals remained missing, these were replaced using values for the same series from either Intan-Invest (Corrado et al., 2012) or EUKLEMS (O’Mahony and Timmer, 2009). Note, data from Intan-Invest are for the market sector, so we necessarily assume that the market sector makes all investments in these two assets, as opposed to any government investment.

In the OECD.Stat data, ICT equipment is defined as the aggregate of IT hardware and CT equipment and so does not include software. Where data on GFCF in IT or CT were missing, data were either estimated as a residual using total GFCF in ICT equipment, or imputed using the estimate of total GFCF in ICT equipment and a moving average of the component share for either IT or CT. Where ICT (or IT/CT) equipment remained missing, we used the ratio implied in the EUKLEMS data to extrapolate and/or impute. In the case of Germany, a split into IT and CT equipment is unavailable in the official data. Therefore, for this country, pre-2007 GFCF in IT and CT equipment is taken from EUKLEMS. Post-2007 data were imputed using ICT GFCF as a share of GDP in 2013, taken from the OECD Science, Technology and Industry Scoreboard 2015 (OECD, 2015), changes in gross value-added, and the share of CT GFCF in ICT equipment. Similarly for other assets/countries, for years where GFCF data were missing, data were imputed using the profile of the same respective series in EUKLEMS. Where data on GFCF in R&D were missing, data were extrapolated or imputed using cross-country data on Gross Expenditure on R&D (GERD), downloaded from the OECD. Imputed data make use of the ratio between R&D GFCF and GERD in countries where both series are available. We exclude GFCF in dwellings which are not capital in the context of productivity analysis.22

UK data on nominal GFCF in CT equipment were taken from OECD.Stat, in turn from the UK national accounts. We note that the estimate for investment in CT equipment in the UK is, by some distance, the smallest of all large, advanced European economies, and is considerably lower than in a number of much smaller economies. Official estimates for the UK are also in stark contrast to estimates from our previous work (Goodridge et al., 2013) (hereafter, GHW) and those in EUKLEMS (both estimated using previous vintages of the Input-Output Supply and Use tables (SUTs)). A comparison of official UK estimates with those in GHW and EUKLEMS is presented in Goodridge et al. (2016a). They show that the latest revised UK data do not incorporate the dramatic run-up of investment in the late 1990s as observed in GHW, 22 Strictly, for consistency, we should therefore also exclude the output of the real estate sector from GVA, since this is largely made up of the actual and imputed rents (for owner-occupiers) of dwellings. However data on the output of the real estate sector were not available for all countries. We therefore use total economy GVA including actual and imputed rents for each country, but note this issue in our data and estimation.
Table 4: Econometric results: fixed effects

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((s^C_T \Delta \ln K^{CT})_{c,t-2})</td>
<td>5.63*</td>
<td>5.70*</td>
<td>5.49*</td>
<td></td>
<td>0.074***</td>
</tr>
<tr>
<td>((\Delta \ln K^{CT})_{c,t-2})</td>
<td>(1.95)</td>
<td>(1.93)</td>
<td>(1.90)</td>
<td></td>
<td>(4.00)</td>
</tr>
<tr>
<td>((s^I_T \Delta \ln K^{IT})_{c,t-2})</td>
<td>-0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((\Delta \ln K^{IT})_{c,t-2})</td>
<td>(0.12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((s^I^{ICT} \Delta \ln K^{ICT})_{c,t-2})</td>
<td>0.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((\Delta \ln K^{R&amp;D})_{c,t-5})</td>
<td>0.090***</td>
<td>0.089***</td>
<td>0.099***</td>
<td>0.084**</td>
<td>0.11***</td>
</tr>
<tr>
<td>((P^{R&amp;D,R&amp;D,PUB/P^Q}<em>Q)</em>{c,t-1})</td>
<td>1.74</td>
<td>1.70</td>
<td>1.99</td>
<td>1.86</td>
<td>2.18</td>
</tr>
<tr>
<td></td>
<td>(1.13)</td>
<td>(1.08)</td>
<td>(1.27)</td>
<td>(1.18)</td>
<td>(1.44)</td>
</tr>
<tr>
<td>Observations</td>
<td>231</td>
<td>231</td>
<td>231</td>
<td>231</td>
<td>231</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.563</td>
<td>0.563</td>
<td>0.565</td>
<td>0.556</td>
<td>0.591</td>
</tr>
<tr>
<td>Number of ctrycode</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

Notes to table: All regressions estimated using fixed effects and include year dummies and a constant (not reported). t-statistics in parentheses. In all specifications the dependent variable is growth in TFP. Column 1 includes the contribution of CT capital services. Column 2 is as column 1 but with the added contribution of IT equipment capital services. Column 3 also incorporates IT but this time as (unweighted) IT capital services, rather than the contribution. Column 4 replaces CT and IT with the contribution of capital services from (aggregate) ICT equipment. Column 5 includes separate IT and CT equipment capital services, not share-weighted. All regressions estimated on same sample.
interpreted there as the creation of network infrastructure, and also EUKLEMS. In comparison the official series is flat, with a clear level difference of at least £2bn for most of the period reported. In 2001, the peak of UK telecoms investment, the difference between GHW and the latest official estimates is as much as £5.6bn. The difference between EUKLEMS and official estimates is even greater. We therefore use estimates from GHW as an alternative series for UK investment in CT equipment, with estimates extrapolated forward (from 2009) using growth rates taken from the official series.

The GFCF price index for each asset, and the value-added price index, were derived implicitly using constant and current price data, and the price index re-referenced to 2005=1. Nominal GFCF and the corresponding price index were then extrapolated using data from EUKLEMS where available, and the constant price series re-estimated using the re-referenced price index. Where national price indices for either software, or mineral exploration and copyrights, were missing or unavailable, we either applied the aggregate price index for IPPs, or extended the asset price index using the aggregate price index for IPPs for that country. To deflate GFCF in R&D, we used each country’s gross value-added price index. Where data for the US were missing, GFCF price indices were downloaded directly from the BEA. For Sweden, GFCF price indices were extended using data downloaded from Statistics Sweden.

For capital stock initial values, where we had estimates from EUKLEMS, the initial value (re-based to 2005 prices) from EUKLEMS was used. Where we had no information from EUKLEMS (e.g. as for R&D), the initial value was estimated using the standard steady-state formula, \( K_t = I_t / (g + \delta) \), where \( g \) is mean growth in real investment and \( \delta \) is the asset-specific depreciation rate. Growth in capital services by country is thus estimated as share-weighted growth in capital services from different assets, as in equation (12), where the shares are asset user costs as a share of total economy gross operating surplus as in equation (13), and \( \rho \) is estimated ex-post such that user costs exhaust total gross operating surplus.

Regarding labour, the share of labour payments in GVA is taken directly from the Total Economy Database (TED) produced by The Conference Board, the reason being that OECD (NSI) data on Compensation of Employees do not include any element of the mixed income earned by the self-employed. The TED data on labour shares do however include an estimate of the labour remuneration (from within mixed income) earned by the self-employed, as does EUKLEMS, which we use to backcast the TED labour share. For consistency, and to incorporate data on growth in labour services and therefore labour composition, all labour input data are taken from TED, with growth in annual person-hours worked benchmarked in levels to OECD (NSI) data in 2013. If labour types are paid (in proportion to) their marginal products then the index of labour services (times the labour share) captures entirely the per hour contribution of skill changes and hence does not affect TFP (since TFP is calculated by subtracting off this from output growth). The capital per hour terms are analogous: growth in different capital types per hour, weighted by their rental shares, giving composition-adjusted growth in total capital services per hour. Finally, Data on GVA are nominal and real at basic prices, backcast using EUKLEMS where available. When we switch between alternative deflators for ICT assets, we make a corresponding adjustment to the value-added price index, so that real gross value-added incorporates the change to real GFCF.

C Country detail on contribution of spillovers

This table sets out the contribution of spillovers by country.
Table 5. Economic significance: contribution of CT capital services, 1995-2013, by country

<table>
<thead>
<tr>
<th>Country</th>
<th>$\Delta \ln TFP$</th>
<th>$s_K^{CT} \Delta \ln K^{CT}$</th>
<th>Spillover $= \beta (s_K^{CT} \Delta \ln K^{CT})$</th>
<th>$%$ of $\Delta \ln TFP$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUT</td>
<td>0.93%</td>
<td>0.10%</td>
<td>0.39%</td>
<td>42%</td>
</tr>
<tr>
<td>BEL</td>
<td>0.00%</td>
<td>0.06%</td>
<td>0.23%</td>
<td></td>
</tr>
<tr>
<td>DNK</td>
<td>0.34%</td>
<td>0.01%</td>
<td>0.05%</td>
<td>14%</td>
</tr>
<tr>
<td>ESP</td>
<td>-0.55%</td>
<td>0.04%</td>
<td>0.18%</td>
<td></td>
</tr>
<tr>
<td>FIN</td>
<td>1.05%</td>
<td>0.05%</td>
<td>0.20%</td>
<td>19%</td>
</tr>
<tr>
<td>FRA</td>
<td>0.52%</td>
<td>0.04%</td>
<td>0.16%</td>
<td>31%</td>
</tr>
<tr>
<td>GER</td>
<td>0.59%</td>
<td>0.03%</td>
<td>0.14%</td>
<td>23%</td>
</tr>
<tr>
<td>IRL</td>
<td>0.38%</td>
<td>0.07%</td>
<td>0.28%</td>
<td>74%</td>
</tr>
<tr>
<td>ITA</td>
<td>-0.10%</td>
<td>0.04%</td>
<td>0.18%</td>
<td></td>
</tr>
<tr>
<td>NLD</td>
<td>0.48%</td>
<td>0.01%</td>
<td>0.04%</td>
<td>8%</td>
</tr>
<tr>
<td>PRT</td>
<td>0.53%</td>
<td>0.07%</td>
<td>0.27%</td>
<td>52%</td>
</tr>
<tr>
<td>SWE</td>
<td>0.66%</td>
<td>0.14%</td>
<td>0.56%</td>
<td>86%</td>
</tr>
<tr>
<td>UK</td>
<td>0.38%</td>
<td>0.02%</td>
<td>0.06%</td>
<td>17%</td>
</tr>
<tr>
<td>US</td>
<td>0.56%</td>
<td>0.12%</td>
<td>0.49%</td>
<td>88%</td>
</tr>
</tbody>
</table>

Notes to table: Data are estimates for the years 1995-2013. Column 1 presents countries included. Column 2 presents mean TFP growth (estimated as the change in the natural log) over the years 1995 to 2013 for which data are available (for some countries our TFP data begin later than 1995). Column 3 presents estimates of the mean contribution of CT capital services over the same years for which data are available. Column 4 is the estimated contribution of CT network externalities to growth. Column 5 is the percentage of TFP explained by the CT spillover estimate, estimated as column 4 over column 2.