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Preface

Implementations of optimisation methods often rely on the assumption that the underlying problem is posed in the Euclidean space. In many applications however, the optimisation control is a function over some Hilbert space rather than being a number or a vector in $\mathbb{R}^n$. Consideration of this point is important since the choice of the underlying Hilbert space determines the notion of angles and distances, induced by its associated inner product. Since such quantitative concepts are typically used by algorithms, for example to compute a search direction or to decide whether convergence criteria have been meet, it seems logical that the Euclidean assumption might lead to problems in the performance of these algorithms in cases where the control is not Euclidean.

One example of this is in the case of gradient-based methods, that is methods that use the gradient of an objective functional. It is a consequence of the Riesz representation theorem that the representation of the derivative of a functional depends on the underlying inner product. Methods which do not respect the inherent or natural control space and its associated inner product become dependent on the underlying discretisation of the domain – with detrimental consequences for the algorithm’s performance. The exploration and analysis of this phenomenon, that we term mesh dependence, in theory and numerical simulations represent the core of this work.

Scenarios whose controls are functions lying in some Hilbert space regularly arise when solving optimisation problems for a physical system which is subject to constraints in terms of partial differential equations (PDEs). A classical example of such an optimisation problem is: what is the optimal shape of an aeroplane in terms of maximum fuel efficiency or lift-to-drag ratio under the influence of air flow around the body? It seems natural to represent the shape by a continuous function. Applications of PDE-constrained optimisation appear in a wide range of other fields of industry as well as in medical research and in economics.

This work provides a discussion and analysis which quantifies the performance loss induced by assuming the Euclidean inner product for gradient-based methods for PDE-constrained optimisation problems with continuous controls. The authors also hope to promote best practice for the development and usage of optimisation
tools in the context of problems posed in Hilbert spaces as a consequence on their analysis.

The intended audience of this book mainly consists of graduate students and researchers in computational science, mathematics, engineering and physics with an interest in PDE-constrained optimisation and their real-world applications. The application oriented character of the book may also make it of interest to users of optimisation tools and practitioners that work with PDE-constrained problems. Developers of optimisation tools or users interested in best practice for mesh-independent methods are a further potential audience.

The reader is provided with a gentle introduction into the field of PDE-constrained optimisation in Chap. 1. This includes an introduction to solving PDEs using the finite element method, to adjoints used for the effective computation of derivatives and an overview of some popular gradient-based optimisation methods. In addition, this chapter introduces the relationship between primal and dual space, which underpins the analysis in the subsequent chapter. In Chap. 2 the impact of mesh-dependence is treated theoretically for a simple optimisation problem, as well as numerically for a slightly more advanced generic PDE-constrained optimisation problem. In Chap. 3 a case study considering the optimisation of tidal turbine array layouts in the Pentland Firth, Scotland, demonstrates the relevance of the analysis from the preceding chapter. This further represents a valuable example of a real-world application of optimisation methods used in the context of PDE-constrained problems.
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Chapter 1
Introduction to PDE-constrained optimisation

The use of computational models based on the numerical solution of partial differential equations (PDEs) to simulate physical processes is a powerful complement to physical experiments. Simulations can be undertaken to consider scenarios for which experiments are impossible, such as climate physics or the dynamics of black holes and galaxies. However, a particular strength of simulations is in answering the inverse problems which pervade science and engineering: to which inputs of my system are my output results most sensitive? Is this system stable or unstable? Which configuration or design produces the best outcome? This last question can be rephrased as the core problem of PDE-constrained optimisation: which input parameters minimise some output measurement, given the constraint that the system state must be a solution to a given PDE.

In engineering, the need for optimisation emerges regularly when seeking improved designs. A classical example is concerned with a key element in aeronautical engineering:

What is the optimal shape of an aerofoil?

In the pioneering work of [20], this question is considered as an optimisation problem governed by the Euler equations for compressible flow. A similar design problem is investigated in Chap. [3] of this work. It considers the situation where a large number of tidal turbines are to be deployed within an array in order to extract energy from tidal currents. The investigated optimisation problem is:

What is the optimal spatial distribution of the tidal turbines?

A common task in the geosciences is to determine unknown parameters such that a computer model best reproduces existing measurements [13]. For example, satellite imagery can provide detailed surface information about the ocean, but in general little is known about its interior [35]. The ECCO2 project incorporates most oceanographic and meteorologic measurements available to date into an ocean simulator to create an accurate description of the time-evolving state of the ocean [25]. Here, the problem formulation is:
What is the state of the ocean at the beginning of the observation interval that minimises the difference between simulation and measurements?

Despite the variety of these tasks, they can all be formulated as optimisation problems constrained by PDEs. In this work we will employ the finite element method to produce numerical solutions, so the PDEs will be stated in weak, or variational, form. The generic form of a PDE-constrained optimisation problem is then:

$$\min_{\begin{array}{l} u \in V \\ m \in M \end{array}} J(u, m)$$
subject to $$F(u, m; v) = 0 \quad \forall v \in V',$$

where $M$ is the space of all possible values of optimisation parameters, and $V, V'$ are suitable function spaces – indeed in most cases $V = V'$. Further, $J : M \otimes V \to \mathbb{R}$ is the functional of interest that is to be minimised, and $F(u, m; v) = 0$ is a PDE parameterised by $m$ with solution $u$ for all values of the test function $v$.

As an example, reconsider the optimal design of the aerofoil. In this case, the parameter $m$ contains the parameterised shape of the aerofoil, for example the coefficients of its Bézier curve. The physics are described by the Euler equations, which yield the pressure and velocity for a given aerofoil design. Finally, the functional of interest $J$ computes some performance metric for the aerofoil, for example by evaluating the drag-lift ratio. The issue where a performance metric is to be maximised while formulation (1.1) actually describes a minimisation problem is easily resolved by seeking to minimise the negative of $J$ instead.

The necessary ingredients for solving such optimisation problems numerically are the following: first, we need to be able to approximate the solution $u$ of $F(u, m; v) = 0$, the underlying PDE. To that end, the finite element method is introduced in Sect. 1.1. There are a number of factors motivating the adoption of the finite element method in this work rather than any of the other commonly employed numerical methods for PDEs. The finite element method combines geometric flexibility, the availability of a wide range of discrete function spaces enabling practitioners to choose those with optimal properties for a given problem, and a particularly elegant mathematical representation which facilitates rigorous analysis. In particular, the finite element method makes the role of particular discrete function spaces, and their dual spaces, explicit in the discretisation. As will become apparent, the relationship between these function spaces and mesh dependence is critical.

Second, we must be able to compute derivatives of $J$ with respect to the parameters $m$. Many problems arising in PDE-constrained optimisation have the common...
1.1 The Finite element method

The finite element method approximates the solution of the weak form of a PDE by replacing the infinite-dimensional spaces of solution functions and test functions with finite-dimensional subspaces. This is achieved by decomposing the underlying domain into a collection of subdomains, or cells, on each of which the admissible functions are a defined set of polynomials. Discrete integral operators are evaluated on each cell and the results recombined to form and solve the global problem over the entire domain. In this section the concept of finite elements is introduced using two simple but representative PDEs, namely, Poisson’s equation and the time-dependent viscous Burgers equation. The latter is nonlinear and its numerical solution additionally requires a discretisation of the temporal dimension. The former is linear and is the classical example used when introducing finite elements. It is therefore the starting point of this section.

1.1.1 Poisson’s equation

The Poisson equation,

\[-\Delta u = f \quad \text{on} \quad \Omega,\]  

(1.2)

is the simplest elliptic partial differential equation and will serve as a prime example for the derivation of the finite element method. Here we will assume that we are in two spatial dimensions and thus

\[\Delta := \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2},\]  

(1.3)
denotes the Laplace operator (or Laplacian) for functions on $\mathbb{R}^2$. Moreover, $f$ is a real-valued source function on the domain $\Omega \subset \mathbb{R}^2$ and $u$ the associated real-valued solution. The solution $u$ also satisfies boundary conditions defined on the boundary $\partial \Omega$ of the domain. For the sake of simplicity we only introduce the two most common boundary conditions given by:

- Dirichlet-type: $u = g_D$ on $\partial \Omega_D$, (1.4)
- Neumann-type: $\frac{\partial u}{\partial n} = g_N$ on $\partial \Omega_N$, (1.5)

where $\partial \Omega_D \cup \partial \Omega_N = \partial \Omega$ and $\partial \Omega_D \cap \partial \Omega_N = \emptyset$. Furthermore, $n = (n_1, n_2)^T$ denotes the unit outward normal vector to $\partial \Omega$ and

$$\frac{\partial u}{\partial n} = \left( \frac{\partial u}{\partial x_1}, \frac{\partial u}{\partial x_2} \right) \cdot (n_1, n_2)^T.$$ (1.6)

Thus, a Neumann boundary condition prescribes the derivative of the solution in the direction pointing directly outwards relative to the domain, whereas a Dirichlet boundary condition prescribes the value of the solution itself on the boundary. In the case where $\Omega_D = \emptyset$ we speak of pure Neumann boundary conditions, and if $\Omega_N = \emptyset$ we speak of pure Dirichlet boundary conditions. Poisson’s equation 1.2 together with the boundary conditions (1.4, 1.5) is called a boundary value problem.

### 1.1.1.1 Derivation of weak solutions

A function $u$ that is sufficiently smooth and satisfies (1.2) as well as (1.4, 1.5) is called a classical solution to the boundary value problem. In the case of Dirichlet boundary conditions, a classical solution $u$ must be twice differentiable on $\Omega$ and continuous on the closure $\bar{\Omega}$, i.e. $u \in C^2(\Omega) \cap C^0(\bar{\Omega})$. It can be shown analytically that for sufficiently smooth source data $f$ and boundary $\partial \Omega$, a classical solution exists and is unique. However, many problems lack these smoothness or regularity conditions such that the classical formalism becomes unsuitable. This can be the case for non-convex domains; see [9, p.11-13]. Further, consider the case in which $f$ in (1.2) is a discontinuous function. Were there a classical solution $u$, one would have $f = \Delta u \in C^0(\Omega)$ contradicting the assumption on the discontinuous nature of $f$.

Discontinuous sources are physically perfectly reasonable. In thermodynamics, the Poisson equation describes the steady-state temperature profile $u$ under some heating source $f$. If $f = 1$ on one part of the domain, and $f = 0$ on the rest of the domain, this corresponds to a constant heating applied to only part of the domain.

In order to overcome the limitations of classical solutions, we relax the regularity properties required of the solution by adopting an alternative formulation of the boundary value problem. To this end, we suppose that the solution $u : \Omega \to \mathbb{R}$ belongs to some suitable function space $V$. We multiply both sides of (1.2) by an arbitrary test function $v \in V'$ from some appropriate set of test functions and integrate
over the whole domain. The problem thus becomes, find $u \in V$ such that

$$-\int_{\Omega} \Delta u(x)v(x) \, dx = \int_{\Omega} f(x)v(x) \, dx \quad \forall v \in V'.$$  \hfill (1.7)

Applying integration by parts to the left hand side yields

$$\int_{\Omega} \nabla u(x) \cdot \nabla v(x) \, dx - \int_{\partial\Omega} \frac{\partial u}{\partial n}(s)v(s) \, ds = \int_{\Omega} f(x)v(x) \, dx,$$  \hfill (1.8)

where $\nabla := (\partial \over x_1, \partial \over x_2)$ denotes the nabla operator. A function $u$ satisfying (1.8) is called a weak solution since it requires less smoothness than a classical one. Indeed, a weak solution $u$ does not need to be twice differentiable. Instead regularity conditions on the spaces $V$ and $V'$ required to make (1.8) well-posed are formulated in terms of the integrability of functions and their first derivatives. One important function space in this context is the space of Lebesgue square-integrable functions

$$L^2(\Omega) := \left\{ u : \Omega \to \mathbb{R} \mid \int_{\Omega} u^2(x) \, dx < \infty \right\},$$  \hfill (1.9)

with the associated inner product

$$\langle u, v \rangle_{L^2(\Omega)} := \int_{\Omega} u(x)v(x) \, dx,$$  \hfill (1.10)

and norm

$$\|u\|_{L^2(\Omega)} := \left( \langle u, u \rangle_{L^2(\Omega)} \right)^{1/2} = \sqrt{\int_{\Omega} u^2(x) \, dx}. \hfill (1.11)$$

Applying pure Neumann conditions to (1.8) yields

$$\int_{\Omega} \nabla u(x) \cdot \nabla v(x) \, dx - \int_{\partial\Omega} g_N(s)v(s) \, ds = \int_{\Omega} f(x)v(x) \, dx.$$  \hfill (1.12)

Note that any solution to (1.12) is only defined up to a constant. Uniqueness holds if some of the Neumann boundary is replaced by a Dirichlet boundary.

For (1.12) to be well-defined we require every integral term to be finite. For the forcing term to be finite obviously requires $f, v \in L^2(\Omega)$. For the boundary term we additionally require that $g_N \in L^2(\partial\Omega)$ and the so called trace inequality, which relates an integral over the boundary to an integral over the whole domain; see [8, Sect. 1.5.1] for details. For the Laplacian term we note that if $\frac{\partial u}{\partial n}, \frac{\partial v}{\partial n} \in L^2(\partial\Omega)$ for all $i$ then
\[ \int_\Omega \nabla u(x) \cdot \nabla v(x) \, dx \leq \sum_i \left| \int_\Omega \frac{\partial u}{\partial x_i}(x) \frac{\partial v}{\partial x_i}(x) \, dx \right| \]

(1.13)

\[ \leq \sum_i \left| \left\langle \frac{\partial u}{\partial x_i}, \frac{\partial v}{\partial x_i} \right\rangle \right|_{L^2(\Omega)} \]

(1.14)

\[ < \infty. \]

(1.15)

From these considerations, we conclude that a natural space for both the weak solution \( u \) of (1.12) as well as the associated test functions \( v \) to exist in is the Sobolev space \( H^1(\Omega) \) defined by

\[ H^1(\Omega) := \left\{ u: \Omega \to \mathbb{R} \mid u \in L^2(\Omega), \frac{\partial u}{\partial x_i} \in L^2(\Omega) \ \forall i \right\}. \]

(1.16)

In summary, while a classical solution of the boundary value problem (1.2) and (1.4, 1.5) for Poisson’s equation must be twice differentiable, a weak solution need only be square integrable and have square-integrable first derivatives.

1.1.1.2 Weak solutions for higher-order PDEs

In a manner analogous to that presented above for Poisson’s equation, higher-order partial differential equations whose classical solutions require higher-order differentiability (triple or more) can be rewritten in their weak integral form by applying integration by parts. The regularity conditions posed on the (weak) solution thereby reduce again to integrability conditions on the solution itself and derivatives of lower order than in the classical formalism. Consider for example the biharmonic equation

\[ \Delta^2 u = f, \]

(1.17)

with \( \Delta^2 = \sum_{i=1}^2 \sum_{j=1}^2 \frac{\partial^2}{\partial x_i^2} \frac{\partial^2}{\partial x_j^2} \). Multiplying (1.17) by a test function, integrating, and applying integration by parts twice naturally leads to integrability conditions on the second derivatives of the solution. A natural choice for the space of solutions is the Sobolev space \( H^2(\Omega) \) given by

\[ H^2(\Omega) := \left\{ u: \Omega \to \mathbb{R} \mid u \in L^2(\Omega), \frac{\partial u}{\partial x_i}, \frac{\partial^2 u}{\partial x_i \partial x_j} \in L^2(\Omega) \ \forall i, j \right\}. \]

(1.18)

1.1.1.3 Weak derivatives

The partial derivatives appearing in \( H^1(\Omega) \) and \( H^2(\Omega) \) are not understood in the usual strong sense. Recall the usual definition
where $e_i$ denotes the unit vector in the $x_i$ direction for $i = 1, 2$. Instead, in a manner analogous to the weak formulation, they are understood in a spatially averaged way with respect to a set of test functions. These derivatives are therefore called weak derivatives, and can be defined for locally integrable functions, i.e. that are integrable over compact sets inside $\Omega$. The space of these functions is denoted by $L^1_{\text{loc}}(\Omega)$. We say that $u \in L^1_{\text{loc}}(\Omega)$ has a weak derivative with respect to $x_i$, denoted by $D_{x_i}w u$, if there is a function $w_{x_i} \in L^1_{\text{loc}}(\Omega)$ such that

$$\int_{\Omega} w_{x_i}(x)v(x)dx = -\int_{\Omega} u(x)\frac{\partial v}{\partial x_i}(x)dx \quad \forall v \in C_0^\infty(\Omega),$$

(1.20)

where $C_0^\infty(\Omega)$ is the set of smooth functions on $\Omega$ with compact support. In that case, we set $D_{x_i}w u = w_{x_i}$. Definition (1.20) can be easily generalised for higher-order partial derivatives, appearing for instance in $H^2(\Omega)$.

It follows immediately from the integration by parts formula that any differentiable function is also weakly differentiable. Weak derivatives are useful since they allow for important classes of functions to have a (weak) derivative where classically they would not. For instance, $H^1(\Omega)$ contains piecewise linear polynomials, which are an essential class of functions used for finite element approximations. We shall return to this later when finite element spaces are introduced.

### 1.1.1.4 Weak formulation

In order to solve the generic integral form (1.8) of the boundary value problem with boundary conditions (1.4, 1.5), let us assume that $\int_{\partial\Omega_D} ds > 0$, i.e. the boundary conditions are not purely Neumann. Following [8 Sect. 1.2], we define the solution and test function spaces by

$$H^1_D := \{ u \in H^1(\Omega) \mid u = g_D \text{ on } \partial\Omega_D \},$$  \hspace{1cm} (1.21)

$$H^1_0 := \{ v \in H^1(\Omega) \mid v = 0 \text{ on } \partial\Omega_D \},$$  \hspace{1cm} (1.22)

respectively. The Dirichlet boundary conditions are contained in the set $H^1_D$ of weak solutions while the test function space vanishes over the corresponding part of the boundary. The Neumann boundary conditions do not explicitly restrict the solution or the test functions.

The complete weak formulation of the boundary value problem can now be specified as follows: find $u \in H^1_D(\Omega)$ such that

$$\int_{\Omega} \nabla u(x) \cdot \nabla v(x) dx - \int_{\partial\Omega_N} g_N(s) v(s) ds = \int_{\Omega} f(x)v(x) dx \quad \forall v \in H^1_0(\Omega).$$  \hspace{1cm} (1.23)
The reader might reasonably ask what the physical interpretation of a weak solution to a PDE might be in contrast to a classical one. In the classical formalism, the PDE solution is prescribed by the equations of the PDE at every point of the domain and its boundary. However, any PDE is just a mathematical representation that approximates an actual physical phenomenon, whose observations can never be perfectly localised. It is therefore physically more meaningful, and conforms with what is actually observed in an experiment of the real world, to instead consider what happens on average over a small region of space. This is precisely what is described in the weak formulation of a PDE. This can be seen if we take a smooth test function $v$ whose support is a small neighbourhood of some point $x_0 \in \Omega$ and whose integral is equal to one. In this case

$$\int_\Omega u(x)v(x)\,dx$$

represents a spatial average of the values of $u$ in a small neighbourhood of $x_0$. Further, the solutions to many physical problems contain discontinuities such as shock waves. The weak formulation allows for the existence of these solutions in a mathematically rigorous framework.

1.1.1.5 Galerkin finite element method

The function spaces $H^1_D$ and $H^1_0$ from (1.21) are of infinite dimension. To see this for $H^1_0$, suppose $\Omega = (0, \pi)^2 \subset \mathbb{R}^2$, then the set of functions

$$\lambda_k(x_1,x_2) := \sin(kx_1) \cos(kx_2 + \frac{\pi}{2}) \quad \forall (x_1,x_2) \in \Omega,$$

are linearly independent, and $\lambda_k \in H^1_0(\Omega) \forall k \in \mathbb{N}$. Thus, $H^1_0(\Omega)$ cannot be of finite dimension.

Since computational resources are finite, numerically solving the weak form requires a finite-dimensional approximation. Let us therefore choose an appropriate subspace $V_{0,h} \subset H^1_0$ of test functions of dimension $d \in \mathbb{N}$, which we call a finite element space. Any $v_h \in V_{0,h}$ can be represented with respect to a set of basis functions $\{\phi_1, \ldots, \phi_d\}$ for $V_{0,h}$, which we shall call shape functions, and coefficients $v_{h,1}, \ldots, v_{h,d} \in \mathbb{R}$, by

$$v_h = \sum_{i=1}^{d} v_{h,i} \phi_i.$$  

The Dirichlet boundary condition in the solution is interpolated by an additional set of shape functions $\{\phi_{d+1}, \ldots, \phi_{d+d_D}\}$ and associated coefficients $g_{h,i}$. Thus, the finite element solution $u_h \in V_{D,h}$, where $V_{D,h} \subset H^1_D$ is spanned by the set of basis functions $\{\phi_d, \ldots, \phi_{d+d_D}, \phi_{d+1}, \ldots, \phi_{d+d_D}\}$, can be expressed in a unique way via the coefficients $u_{h,1}, \ldots, u_{h,d}$ and $g_{h,d+1}, \ldots, g_{h,d+d_D}$ by

$$u_h(x) = \sum_{i=1}^{d} u_{h,i} \phi_i(x) + \sum_{i=d+1}^{d+d_D} g_{h,i} \phi_i(x).$$
1.1 The Finite element method

\[ u_h = \sum_{i=1}^{d} u_{h,i} \phi_i + \sum_{i=d+1}^{d+d_D} g_{h,i} \phi_i. \]  

(1.27)

Replacing \( u \in H^1_D(\Omega) \) and \( v \in H^1_0(\Omega) \) in the weak formulation (1.23) by \( u_h \in V_{D,h} \) and \( v_h \in V_{0,h} \), respectively, yields the finite-dimensional approximation we are looking for, which is commonly termed the Galerkin finite element approximation, i.e. find \( u_h \in V_{D,h} \) such that

\[
\int_{\Omega} \nabla u_h(x) \cdot \nabla v_h(x) \, dx - \int_{\partial \Omega_N} g_N(x) v_h(s) \, ds = \int_{\Omega} f(x) v_h(x) \, dx \quad \forall v_h \in V_{0,h}.
\]

(1.28)

Making use of the representations (1.26) and (1.27) of \( v_h \) and \( u_h \) with respect to their basis functions, respectively, (1.28) is equivalent to

\[
\sum_{j=1}^{d} u_{h,j} \int_{\Omega} \nabla \phi_j \cdot \nabla \phi_i \, dx = \int_{\Omega} \phi_i f \, dx + \int_{\partial \Omega_N} \phi_i g_N \, ds \\
- \sum_{j=d+1}^{d+d_D} u_{h,j} \int_{\Omega} \nabla \phi_j \cdot \nabla \phi_i \, dx \quad \forall i = 1, \ldots, d.
\]

(1.29)

This system of equations can be rewritten in matrix form, which we term the Galerkin system and is given by

\[
Au = f,
\]

(1.30)

where \( u := (u_{h,1}, \ldots, u_{h,d})^T \), the entry \( A_{ij} \) of the \( i \)th row and \( j \)th column of \( A \) is given by

\[
A_{ij} = \int_{\Omega} \nabla \phi_j \cdot \nabla \phi_i \, dx,
\]

(1.31)

and the \( i \)th component \( f_i \) of the vector \( f \) is given by

\[
f_i = \int_{\Omega} \phi_i f \, dx + \int_{\partial \Omega_N} \phi_i g_N \, ds - \sum_{j=d+1}^{d+d_D} u_{h,j} \int_{\Omega} \nabla \phi_i \cdot \nabla \phi_j \, dx.
\]

(1.32)

The matrix \( A \) is usually referred to as the **stiffness matrix**, while \( f \) is often termed the **load vector**.

Spatially, the domain \( \Omega \subset \mathbb{R}^2 \) is divided into a mesh of polygons such as triangles or quadrilaterals, or indeed other two-dimensional shapes; these are termed the elements or cells. The finite element spaces are chosen such that the basis functions \( \phi_1, \ldots, \phi_d \) have compact support, i.e. they are each only locally nonzero on the mesh, thereby creating local matrix and vector contributions which are in general far smaller than \( A \) and \( f \). The local matrix and vector quantities can easily be computed
and can then be assembled into the global Galerkin system that models the entire problem.

### 1.1.1.6 Triangular Lagrange finite elements

For the sake of simplicity and following [8 Sect. 1.3.1], let us assume that the domain $\Omega$ is polygonal, i.e. $\Omega$ can be tessellated entirely with triangles $\Delta_k \subset \Omega$ for $k = 1, \ldots, K$, i.e.

$$
\bigcup_{k=1}^{K} \Delta_k = \Omega,
$$

$$
\Delta_k \cap \Delta_\ell = \emptyset \quad \forall k \neq \ell.
$$

We shall call the set $\{\Delta_1, \ldots, \Delta_K\}$ a triangulation and denote it by $\mathcal{T}_h$. The edges and vertices of the set of triangles form a mesh, and we shall refer to each triangle as a cell or an element. The finite element spaces we shall consider are the continuous piecewise polynomials of degree $p$. This means that the space restricted to any cell is the space of polynomials of degree $p$ on that cell, and with the space constrained to be continuous along the interior edges and at every vertex of the mesh. The natural basis functions for this space are polynomials of degree $p$ which take the value 1 at a particular nodal point and vanish at the nodal points for all other basis functions. The simplest choice for such basis functions is the set $P_1(\mathcal{T}_h)$ of piecewise linear polynomials. Any $\varphi_j \in P_1(\mathcal{T}_h)$ is a linear function on each of the surrounding elements of vertex $j$ and is identically equal to zero on all other elements. Figure 1.1 shows an example of a $P_1$ basis function which is nonzero on six elements of a triangular mesh. Clearly, $\varphi_j$ is not differentiable (at vertex $j$ and along the border of the patch of its surrounding elements). However, it is simple to show that $\varphi_j$ is weakly differentiable and therefore that $P_1(\mathcal{T}_h) \subset H^1(\Omega)$.

![P_1 basis function](image)

The definition of the set $P_2(\mathcal{T}_h)$ of piecewise quadratic functions requires additional nodes located at the mid-point of each mesh edge. As with $P_1$, a basis function $\varphi_j \in P_2 \subset H^1(\Omega)$ is nonzero only on the elements surrounding node $j$. More pre-
1.1 The Finite element method

cisely, any $\varphi_j \in P_2(T_h)$ is a quadratic function on each of the elements adjacent to node $j$ and is identically equal to zero on all other elements. Further, $\varphi_j$ is equal to one at node $j$ and equal to zero on all other nodes in the mesh. Figure 1.2 shows the two types of $P_2$ basis functions, the first one being equal to 1 on an edge mid-point of an element and the second one being equal to 1 on a vertex. Finite elements can be defined in a similar manner for piecewise polynomial functions of arbitrary order $p \in \mathbb{N}$.

(a) being equal to 1 on the common edge node of two elements
(b) being equal to 1 on the common vertex node of six elements

Fig. 1.2: $P_2$ basis functions

The Galerkin matrix $A$ created by this choice of basis functions is sparse. For example, on a perfectly regular mesh, each interior vertex is surrounded by six triangles, so the matrix rows associated with the $P_1$ nodes at each interior vertex have seven non-zeros. More generally the number of non-zeros on each row depends only on the local mesh topology: it does not increase as the mesh is refined or the domain extended. Similarly, the rows corresponding to the interior vertex nodes of $P_2$ on a completely regular mesh have 19 nonzeros, while the rows associated with edge nodes have 9 nonzeros. The sparsity of $A$ is exploited to solve the Galerkin system (1.30) efficiently. A discussion of efficient sparse linear solvers however is beyond the scope of this work, but the interested reader is referred to [6], [8] and [32] for details.

1.1.1.7 Assembly of the Galerkin system

Having created a triangulation of the domain $\Omega$ with an associated set of basis functions $\varphi_1, \ldots, \varphi_d$, the linearity of integration can be exploited to decompose the assembly of the Galerkin system (1.30) into a local integral on each cell and boundary facet. For example, we can rewrite the global stiffness matrix (1.31) as
\[ A_{ij} = \int_{\Omega} \nabla \varphi_j \cdot \nabla \varphi_i \, dx, \]
\[ = \sum_{\Delta k \in \mathcal{T}_h} \int_{\Delta k} \nabla \varphi_j \cdot \nabla \varphi_i \, dx. \quad (1.35) \]

On every element \( \Delta k \) there are only a small number \( n_k \in \mathbb{N} \) of basis functions which are nonzero. For instance a \( P_1 \) space has only three such basis functions per element while for \( P_2 \), there are six. For each cell \( k \), we can define a function, \( s_k(\hat{i}) \), which maps the local basis function index \( \hat{i} \) to the corresponding global index \( i \). From this we can define the element scatter matrix \( S_k[i,j] = \delta(s_k(\hat{i}),i) \), and hence write the global stiffness matrix as a sum of local contributions:

\[ A = \sum_k S_k A_k S_k^T, \quad (1.36) \]

with the local stiffness matrix on cell \( k \) given by

\[ A_k[\hat{i},\hat{j}] = \int_{\Delta_k} \nabla \varphi_{s_k(\hat{i})} \cdot \nabla \varphi_{s_k(\hat{j})} \, dx. \quad (1.37) \]

Note that the local stiffness matrix is a dense \( n_k \times n_k \) matrix which contributes a sparse update to \( A \) with sparsity given by the element scatter matrix. In practice, the element scatter matrix is not actually constructed. Instead, the scatter function \( s_k \) is employed directly to add contributions to the appropriate entries of \( A \). Any essential boundary conditions are neglected in the local stiffness matrix. They are instead applied by modifying the global stiffness matrix \( A \), either during or after the addition of the local contributions. This process applies \textit{mutatis mutandis} to the assembly of the global load vector from local contributions.

Fig. 1.3: Diffeomorphic mapping \( \rho_k \) for the \( P_1 \) element \( \Delta^k \)
A convenient mechanism for the construction of the local stiffness matrix is to evaluate all element integrals on a single reference element \( \Delta^* \) which is tied to each global element \( \Delta_k \) by a diffeomorphic mapping, \( \rho_k \). Here, \( \Delta^* \) is formed by the vertices \((0,0), (0,1), \) and \((1,0)\). As illustrated by Fig. 1.3, \( \Delta^* \) is mapped onto the local element \( \Delta_k \) with vertices \( a = (a_1, a_2), b = (b_1, b_2) \) and \( c = (c_1, c_2) \) with \( \rho_k \) defined by,

\[
\rho_k(\zeta_1, \zeta_2) = a \tau_1(\zeta_1, \zeta_2) + b \tau_2(\zeta_1, \zeta_2) + c \tau_3(\zeta_1, \zeta_2) \quad (1.38)
\]

where:

\[
\begin{align*}
\tau_1(\zeta_1, \zeta_2) &= 1 - \zeta_1 - \zeta_2, \\
\tau_2(\zeta_1, \zeta_2) &= \zeta_1, \\
\tau_3(\zeta_1, \zeta_2) &= \zeta_2. 
\end{align*} \quad (1.40)
\]

This enables us to define a set of \( n_k \) local basis functions for our finite element space over \( \Delta^* \): \( \{ \psi_i \} \) with the property that \( \psi_{i}(\zeta) = \psi_{i}(\rho_k(\zeta)), \) where \( \zeta = (\zeta_1, \zeta_2) \). For clarity, the associated \( \psi_{i}(\zeta) \) are also called global basis functions. The local basis functions enable us to pull back the local stiffness contributions to the reference space:

\[
\int_{\Delta_k} \nabla \psi_{i}(\zeta) \cdot \nabla \psi_{i}(\zeta) \, dx = \int_{\Delta^*} \left( J^T_k \nabla_{\zeta} \psi_{i}(\zeta) \right) \cdot \left( J^T_k \nabla_{\zeta} \psi_{i}(\zeta) \right) |J| \, d\zeta, \quad (1.43)
\]

where \( \nabla_{\zeta} := \left( \frac{\partial}{\partial \zeta_1}, \frac{\partial}{\partial \zeta_2} \right)^T \) is the gradient operator in local coordinates and \( J := \nabla_{\zeta} \rho \) is the cell Jacobian\(^1\). \n
\[
J_{\alpha \beta} = \frac{\partial x_{\alpha}}{\partial \zeta_{\beta}}, \quad (1.44)
\]

The identity \( \nabla = J^T \nabla_{\zeta} \) follows immediately by the chain rule. The details of the assembly process are beyond the scope of this work, however the interested reader is referred to [2, Sect. 0.6], [8, Sect. 1.4], and [23, Chap. 6].

### 1.1.1.8 Example problem

Let us consider the boundary value problem \([1.2, 1.4, 1.5]\) for Poisson’s equation with parameters

\[^1\text{Note that the Jacobian, } J, \text{ is a totally separate concept from the functional to be optimised from } \Omega \text{, which is also written } J.\]
\[ \Omega = [0, 1]^2, \]  
\[ \partial \Omega_D = \{ x_1 = 1 \} \cup \{ x_2 = 1 \}, \]  
\[ \partial \Omega_N = \Omega \setminus \partial \Omega_D, \]  
\[ g_D = 0 \quad \text{on} \quad \partial \Omega_D, \]  
\[ g_N = 0 \quad \text{on} \quad \partial \Omega_N, \]  
\[ f(x_1, x_2) = \chi_{\{x_1 + x_2 < 1\}} \sin(4\pi x_1) \cos(4\pi x_2) \quad \forall (x_1, x_2) \in \Omega. \]

A plot of the source function \( f \) is displayed in Fig. 1.4a. Since \( f \) is discontinuous, there is no classical solution to this problem. However, it can be proved that there is a weak solution \( u \) and that \( u \) is unique, which is a direct consequence of Lax-Milgram’s theorem. For details, the interested reader is referred to [2, Sect. 2.7].

An approximate solution \( u_h \) to the weak boundary value problem (1.23) with parameters (1.45−1.50) is computed numerically using the finite element method embedded within the Firedrake framework [31]. Firedrake is an automated system for the portable solution of PDEs using finite elements. It allows for a succinct implementation for a large variety of discretisations and PDEs. For an introductory tutorial to the usage of Firedrake, we refer to [11]. The code used to generate the corresponding solution in Python can be found in [33]. Here, the weak solution \( u_h \) is approximated using \( P_1 \) finite elements. A plot of \( u_h \) is displayed in Fig. 1.4b.

**Fig. 1.4:** Plots of the discontinuous source function \( f \) and the finite element solution \( u_h \) to the weak boundary value problem (1.23) for Poisson’s equation with parameters (1.45−1.50).

### 1.1.2 Burgers’ equation

The viscous form of Burgers’ equation
\[ \frac{\partial u}{\partial t} + (u \cdot \nabla) u - \eta \Delta u = 0 \text{ on } [0, T] \times \Omega, \quad (1.51) \]

is a fundamental nonlinear partial differential equation describing the advection and diffusion of \( u \), a velocity field. Here, \( \eta > 0 \) denotes an assumed to be constant viscosity or diffusion coefficient and \( u : [0, T] \times \Omega \to \mathbb{R}^2 \) the associated solution field over the time interval \([0, T], T > 0\), and the domain \( \Omega \subset \mathbb{R}^2 \). Further,

\[ \Delta u := (\Delta u_1, \Delta u_2)^T, \quad (1.52) \]

denotes the vector Laplacian of \( u := (u_1, u_2)^T \). By simple vector computations, one finds

\[ (u \cdot \nabla) u = \left( u_1 \frac{\partial u_1}{\partial x_1} + u_2 \frac{\partial u_1}{\partial x_2}, u_1 \frac{\partial u_2}{\partial x_1} + u_2 \frac{\partial u_2}{\partial x_2} \right)^T. \quad (1.53) \]

The solution of (1.51) is assumed here to satisfy Neumann boundary conditions given by

\[ (n \cdot \nabla) u = 0 \text{ on } [0, T] \times \partial \Omega, \quad (1.54) \]

for which the vector term can simply be written as

\[ (n \cdot \nabla) u = \left( \frac{\partial u_1}{\partial n}, \frac{\partial u_2}{\partial n} \right)^T. \quad (1.55) \]

Since the problem at hand is time dependent, an initial condition, i.e. a condition for the state of the system at time \( t = 0 \), is given by

\[ u(0, x) = u_0(x), \quad (1.56) \]

for a given function \( u_0 : \Omega \to \mathbb{R}^2 \). Combining Burgers’ equation (1.51) with the initial condition (1.56) forms a so called initial value problem. Together with the boundary condition (1.54), it is also a boundary value problem.

### 1.1.2.1 Weak formulation

Using vector multiplication to multiply both sides of (1.51) by a test function \( v : \Omega \to \mathbb{R}^2 \) from some appropriate test function space and integrating over the whole domain yields

\[ \int_{\Omega} \frac{\partial u}{\partial t} \cdot v \, dx + \int_{\Omega} (u \cdot \nabla) u \cdot v \, dx - \eta \int_{\Omega} \Delta u \cdot v \, dx = 0. \quad (1.57) \]

Applying the integration-by-parts formula to the Laplace term yields
\[
\int_{\Omega} \frac{\partial u}{\partial t} \cdot v \, dx + \int_{\Omega} (u \cdot \nabla) u \cdot v \, dx + \eta \int_{\Omega} \nabla u \cdot \nabla v \, dx = 0,
\] (1.58)

where

\[
\nabla u : \nabla v := \nabla u_1 \cdot \nabla v_1 + \nabla u_2 \cdot \nabla v_2.
\] (1.59)

The boundary term arising from integrating by parts has disappeared here due to the application of the Neumann boundary condition (1.54).

1.1.2.2 Time discretisation

Since we are dealing with a time dependent problem, we need to discretise (1.161) in time. For simplicity and stability, the backward Euler discretisation is used. For a given number of time steps \(N\) and associated time step size \(dt = T/N\), we solve

\[
\int_{\Omega} u^{n+1} - u^n \cdot v \, dx + \int_{\Omega} (u^{n+1} \cdot \nabla) u^{n+1} \cdot v \, dx + \eta \int_{\Omega} \nabla u^{n+1} : \nabla v \, dx = 0 \quad \forall n = 0, \ldots, N-1,
\] (1.60)

where \(u^n = u(n \cdot dt, \cdot)\) and thus \(u^0 = u(0, \cdot) = u_0\). Note that every \(u^n\) is now a time independent function, i.e. \(u^n : \Omega \to \mathbb{R}^2 \forall n = 0, \ldots, N - 1\). The natural space for the solution and test functions in (1.60) is the tensor product Sobolev space \(H^1(\Omega)^2 := H^1(\Omega) \otimes H^1(\Omega)\), i.e.

\[
H^1(\Omega)^2 = \left\{ u : \Omega \to \mathbb{R}^2 \left| \frac{\partial u}{\partial x_i} \in L^2(\Omega) \forall i, j \right. \right\}.
\] (1.61)

The complete weak formulation of the Burgers’ initial value problem can now be written as follows: find \(u^{n+1} \in H^1(\Omega)^2\) such that

\[
\int_{\Omega} \frac{u^{n+1} - u^n}{dt} \cdot v \, dx + \int_{\Omega} (u^{n+1} \cdot \nabla) u^{n+1} \cdot v \, dx + \eta \int_{\Omega} \nabla u^{n+1} : \nabla v \, dx = 0 \quad \forall v \in H^1(\Omega)^2 \forall n = 0, \ldots, N - 1.
\] (1.62)

1.1.2.3 Galerkin approximation

Consider a finite-dimensional subspace \(V_h \subset H^1(\Omega)^2\). Any \(u_h \in V_h\) can be represented as
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\[ u_h = \sum_{i=1}^{d} u_{h,i} \phi_i. \]  

(1.63)

In contrast to the previous, scalar, Poisson equation, the solution to Burgers’ equation is vector-valued. We can construct a suitable finite element space by taking the tensor product of two scalar valued finite element spaces. Suppose \( W_h \subset H^1(\Omega) \) is some such space with basis \( \omega_1, \ldots, \omega_d \). Then a basis for \( V_h = W_h \otimes W_h \) is given by:

\[ \{ e_1 \omega_i \mid 0 < i \leq d \} \cup \{ e_2 \omega_i \mid 0 < i \leq d \}, \]

(1.64)

where \( e_1 \) and \( e_2 \) are the unit vectors in the \( x_1 \) and \( x_2 \) directions respectively.

The Galerkin approximation of Burgers’ equation is a finite-dimensional approximation of the weak formulation (1.62), which can be expressed as follows: Find \( u_{n+1} \in V_h \) such that

\[
\int_{\Omega} \frac{u_{n+1}^{n+1} - u_{h}^{n}}{dt} \cdot v_h \, dx + \int_{\Omega} (u_{n+1}^{n+1} \cdot \nabla) u_{h}^{n+1} \cdot v_h \, dx + \eta \int_{\Omega} \nabla u_{h}^{n+1} : \nabla v_h \, dx = 0 \quad \forall v_h \in V_h \forall n = 0, \ldots, N-1.
\]

(1.65)

1.1.2.4 Residual form

Unlike the Poisson problem, the weak formulation (1.62) of Burgers’ initial value problem is nonlinear in the solution \( u \). As a consequence, the discretised problem does not simply result in a matrix system which can be solved using linear algebra techniques. Instead, Newton-like nonlinear solvers are typically employed. The first step is to express the system in what is termed residual form. For the weak form of Burgers’ equation (1.65) this is: find \( u_{n+1}^{n+1} \in V_h \) such that

\[
F(u_{h}^{n+1}; v_h) = 0 \quad \forall v_h \in V_h, \quad \forall n = 0, \ldots, N-1,
\]

(1.66)

where the residual, \( F \), is defined by

\[
F(u_{h}^{n+1}; v_h) = \int_{\Omega} \frac{u_{h}^{n+1} - u_{h}^{n}}{dt} \cdot v_h \, dx + \int_{\Omega} (u_{h}^{n+1} \cdot \nabla) u_{h}^{n+1} \cdot v_h \, dx + \eta \int_{\Omega} \nabla u_{h}^{n+1} : \nabla v_h \, dx.
\]

(1.67)

The semicolon indicates that \( F \) is linear in the argument to the right of the semicolon. Note that \( F \) is not linear in the first argument. Since the residual is linear in \( v_h \), it is sufficient that (1.66) holds for every test function in the basis of \( V_h \). That is, the problem reduces to finding \( u_{h}^{n+1} \in V_h \) such that

\[
F(u_{h}^{n+1}; \varphi_j) = 0 \quad \forall j = 1, \ldots, d, \quad \forall n = 0, \ldots, N-1.
\]

(1.69)
1.1.2.5 Linearisation

The residual form (1.66) can be employed to formulate the linearisation of the problem as required by Newton-like methods.

The linearisation of the residual \( F \) requires its differentiation with respect to its first argument \( u_h^{n+1} \). For the sake of simplicity we shall omit the upper ‘\( n \)’ index for the time discretisation in the following, i.e. \( u_h^{n+1} \) is replaced by \( u_h \). Since at every time step \( n = 0, \ldots, N - 1 \) an equation with equivalent structure is solved, there is no loss of generality in what follows. Since \( u_h \) is not an element of a Euclidean space but is a function, a more general notion of differentiability than for functions on Euclidean spaces is needed. The Gâteaux derivative of \( F(\cdot; v_h) \) at \( u_h \) is given by

\[
\frac{dF}{du_h}(u_h; v_h, \hat{u}) = \lim_{\varepsilon \to 0} \frac{F(u_h + \varepsilon \hat{u}; v_h) - F(u_h; v_h)}{\varepsilon} \quad \forall \hat{u} \in V_h. \tag{1.70}
\]

In other words, \( \frac{dF}{du_h}(u_h; v_h, \hat{u}) \) denotes the directional derivative of \( F(\cdot; v_h) \) with respect to \( u_h \), at the current value of \( u_h \) and in the “direction” \( \hat{u} \). The subscript will be omitted when there is no ambiguity about the variable with respect to which the derivative is being taken. A more formal introduction to Gâteaux derivatives is given in Sect. 1.2.

The Gâteaux derivative of the Burgers’ residual can be explicitly computed by

\[
\frac{dF}{du_h}(u_h; v_h, \hat{u}) = \lim_{\varepsilon \to 0} \left[ \int_\Omega \left( \frac{d\hat{u}}{dt} + (\hat{u} \cdot \nabla) u_h + ((u_h + \varepsilon \hat{u}) \cdot \nabla) \hat{u} \right) \cdot v_h + \eta \nabla \hat{u} : \nabla v_h \right] \tag{1.71}
\]

\[
= \int_\Omega \left( \frac{d\hat{u}}{dt} + (\hat{u} \cdot \nabla) u_h + (u_h \cdot \nabla) \hat{u} \right) \cdot v_h + \eta \nabla \hat{u} : \nabla v_h \tag{1.72}
\]

It is easy to see that \( \frac{dF}{du_h} \) is linear in both \( v_h \) and \( \hat{u} \). This linearity will be used to solve the residual form of Burgers’ initial value problem.

1.1.2.6 Solving the residual form

Since the derivative of the residual is available, a straightforward way to solve the residual form (1.66) is to apply Newton’s method. Just as in the Euclidean case, Newton’s method on function spaces consists of approximating the function, in this case the residual, by its Taylor expansion only up to the linear term and solving for the update that will set the approximation to zero. The linear Taylor series approximation of \( F(\cdot; v_h) \) at a perturbed solution \( u_h + \hat{u} \) is given by

\[
F(u_h + \hat{u}; v_h) \approx F(u_h; v_h) + dF(u_h; v_h, \hat{u}) \quad \forall v_h \in V_h. \tag{1.74}
\]

Thus, if we write the \((k+1)\)th Newton iterate \( u_h^{k+1} \) as
\[ u_h^{k+1} = u_h^k + \hat{u}, \]  
(1.75)

then the update \( \hat{u} \in V_h \) is the solution to

\[ dF(u_h^k; v_h, \hat{u}) = -F(u_h^k; v_h), \quad \forall v_h \in V_h. \]  
(1.76)

Due to the linearity of \( dF(u_h^k; v_h, \hat{u}) \) in \( \hat{u} \), Eq. (1.76) is simply a linear finite element problem. More precisely, using the linearity of \( dF(u_h^k; v_h, \hat{u}) \) in \( \hat{u} \) and the linear independence of different basis functions in \( V_h \) this can be written as

\[ \sum_{j=1}^d dF(u_h^k; \phi_i, \phi_j) \hat{u}_j = -F(u_h^k; \phi_i), \quad \forall i = 1, \ldots, d, \]  
(1.77)

where \( \hat{u}_1, \ldots, \hat{u}_d \) are the coefficients of the expansion of \( \hat{u} \) in terms of the basis functions. In matrix form, the last equation can be written as

\[ \hat{A} \hat{u} = \hat{f}, \]  
(1.78)

where the entry in the \( i \)th row and \( j \)th column of \( \hat{A} \) is given by

\[ \hat{A}_{ij} = dF(u_h^k; \phi_i, \phi_j) \]  
(1.79)

\[ = \int_\Omega \left( \frac{\partial \phi_j}{\partial t} + (\phi_j \cdot \nabla) u_h^k + (u_h^k \cdot \nabla) \phi_j \right) \cdot \phi_i + \eta \left( \nabla \phi_j : \nabla \phi_i \right) \, dx \quad \forall i, j = 1, \ldots, d, \]  
(1.80)

\( \hat{u} = (\hat{u}_1, \ldots, \hat{u}_d) \), and \( \hat{f} = (\hat{f}_1, \ldots, \hat{f}_d) \) with

\[ \hat{f}_i = -F(u_h^k; \phi_i), \quad \forall i = 1, \ldots, d. \]  
(1.81)

As was the case for Poisson’s equation (1.30), this is a linear system which can be solved using standard linear algebra techniques. In essence, Newton’s method converts the nonlinear system into a (hopefully convergent) series of linear problems. More sophisticated nonlinear solvers such as line search Newton methods are available, but the core process of linearising the equations to produce a sequence of linear finite element problems is common to these approaches.

Under certain conditions, Newton’s method is guaranteed to generate a sequence \( (u_h^k) \) of approximations that converges to the correct solution of the original nonlinear problem. However, we still need to decide when to stop the algorithm and accept the most recent update as a solution. This requires more involved consideration of the appropriate norms to employ. We therefore postpone its consideration to Sect. 1.3.3.
1.1.2.7 An example problem

Let us now consider the Burgers’ initial value problem (1.51, 1.54, 1.56) with parameters

\[ \Omega = [0, 1]^2, \]  
\[ T = 1, \]  
\[ \eta = 0.01, \]

\[ u_0(x_1, x_2) = \left( \exp \left[ -20 \left( (x_1 - \frac{1}{2})^2 + (x_2 - \frac{1}{2})^2 \right) \right], 0 \right) \quad \forall (x_1, x_2) \in \Omega. \]

An approximate solution \( u_h \) to the weak formulation (1.62) of Burgers’ initial value problem with parameters (1.82–1.85) is computed numerically using finite elements in Firedrake. The code that was used to generate the corresponding solution in Python can be found in [33]. Here, the vector-valued weak solution \( u_h \) is approximated using \( P_2 \) vector-valued finite elements. A plot of the first vector component \( u_{1h} \) of \( u_h \) at successive points in time is displayed in Fig. 1.5.

![Plots of the first vector component of the finite element solution at successive points in time](image)

Fig. 1.5: Plots of the first vector component \( u_{1h} \) of the finite element solution \( u_h \) to the weak Burgers’ initial value problem (1.62) with parameters (1.82–1.85) at successive points in time.
1.2 Hilbert spaces

The structure of a Hilbert space arises naturally in the finite element method since the weak formulation of a PDE involves an inner product with the test functions. One of the key properties of a Hilbert space is its close relationship with its dual space. The key result characterising this relationship is the Riesz representation theorem.

A Hilbert space is a complete vector space equipped with an inner product, $\langle \cdot, \cdot \rangle$.

Completeness is the property that any Cauchy sequence in a Hilbert space converges to a limit in that space. This ensures that there are no “missing” limits with the consequence that the usual techniques of limit calculus can be applied. Here, we only consider Hilbert spaces over the real field, but most of the results here can be generalised to Hilbert spaces over other (for example complex) fields.

The inner product on a Hilbert space induces a norm defined for any $u \in H$ by:

$$
\|u\|_H = \sqrt{\langle u, u \rangle}.
$$

### 1.2.1 Dual spaces and the Riesz representation theorem

Let $F : H \to \mathbb{R}$ be a linear functional on a Hilbert space $H$. We call $F$ continuous if

$$
\exists c > 0 : |F(u)| \leq c \|u\|_H \quad \forall u \in H.
$$

The set $\mathcal{L}(H, \mathbb{R})$ of continuous linear functionals on $H$ is called the dual space of $H$ and is also denoted by $H^*$, i.e.

$$
H^* := \{ F : H \to \mathbb{R} \mid F \text{ is linear and continuous} \}.
$$

The Hilbert space $H$ induces on its dual space $H^*$ an operator norm $\| \cdot \|_{H^*}$ defined by:

$$
\|F\|_{H^*} := \sup_{\|u\|_H = 1} |F(u)| \quad \forall F \in H^*.
$$

The one fundamental relationship between a Hilbert space $H$ and its dual space $H^*$ is that these spaces are isometrically isomorphic to each other. In more comprehensible terms, this property is expressed in the following theorem.

**Theorem 1.1 (The Riesz representation theorem).** Let $H$ be a Hilbert space with inner product $\langle \cdot, \cdot \rangle_H$. For any $F \in H^*$ there is a unique $u_F \in H$ such that

$$
F(v) = \langle u_F, v \rangle_H \quad \forall v \in H,
$$

and that $\|F\|_{H^*} = \|u_F\|_H$. Conversely, for any $u \in H$ the functional $F_u$ defined by
\[ F_u(v) := \langle u, v \rangle_H \quad \forall v \in H, \]  

is an element of \( H^* \).

The map \( \mathcal{R}_H : H^* \to H \) that sends \( F \) to its unique representative \( u_F \in H \) is called the Riesz map. Further, \( \mathcal{R}_H(F) = u_F \) is called the Riesz representer of \( F \) in \( H \).

In simple terms, the theorem states that any element of the dual space \( H^* \) can be uniquely represented by an element in the primal space \( H \) and vice versa, while their respective norms are equivalent.

The Riesz representation theorem is of essential importance for this work and will be used repeatedly. It is therefore appropriate to provide a proof, which follows [1, Sect. 6.1].

**Proof (Riesz representation theorem).** It is enough to show that the inverse mapping of the Riesz map \( \tau := \mathcal{R}_H^{-1} \) given by

\[ \tau(u)(v) \mapsto \langle u, v \rangle_H \quad \forall u, v \in H, \]  

is an isometric isomorphism. Let \( u \in H \). Obviously, \( \tau(u) \) is linear. The Cauchy-Schwarz inequality yields

\[ |\tau(u)(v)| \leq \| u \|_H \cdot \| v \|_H \quad \forall v \in H. \]  

Therefore, \( \tau(u) \) is continuous, which means \( \tau(u) \in H^* \), and \( \| \tau(u) \|_{H^*} \leq \| u \|_H \) by definition of the operator norm. But since \( \| \tau(u)(u) \| = \| u \|^2 \), we also have \( \| \tau(u) \|_{H^*} \geq \| u \|_H \). Hence, \( \tau \) is an isometry. Let \( u_0 \in H \) such that \( \tau(u_0) = 0 \in H^* \). Then,

\[ 0 = \| \tau(u_0) \|_{H^*} = \| u_0 \|_H, \]  

and thus \( u_0 = 0 \in H \). Hence, \( \tau \) is injective due to its linearity in \( u \). It remains to show that \( \tau \) is surjective. Consider \( 0 \neq F_0 \in H^* \) and let \( P \) be the orthogonal projection from \( H \) onto the closed null space

\[ \mathcal{N}(F_0) := \{ u \in H : F_0(u) = 0 \}. \]  

The existence and uniqueness of \( P \) is ensured by the projection theorem [1, Sect. 4.3]. Let \( e \in H \) such that \( F_0(e) = 1 \), and define

\[ u_0 := e - Pe. \]  

Hence, \( F_0(u_0) = F_0(e) - F_0(Pe) = 1 \), which implies \( u_0 \neq 0 \). Using the characteristic property of the projection, i.e. \( e - Pe \in \mathcal{N}(F_0)^\perp \), we have

\[ \langle u_0, v \rangle_H = 0 \quad \forall v \in \mathcal{N}(F_0). \]  

As \( F_0(u - F_0(u)u_0) = F_0(u) - F_0(u) \cdot 1 = 0 \), (1.96) implies that
\[ \langle u_0, u \rangle_H = \langle u_0, u - F_0(u)u_0 \rangle_H + \langle u_0, F_0(u)u_0 \rangle_H \]  
(1.97)

\[ = \langle u_0, F_0(u)u_0 \rangle_H \]  
(1.98)

\[ = F_0(u)\|u_0\|^2 \quad \forall u \in H. \]  
(1.99)

Dividing by \(\|u_0\|^2\) yields

\[ F_0(u) = \left\langle \frac{u_0}{\|u_0\|^2}, u \right\rangle_H = \tau \left( \frac{u_0}{\|u_0\|^2} \right)(u) \quad \forall u \in H, \]  
(1.100)

which concludes the proof.

### 1.2.2 Fréchet derivatives

Fréchet differentiability is a generalisation of the differentiability from functions on Euclidean space to more general spaces such as Hilbert spaces. Using the Fréchet derivative it is possible to extend core results from Euclidean analysis such as Taylor’s theorem to a more general setting.

Let \( F : U \subset H \to \mathbb{R} \) be a functional on an open set \( U \neq \emptyset \) of some Hilbert space \( H \). We call \( F \) directionally differentiable if

\[ dF(u; h) := \lim_{\varepsilon \to 0^+} \frac{F(u + \varepsilon h) - F(u)}{\varepsilon}, \]  
(1.101)

exists for all \( u, h \in U \). We call \( F \) Gâteaux-differentiable if \( F \) is directionally differentiable and the directional derivative \( dF(u; \cdot) : h \mapsto dF(u; h) \) is continuous and linear, i.e. \( dF(u; \cdot) \in H^* \quad \forall u \in U \). Further, we call \( F \) Fréchet-differentiable if \( F \) is Gâteaux-differentiable and if

\[ \lim_{\|h\|_H \to 0} \frac{\|F(u + h) - F(u) - dF(u; h)\|}{\|h\|_H} = 0 \quad \forall u \in U. \]  
(1.102)

Since \( dF(u; \cdot) \in H^* \),

\[ dF(u; v) = \langle \mathcal{R}(dF(u)), v \rangle_H \quad \forall v \in U, \]  
(1.103)

where \( \mathcal{R}(dF(u; \cdot)) \) denotes the Riesz representor of \( dF(u; \cdot) \) in \( H \). That is, the Fréchet derivative of a functional on \( H \) can be represented with respect to an element of \( H \).

If \( F \) is Fréchet-differentiable and \( dF(u; \cdot) \in \mathcal{L}(U, \mathbb{R}) \) is also Fréchet-differentiable, then \( F \) is called twice Fréchet-differentiable. We denote by \( dF^{(2)}(u; \cdot) \in \mathcal{L}(U, \mathcal{L}(U, \mathbb{R})) \) the second Fréchet derivative of \( F \) at \( u \). The \( n \)th Fréchet derivative of \( F \) for any \( n \in \mathbb{N} \) can be defined accordingly.
The following result generalises Taylor’s theorem to functionals on Hilbert spaces. Analogous statements hold for operators between Banach spaces. For a detailed proof, the interested reader is referred to [14, Theorem 5].

If \( F \) is \( n \)-times Fréchet-differentiable, we have

\[
F(u+h) = F(u) + dF(u;h) + \frac{1}{2} d^{(2)}F(u;h,h) + \ldots \\
+ \frac{1}{n!} d^{(n)}F(u;h,\ldots,h) + O(\|h\|^{n+1}) \quad \forall u, h \in U.
\]

(1.104)

### 1.2.3 Partial derivatives and the chain rule

In the derivation of the adjoint to a PDE, it will also be necessary to differentiate between partial and total derivatives. Define \( F : U \times U \to \mathbb{R} \) with \( U \) an open subset of some Hilbert space \( H \), and \( u : U \to U \). Then

\[
\partial F_m(u(m), m; h) = \lim_{\varepsilon \to 0^+} \frac{F(u(m), m + \varepsilon h) - F(u(m), m)}{\varepsilon},
\]

(1.105)

is the partial derivative of \( F \) with respect to \( m \) while

\[
dF_m(u(m), m; h) = \lim_{\varepsilon \to 0^+} \frac{F(u(m + \varepsilon h), m + \varepsilon h) - F(u(m), m)}{\varepsilon},
\]

(1.106)

is the corresponding total derivative. As is the case in Euclidean space, the partial and total derivatives are related by the chain rule, which in this case is given by

\[
dF_m(u(m), m; \cdot) = \partial F_u(u(m), m; du_m(m; \cdot)) + \partial F_m(u(m), m; \cdot).
\]

(1.107)

Omitting function arguments, this produces the familiar form

\[
dF_m = \partial F_u du_m + \partial F_m.
\]

(1.108)

### 1.3 The relation between primal and dual finite element spaces

As previously seen for Burgers’ equation, a finite element problem can be formulated in terms of its residual. The root of the residual corresponds to a solution of the problem, which leads to the archetypal formulation of a finite element problem, find \( u \in U \) such that

\[
F(u;v) = 0 \quad \forall v \in V,
\]

(1.109)

where \( U \) and \( V \) are suitable finite element spaces. In general, we call \( U \) the trial function space and \( V \) the test function space.
1.3 The relation between primal and dual finite element spaces

The weak formulation is derived by multiplying the original PDE with a test function $v$ and integrating over the domain. Due to the linearity of integration $F(u; v)$ is therefore linear in $v$ for any given $u \in U$. Further, for many PDEs it is straightforward to show that $F(u; \cdot)$ is continuous and therefore that $F(u; \cdot) \in V^*$. If we recall the definition of the operator (or dual) norm, then \ref{1.109} can be written: find $u \in U$ such that

$$\|F(u; \cdot)\|_* = 0. \tag{1.110}$$

Similarly, the archetypal linear problem, find $u \in U$ such that

$$a(u, v) = L(v) \quad \forall v \in V, \tag{1.111}$$

can equivalently be written, find $u \in U$ such that

$$\|a(u, \cdot) - L(\cdot)\|_* = 0. \tag{1.112}$$

In other words the weak form of a PDE is actually an equation between linear operators, with equality defined in terms of the appropriate operator norm.

Naturally, this is also reflected in the nature of the assembled matrices and vectors which result from actually invoking the finite element method. Recall that $v \in V$ can be represented with respect to a basis $P = \{\phi_1, \ldots, \phi_d\}$:

$$v = \sum_{i=1}^{d} v_i \phi_i. \tag{1.113}$$

When we represent a function within a finite element space as a vector, it is of course this set of coefficients $v_i$ that we are storing within an implementation in code.

$P$ also induces a unique dual basis for $V^*$, $P^* = \{\phi_1^*, \ldots, \phi_d^*\}$. The defining property of the dual basis is its orthogonality to $P$:

$$\phi_i^*(\phi_j) = \delta_{ij} \quad \forall i, j = 1, \ldots, d. \tag{1.114}$$

This immediately results in the fundamental identity relating the dual basis, $P^*$, and the coefficients of the primal basis, $P$:

$$\forall v \in V, \quad v = \sum_{i=1}^{d} v_i \phi_i \iff v_i = \phi_i^*(v) \quad \forall i = 1, \ldots, d. \tag{1.115}$$

Conversely, assembling a finite element operator as a vector simply amounts to expressing the operator as a linear combination of the basis functions for the dual space. In this case, the primal basis functions define the coefficients:

$$\forall F \in V^*, \quad F = \sum_{i=1}^{d} F_i \phi_i^* \iff F_i = F(\phi_i) \quad \forall i = 1, \ldots, d. \tag{1.116}$$
1.3.1 Example: application of assembled finite element operators

A straightforward consequence of the above is that we can explain why the application of a finite element operator to a function is equivalent to the ($l^2$) dot product of the associated assembled vectors. Suppose we have $v = \sum_i v_i \phi_i \in V$ and $F = \sum_i F_i \phi_i^* \in V^*$. Then

$$F(v) = \sum_{i=1}^d F_i \phi_i^* \left( \sum_{j=1}^d v_j \phi_j \right)$$

$$= \sum_{i,j=1}^d F_{ij} \delta_{ij}$$

$$= \sum_{i=1}^d F_i v_i$$

$$= F \cdot v, \quad (1.117)$$

where $F$ and $v$ are the vectors of basis function coefficients corresponding to $F$ and $v$, respectively. It is helpful in this context to follow [21] and introduce an operator, $\mathcal{J}: \mathbb{R}|V| \rightarrow V$, defined by

$$\mathcal{J}(v) = \sum_{i=1}^d v_i \phi_i. \quad (1.118)$$

In other words, $\mathcal{J}^{-1}$ takes functions $v \in V$ to their representation as a vector of basis function coefficients. We define a similar operator for the dual space, $\mathcal{J}^*: \mathbb{R}|V| \rightarrow V^*$:

$$\mathcal{J}^*(F) = \sum_{i=1}^d F_i \phi_i^*. \quad (1.119)$$

1.3.2 The primal and dual norms for $L^2$ and $H^1$

We will return to the choice of an appropriate norm in a subsequent chapter, however it may be helpful in understanding the relationship between the primal function space $V$ and its dual $V^*$ to work through the evaluation of a particular operator norm. For this purpose, we choose the most basic norm on finite element spaces, $L^2$, and let trial and function space coincide. Recall that for $u \in V \subset L^2$,

$$\|u\|_{L^2}^2 = \int_{\Omega} u^2 \, dx. \quad (1.120)$$
1.3 The relation between primal and dual finite element spaces

Equivalently, the $L^2$ inner product is given by:

$$\langle u,v \rangle_{L^2} = \int_\Omega u v \, dx \quad \forall u,v \in V. \tag{1.121}$$

Simply by writing $u = \sum_i u_i \phi_i$, $v = \sum_j v_j \phi_j$, we can transform this into the matrix expression

$$\langle u,v \rangle_{L^2} = u^T M v, \tag{1.122}$$

where

$$M_{ij} = \int_\Omega \phi_i \phi_j \, dx, \tag{1.123}$$

is commonly referred to as the mass matrix. Now, for any $u \in V$, we can define a functional $F_u \in \mathcal{L}(L^2, \mathbb{R})$ via

$$F_u(\cdot) = \langle u, \cdot \rangle_{L^2}. \tag{1.124}$$

It immediately follows that

$$\mathcal{S}^{-1}(F_u) = F_u = M u. \tag{1.125}$$

Conversely, for any $F \in V^*$, the uniqueness of the Riesz representation guarantees that

$$\mathcal{S}^{-1}(\mathcal{R}_{L^2}(F)) = M^{-1} \mathcal{S}^{-1}(F) = M^{-1} F. \tag{1.126}$$

In other words, the $L^2$ Riesz representer of a functional $F$ is obtained by multiplying the corresponding coefficient vector by the inverse mass matrix.

The Riesz representation theorem also enables us to understand the role of the mass matrix in evaluating the $L^2$ operator norm. Recall that, for any $F \in V^*$

$$\|F\|_{L^2^*} = \|\mathcal{R}_{L^2}(F)\|_{L^2}, \tag{1.127}$$

which implies that

$$\|F\|^2_{L^2^*} = \langle \mathcal{S}(M^{-1} F), \mathcal{S}(M^{-1} F) \rangle_{L^2}$$

$$= F^T M^{-1} MM^{-1} F$$

$$= F^T M^{-1} F \tag{1.128}$$

$$= F(\mathcal{R}_{L^2}(F)).$$

An analogous argument to that given above applies to finite element subspaces of $H^1$ with inner product given by

$$\langle u,v \rangle_{H^1} = \int_\Omega \nabla u \cdot \nabla v + uv \, dx. \tag{1.129}$$

In this case, if $V \subset H^1$ and $F = \mathcal{S}^{-1}(F)$ with $F \in V^*$ then

$$\mathcal{A}_{H^1}(F) = A^{-1} F, \tag{1.130}$$
where
\[ A_{ij} = \int_{\Omega} \nabla \phi_i \cdot \nabla \phi_j + \phi_i \phi_j \, dx. \]  

(1.131)

### 1.3.3 Convergence criteria for Newton’s method

Having established the relationship between finite element solutions and residuals, and their corresponding norms, we can now return to the question of convergence criteria for nonlinear solvers, which we postponed from Sect. 1.1.2.6. One possibility is to use the magnitude of the residual as the stopping criterion, possibly normalised by the magnitude of the residual at the initial guess. The residual measures the extent to which the current iteration fails to be a solution to the discretised PDE, and this approach essentially coincides with the usual approach for determining convergence in linear systems. Since the residual is a functional in the dual space to the solution, the natural norm in which to evaluate this residual is the dual norm appropriate to the finite element space under consideration. However, as shown in the previous section, this amounts to solving a matrix system, which seems an expensive operation given that the result merely indicates convergence and does not actually improve the solution in any way.

One widely adopted work-around for this solution is to employ a more conveniently calculated norm. The obvious and usual choice is to observe that the vector of coefficients of the residual vector is isomorphic to a vector in \(\mathbb{R}^d\) and to employ the \(\ell^2\) norm of that vector:
\[ \|F\|_{\ell^2} = \sqrt{F \cdot F}, \]

(1.132)

where \( F = \mathcal{L}^{-1}(F) \). It is simple to show that this is indeed a norm on \(V^*\). However, what has been lost by discarding the factor of \(M^{-1}\) or \(A^{-1}\) is the notion that the norm in which we measure the residual is a discrete approximation to the norm on the original, continuous, Sobolev space. In fact, as the example of the stiffness matrix in Sect. 1.1.2.7 shows, the discretisation is explicit in the mesh cell Jacobian entries that appear in the transformation of the integral measure and, in the \(H^1\) case, in the gradient operator. This situation is, in fact, a close analogy of the problem that we analyse in much more depth in Chapt. 2. Rather than restate that analysis here, we will simply note that the impact of discarding the mesh operator from the norm is that the value of the \(\ell^2\) norm of the residual is entirely dependent on the mesh chosen. This has a number of undesirable consequences, including that the number of iterations required to achieve convergence is mesh-dependent, and that candidate solutions on different meshes which differ by arbitrarily small amounts in the primal norm, can result in residuals whose \(\ell^2\) norms differ by arbitrarily large factors. In short, the \(\ell^2\) norm is simply not a good indicator of the magnitude of the residual. Note that this problem arises through the infinite-dimensional formulation of the underlying problem. On finite-dimensional spaces, all norms are equivalent.

If the operator norm is inconvenient to evaluate, and other norms applied to the residual are poor indicators of convergence, how then should convergence be mea-
sured? One solution is to use the magnitude of the update step \( \hat{u} \), which is an estimator for the error in the solution at the previous step of the iteration. Note that \( \hat{u} \in V \) so the natural norm only involves multiplication by a sparse and easily assembled matrix. Given a tolerance \( \varepsilon > 0 \), one terminates the algorithm if

\[
\frac{\|u_h^{k+1} - u_h^k\|_V}{\|u_h^k\|_V} < \varepsilon.
\] (1.133)

The best norm to use depends on the Sobolev space in which the solution is sought. For the examples we have considered, this is the \( H^1 \) norm. For a much more in-depth analysis of nonlinear solvers for numerical PDE problems, the reader is referred to [7]. The Riesz map also emerges as an important consideration in the preconditioning of the linear systems which emerge from the numerical solution of PDEs. The interested reader is referred to [21].

1.4 Adjoint and tangent linear equations

Recall the generic formulation of a PDE-constrained optimisation problem

\[
\min_{u \in V, m \in M} J(u,m)
\] (1.134)
subject to

\[
F(u,m;v) = 0 \quad \forall v \in V',
\] (1.135)

where \( J : M \otimes V \to \mathbb{R} \) is the objective functional, \( m \in M \) is the control variable, and \( u \in V \) is the weak solution of the parametrised PDE. In the context of the adjoint equations (1.135) is referred to as the forward model. We assume that the forward model yields a unique solution for any control value, so that we can define the solution operator \( u(\cdot) : M \to V \) which maps a control value to the associated solution of the forward model. Of course the explicit form of \( u(m) \) is not known for many PDEs, but a finite element solver might be used instead as an approximation. Substituting the solution operator into (1.134) yields the reduced functional

\[
\tilde{J}(m) = J(u(m),m),
\] (1.136)

and the associated reduced optimization problem

\[
\min_{m \in M} \tilde{J}(m).
\] (1.137)

Most efficient optimisation algorithms for solving (1.137) require evaluations of the functional gradient with respect to the control variable, i.e. \( d\tilde{J}_m(m;\cdot) = dJ_m(u(m),m;\cdot) \in M^* \). Table 1.1 lists common techniques for computing the gradient, together with an estimate of their computational expense. For PDE constrained optimisation, the number of input parameters (the dimension of \( M \)) is typically large, typically ranging from \( 10^5 \) when optimising the positioning if wind turbines to
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<table>
<thead>
<tr>
<th>Method</th>
<th>Number of PDE solves</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finite difference approx.</td>
<td>$i$</td>
</tr>
<tr>
<td>Complex step approach</td>
<td>$i$</td>
</tr>
<tr>
<td>Tangent linear approach</td>
<td>$i$</td>
</tr>
<tr>
<td>Adjoint approach</td>
<td>$o$</td>
</tr>
</tbody>
</table>

Table 1.1: Number of PDE solves required to compute the derivative of a computer model with $i$ input and $o$ output parameters for different methods. The PDE solves are typically the principle computational cost factor, and hence provide a good estimate for the total expense. PDE constrained optimization have $o = 1$ and $i \gg 1$, and hence the adjoint approach is by far the most efficient method.

$>10^9$ when optimising the initial state of the ocean in the ECCO2 ocean model [34]. At the same time, the number of output values is one (the functional value). Examining table 1.1 reveals that the adjoint approach is the most effective option for evaluating the functional gradient as the required number of PDE solves is independent of the number of input parameters.

1.4.1 A finite-dimensional example

To understand how the adjoint approach computes the functional derivative so efficiently, let us consider a finite dimensional example. Consider the functional

$$J(u, m) := j^T u + \frac{1}{2} m^T m,$$

with $j \in \mathbb{R}^n$ given and a parameter vector $m \in \mathbb{R}^m$. Furthermore, let $u \in \mathbb{R}^n$ be the solution of the linear system

$$Au = Bm,$$  \hspace{1cm} (1.139)

with $A \in \mathbb{R}^{n \times n}$ invertible and $B \in \mathbb{R}^{n \times m}$.

Our aim is to compute the total derivative of the functional (1.138) with respect to $m$. Since $A$ is invertible, we can solve (1.139) for $u$ and substitute it into (1.138) to obtain the reduced functional:

$$\tilde{J}(m) := j^T A^{-1} B m + \frac{1}{2} m^T m.$$  \hspace{1cm} (1.140)

From that, we can compute the total derivative with respect to $m$:

$$d\tilde{J}(m) = j^T A^{-1} B + m^T.$$  \hspace{1cm} (1.141)

Depending on the order in which we evaluate these terms, we obtain the tangent linear or the adjoint approach:
1.4 Adjoint and tangent linear equations

Tangent linear approach

1. Solve the tangent linear system $A\mu = B$ for the tangent linear solution $\mu \in \mathbb{R}^{n \times m}$.
2. Evaluate the gradient with $j^T \mu + m^T \in \mathbb{R}^m$.

Adjoint approach

1. Solve the linear system $A^T \lambda = j$ for the adjoint solution $\lambda \in \mathbb{R}^n$.
2. Evaluate the gradient with $\lambda^T B + m^T \in \mathbb{R}^m$.

The two different approaches are visualised in figure 1.6. The computational cost of the tangent linear approach is dominated by the solution of the tangent linear system $A\mu = B$. Figure 1.6 reveals that the right hand side of this linear system is a matrix with $m$ columns, corresponding to the number of parameters. One option to solve this system is to invert the matrix $A$ explicitly (for example with a LU decomposition) and to perform a matrix-matrix multiplication to compute $\mu$. Alternatively, $m$ iterative solves can be performed for each column vector in $B$. However, in both cases, the computational cost scales linearly with $m$.

In contrast, the right hand side of the adjoint equation $A^T \lambda = j$ consists of a single column vector. Hence, the computation of the adjoint solution $\lambda$ requires only one linear solve, independent of the dimension of $m$. Since the dominant computational cost is the solution of the linear systems, the adjoint approach yields a computational cost that is practically independent of $m$.

Fig. 1.6: The dimensions of the terms in the gradient (1.141) visualised. The tangent linear solution $\mu \in \mathbb{R}^{n \times m}$ requires the solution of $m$ linear systems, while the adjoint solution $\lambda \in \mathbb{R}^n$ requires only one linear solve.
1.4.2 The infinite dimensional case

Let us return to the case where the function spaces in (1.135) are infinite dimensional. For brevity we omit operator arguments that is we write $J \in \mathbb{R}$ instead of $J(u, m) \in \mathbb{R}$ and $F \in V'^* \in V'^*$. Taking the derivative of Eq. (1.136) and applying the chain rule on its right hand side yields:

$$dJ_m = \partial J_u du_m + \partial J_m \in M^*.$$  \hfill (1.142)

Here we assumed that the solution operator $u(m)$ is continuously Fréchet differentiable, which follows if $J$ and $F$ are continuously Fréchet differentiable and if the linearised PDE operator $\partial F_u(u(m), m; \ldots)$ is invertible for any $m \in M$, see [19, Sect. 1.4.2] and [19, Sect. 1.6]. If Eq. (1.142) was used directly to compute the functional gradient, all three terms on the right hand side would be needed. For the terms involving $J$ this is straightforward: the functional of interest is typically given explicitly and its partial derivatives can therefore be readily derived. However, $d u_m \in L(M, V)$ is typically not known explicitly, since $u$ is the solution of the PDE.

The state equation (1.135) provides us a way to compute $d u_m$: Since $F(u(m), m) = 0$ for all $m \in M$, also its derivative $d_m F(u(m), m)$ must be zero. Applying the chain rule on the left hand side yields:

$$\partial F_u du_m + \partial F_m = 0 \in M^*.$$  \hfill (1.143)

Since it was assumed that $\partial F_u$ is invertible, we can substitute (1.143) into (1.142) to obtain an equation for the functional gradient:

$$dJ_m = \partial J_u \partial F_u^{-1} \partial F_m + \partial J_m.$$  \hfill (1.144)

The order in which the right hand side is evaluated leads to two different approaches: one involves solving the tangent linear model for $\mu$, and the other one solves the adjoint model for $\lambda \in V'$.

1.4.2.1 The tangent linear approach

The tangent linear approach first solves the weak tangent linear model for $\mu \in \mathcal{L}(M, V)$:

$$\partial F_u(u, m; v, \mu) = \partial F_m(u, m; v) \quad \forall v \in V',$$  \hfill (1.145)

and then uses (1.144) to compute the functional derivative with

$$dJ_m(u, m;:) = -\partial J_u(u, m; \mu(\cdot)) + \partial J_m(u, m;:).$$
Note that the linearised forward model (1.143) and the tangent linear model (1.145) are equivalent apart from the sign, and hence $\mu = -d m$.

### 1.4.2.2 The adjoint approach

The adjoint approach solves the equation: Find $\lambda \in V'$ such that:

$$\partial F_u^*(u, m; v, \lambda) = \partial J_u(u, m; v) \quad \forall v \in V.$$  \hspace{1cm} (1.146)

or equivalently,

$$\partial F_u(u, m; \lambda, v) = \partial J_u(u, m; v) \quad \forall v \in V.$$  \hspace{1cm} (1.147)

Here, the adjoint equation is stated in the familiar form of a variational problem, with a bilinear operator on the left hand side and a linear operator on the right hand side and can be solved with the finite element method. The adjoint operator is based on the linearisation of the original PDE operator, so its computational cost is expected to be equal or less than that of the original PDE.

Once the adjoint solution has been computed, the functional derivative is obtained with

$$d J_m(u, m; \cdot) = -\partial F_m(u, m; \cdot, \lambda) + \partial J_m(u, m; \cdot).$$  \hspace{1cm} (1.148)

### 1.4.2.3 Alternative approaches

There exist alternative approaches to compute the functional gradient. Two common methods are the finite difference and the complex-step approaches which will be briefly discussed in this section.

The finite difference approach approximates the functional gradient in the direction $\delta m$ by computing the difference quotient. The central difference formula for example yields:

$$d \tilde{J}_m(m; \delta m) = \frac{\tilde{J}(m + h\delta m) - \tilde{J}(m - h\delta m)}{2h} + o(|h|^2) \quad \text{as} \quad h \to 0.$$  

The main advantage of the finite difference approach is its easy implementation: the model can be treated as a black box since only functional evaluations are required. However, the determination of a suitable step length $h$ can be difficult: from a mathematical perspective, $h$ should be chosen as small as possible to improve the approximation, but due to numerical cancellation the smallest suitable $h$ value is bounded by round-off errors [27, pp. 166–169].

The complex-step approach [24] avoids this problem by using complex calculus. It considers the reduced functional in the complex plane and uses the Cauchy-Riemann equations to derive following approximation of the directional derivative:

$$d \tilde{J}_m(m; \delta m) = \frac{\text{Im} \left( \tilde{J}(m + ih\delta m) \right)}{h} + o(|h|^2) \quad \text{as} \quad h \to 0.$$
Since no difference operation is performed, this evaluation is not subject to subtractive cancellation errors. From an implementation perspective the complex-step approach is more intrusive, since the underlying code must be modified to support complex numbers.

Both the finite difference and the complex step approach only yield the derivatives in a particular direction. To obtain the full functional derivative, the directional derivatives for all basis functions in the parameter space must be computed separately. As a consequence the computational complexity increases linearly with the dimension of \( M \). Nevertheless, the finite difference method is popular due to its straightforward implementation and is a useful verification tool.

### 1.4.3 Higher-order derivatives

It is possible to compute higher-order derivatives by recursively applying the adjoint or tangent linear approach. One application of second-order information is in the context of optimisation with PDE constraints, for example for design optimisation [16] and optimal control [18, 30]. For brevity we only state a short derivation of the second order adjoint equations here. A more detailed derivation of second-order adjoints can be found for example in [15, Sect. 13.4], [19, Sect. 1.6.5], [36, Sect. 4.6], and [5].

The action of the Hessian \( H \) is the transpose of the total derivative of the first derivative in a particular direction \( \delta m \). Applying the total derivative to (1.148) and omitting the arguments for brevity, we find:

\[
(H\delta m)^* = d(dJ_m)\delta m = -\dot{\lambda}^* \partial F_m - \lambda^* d(\partial F_m)\delta m + d(\partial J_m)\delta m.
\]

(1.149)

where

\[
\dot{\lambda} = d\lambda_m \delta m
\]

(1.150)

is the tangent linearisation of the adjoint solution \( \lambda \) in the direction \( \delta m \). \( \dot{\lambda} \) denotes the second order adjoint solution, which is derived by taking the total derivative of the adjoint equation (1.147):

\[
\partial_f \dot{\lambda} = (\partial^2 J_{uu})^* + (\partial^2 J_{mu})^* - (\partial^2 F_{uu})^* \lambda - (\partial^2 F_{mu})^* \lambda.
\]

Evaluating the directional Hessian is computationally quite more expensive than a gradient evaluation. In particular, to compute the functional, only the forward PDE needs to be solved. To compute the functional’s gradient, the forward and adjoint PDEs need to be solved. However, to compute the Hessian in one direction, the forward and adjoint PDEs, a tangent linear PDE and a second order adjoint PDE
need to be solved. This comparable high cost will play an important role for the design of optimisation algorithms in section 1.5.

1.4.4 Example: Adjoint Poisson’s equation

Recall from (1.12) the variational form of the Poisson’s equation with pure Neumann conditions: find \( u \in V = H^1(\Omega) \) such that

\[
\int_{\Omega} \nabla u \cdot \nabla v \, dx - \int_{\partial \Omega} g_N v \, ds = \int_{\Omega} f v \, dx \quad \forall v \in V' = H^1(\Omega).
\]  

with \( f \in L^2(\Omega) \) and together with the functional \( \frac{1}{2} \int_{\Omega} u \cdot u \, dx + \frac{\alpha}{2} \int_{\Omega} f^2 \, dx \) with \( \alpha \geq 0 \).

We can write this problem in the canonical form (1.135) by defining following operators:

\[
F(u, f; v) = \int_{\Omega} \nabla u \cdot \nabla v \, dx - \int_{\partial \Omega} g_N v \, ds - \int_{\Omega} f v \, dx,
\]  

\[
J(u, f) = \frac{1}{2} \int_{\Omega} u \cdot u \, dx + \frac{\alpha}{2} \int_{\Omega} f^2 \, dx.
\]  

For the operators in the adjoint equation (1.147) we obtain

\[
\partial F^*(u, m; v, \lambda) = \partial F_u(u, m; \lambda, v) = \int_{\Omega} \nabla v \cdot \nabla \lambda \, dx,
\]  

\[
\partial J^*(u, f; v) = \int_{\Omega} uv \, dx.
\]  

Hence, the adjoint Poisson’s equation for the functional is: Find \( \lambda \in V' \) such that

\[
\int_{\Omega} \nabla v \cdot \nabla \lambda \, dx = \int_{\Omega} u \cdot v \, dx \quad \forall v \in V,
\]  

or in strong form:

\[
-\Delta \lambda = u \quad \text{in} \ \Omega,
\]  

\[
\frac{\partial u}{\partial n} = 0 \quad \text{on} \ \partial \Omega.
\]  

Given \( \lambda \), the functional derivative can be evaluated as:

\[
dJ_f(u, f; \cdot) = -\partial F^*_f(u, f; \cdot, \lambda) + \partial J^*_f(u, f; \cdot) = \int_{\Omega} (\lambda + \alpha f) \, dx.
\]  

Similarly, we could also evaluate the functional derivative with respect to the Neumann boundary values:
\[ d J_{gN} = -\partial F_{gN} + \partial J_{gN} = \int_{\partial \Omega} \lambda \cdot ds. \quad (1.160) \]

### 1.4.5 Example: Adjoint Burgers’ equation

Next we derive the adjoint equation of the time-dependent viscous Burgers’ equation with Neumann boundary conditions. The weak formulation of the Burgers’ equation was derived in Sect. 1.1.2.1: find \( u \in V = H^1(\Omega)^2 \) such that

\[
\int_{\Omega} \left( \frac{\partial u}{\partial t} \cdot v + (u \cdot \nabla) u \cdot v + \eta \nabla u : \nabla v \right) \, dx = 0 \quad \forall v \in V' = H^1(\Omega)^2. \quad (1.161)
\]

At this point we have two choices. Either we discretise the equation in time as in section 1.1.2.2, and derive the adjoint from the semi-discretised equation. Or derive the adjoint equation directly from the non-discretised form (1.161). We follow the latter strategy and extend the variational formulation such that our test and trial spaces are functions in time and space. Consequently, we extend the variational form by a time-integral and incorporate the initial condition into the variational formulation: Find \( u \in L^2(0,T;V) \cap H^1(0,T;V^*) \) such that

\[
\int_0^T \int_{\Omega} \left( \frac{\partial u}{\partial t} \cdot v + (u \cdot \nabla) u \cdot v + \eta \nabla u : \nabla v \right) \, dx \, dt
+ \int_{\Omega} (u(0) - u_0) \cdot v(0) \, dx = 0 \quad \forall v \in L^2(0,T;V') \cap H^1(0,T;V^*). \quad (1.162)
\]

The adjoint PDE operator is obtained by linearising in direction \( \lambda \), and forming its transpose by swapping test and trial functions:

\[
\int_0^T \int_{\Omega} \left( \frac{\partial v}{\partial t} \cdot \lambda + (v \cdot \nabla) u \cdot \lambda + (u \cdot \nabla) v \cdot \lambda + \eta \nabla v : \nabla \lambda \right) \, dx \, dt
+ \int_{\Omega} \lambda(0) \cdot v(0) \, dx. \quad (1.163)
\]

Integrating the time-derivative term by parts yields:

\[
\int_0^T \int_{\Omega} \left( -\frac{\partial \lambda}{\partial t} \cdot v + (v \cdot \nabla) u \cdot \lambda + (u \cdot \nabla) v \cdot \lambda + \eta \nabla v : \nabla \lambda \right) \, dx \, dt
+ \int_{\Omega} \lambda(T) \cdot v(T) \, dx. \quad (1.163)
\]

Note that the integration by parts results in the term \(-\int_{\Omega} \lambda(0) \cdot v(0) \, dx\) which cancels with the last term in (1.162). (1.163) is the weak adjoint operator for the Burger’s equation and can be discretised and solved with the finite element method. The strong form can also be obtained through integration by parts. For a functional \( J(u,m) \) one obtains:
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\[-\frac{\partial \lambda}{\partial t} - (u \cdot \nabla) \lambda + (\nabla u)^* \lambda - \eta \Delta \lambda = \partial J_\ast_u \text{ in } [0, T] \times \Omega,\]
\[(n \cdot \nabla) u = 0 \text{ on } [0, T] \times \partial \Omega,\]
\[\lambda = 0 \text{ on } \{T\} \times \Omega.\]  

(1.164)

The adjoint of the Burgers’ equation (1.164) reveals some general properties about the adjoint of a time-dependent problem: the resulting PDE is linear with initial conditions at the end of the time interval. Consequently it is solved backwards in time. Furthermore, the adjoint PDE depends on the forward solution \(u\), and therefore the forward model must be solved beforehand.

The derivation and implementation of the adjoint system can be laborious for complex PDEs. To avoid the need for explicit adjoint derivations, special software tools have been developed that aim automate the derivation process.

1.4.6 Taylor tests for adjoint implementations

Verification, or correctness testing, is an essential component of the implementation of any numerical algorithm on a computer. This is particularly true for the technically complex software required to implement the numerical solver for an adjoint PDE. A Taylor test computes approximate convergence rates of Taylor remainders which can be used to compare to theoretical convergence rates based on Taylor’s theorem. Solving the adjoint PDE is a mechanism for evaluating the Fréchet derivative of the reduced functional with respect to the control parameters, so the applicable form of Taylor’s theorem is that given in Sect. 1.2.

Recall that \(\tilde{J}(m) := J(u(m), m)\) is the reduced functional and let \(\delta m\) be an arbitrary perturbation of the control \(m\). Applying Taylor’s theorem to this situation, we find for \(R \ni h \to 0\)

\[|\tilde{J}(m + h\delta m) - \tilde{J}(m)| = \mathcal{O}(h), \quad \text{and} \]
\[|\tilde{J}(m + h\delta m) - \tilde{J}(m) - h d\tilde{J}(m; \delta m)| = \mathcal{O}(h^2).\]  

(1.165)  
(1.166)

The expression in (1.165) is referred to as the first-order Taylor remainder while that in (1.166) is called the second-order Taylor remainder.

Let us consider the situation where computer implementations of \(\tilde{J}\) and \(d\tilde{J}\) are given and it is claimed that \(d\tilde{J}\) correctly implements the Fréchet derivative of \(\tilde{J}\). One may numerically test this claim by computing the second-order Taylor remainder for a fixed but arbitrary choice of \(\delta m\), and an exponentially decreasing sequence of values of \(h\). If the implementation is correct then for sufficiently small \(h\), the Taylor remainder will decrease as \(\mathcal{O}(h^2)\).

Similarly, one can employ higher order Taylor remainders to test implementations of higher order Fréchet derivatives. For example the third-order remainder can be used to test implementations of the second derivative:
\[ \tilde{J}(m + h\delta m) - \tilde{J}(m) - h d\tilde{J}(m; \delta m) - \frac{1}{2}h^2 d^{(2)}\tilde{J}(m; \delta m, \delta m) = O(h^3). \]  

(1.167)

Clearly in this case the expected convergence rate is \( O(h^3) \). Since the Taylor test for the second derivative requires a correctly implemented first derivative, it is highly advisable to first conduct a Taylor test of the first derivative.

1.5 Optimisation methods

The preceding sections introduced the theory and practice of solving PDE problems using the finite element method, and the efficient computation of derivatives of functionals of the associated PDE solutions. On this basis it is now possible to introduce algorithms which employ these solution techniques and the resulting gradient information to solve PDE-constrained optimisation problems. Here we will introduce several iterative approaches which are well-known in the optimisation community. In contrast with most introductory works, we will formulate these algorithms in a general Hilbert space, rather than assuming that the optimisation problem is set in Euclidean space.

1.5.1 Steepest descent method

The steepest descent method is an optimisation algorithm which is based upon the observation that a differentiable function decreases fastest in the proximity of the current iterate in the direction of its negative gradient. This principle naturally generalises to functionals. As before, we formulate the optimisation problem in terms of the reduced functional:

\[ \min_{m \in M} \tilde{J}(m) \]  

(1.168)

where \( \tilde{J} : M \rightarrow \mathbb{R} \) is the reduced functional defined over a control parameter drawn from a Hilbert space \( M \). For any sufficiently small \( \alpha > 0 \) and with \( m' := m - \alpha \mathcal{R}(d\tilde{J}(m; \cdot)) \) for any \( m \in M \) not a local minimiser of \( \tilde{J} \), we obtain \( \tilde{J}(m') < \tilde{J}(m) \). Recall that \( \mathcal{R}(d\tilde{J}(m; \cdot)) \in M \) is the Riesz representer of the Fréchet derivative of \( \tilde{J} \) at point \( m \). Iterating this approach yields

\[ m_{k+1} = m_k - \alpha_k \mathcal{R}(d\tilde{J}(m_k; \cdot)) \quad \forall k \in \mathbb{N}_0, \]  

(1.169)

such that \( \tilde{J}(m_{k+1}) \leq \tilde{J}(m_k) \).

If \( d\tilde{J} : M \rightarrow M^* \) is uniformly continuous on bounded sets and \( \tilde{J} \) is uniformly convex, there is a unique global minimum. If further \( \alpha_k \) satisfies the so-called Wolfe conditions, the sequence \( \{m_k\} \) converges strongly to the global minimum \[12\].
In Eq. (1.169), there are several possible choices for the step size length $\alpha_k$. The simplest is $\alpha_k = \alpha \forall k \in \mathbb{N}_0$ for a sufficiently small, fixed $\alpha > 0$. Another choice, which is introduced next, is to apply a so called exact line search.

The Taylor series of $\tilde{J}(m_k+1)$ around the point $m_k$ is given by

$$\tilde{J}(m_k+1) = \tilde{J}(m_k) - \alpha_k d\tilde{J}(m_k; \mathcal{R}(d\tilde{J}(m_k; \cdot))) + \frac{\alpha_k^2}{2} d\tilde{J}^{(2)}(m_k; \mathcal{R}(d\tilde{J}(m_k; \cdot))) \mathcal{R}(d\tilde{J}(m_k; \cdot)) + \alpha_k^3 O(\|\mathcal{R}(d\tilde{J}(m_k; \cdot))\|^3_M).$$

(1.170)

Note that the last term on the right hand side vanishes in the case where $f$ is quadratic, i.e. $\tilde{J}^{(n)} \equiv 0$ for any $n > 2$. Equivalently, simply dropping the error term results in a quadratic approximation to $\tilde{J}(m_k+1)$. Differentiating this approximation with respect to $\alpha_k$ and setting the result equal to zero leads to

$$\hat{\alpha}_k = \frac{d\tilde{J}(m_k; \mathcal{R}(d\tilde{J}(m_k; \cdot)))}{d\tilde{J}^{(2)}(m_k; \mathcal{R}(d\tilde{J}(m_k; \cdot))) \mathcal{R}(d\tilde{J}(m_k; \cdot))}. \quad (1.171)$$

Under suitable hypotheses, among others convexity, $\hat{\alpha}_k$ defines the unique step length which minimises the quadratic approximation of $\tilde{J}(m_k+1)$. If $M = \mathbb{R}^n$, the positive definiteness of the Hessian of $\tilde{J}$ is sufficient. The iterative approach induced by the step length $\alpha_k = \hat{\alpha}_k$ is called exact line search. Algorithm 1 shows the pseudocode for the steepest descent method with an exact line search.

**Algorithm 1:** Steepest descent with exact line search in a Hilbert space $M$

**Input:** Initial $m_0$, convergence tolerance $\epsilon > 0$

**while** $\|\mathcal{R}(d\tilde{J}(m_k; \cdot))\|_M > \epsilon$ **do**

$$\alpha_k \leftarrow \frac{d\tilde{J}(m_k; \mathcal{R}(d\tilde{J}(m_k; \cdot)))}{d\tilde{J}^{(2)}(m_k; \mathcal{R}(d\tilde{J}(m_k; \cdot))) \mathcal{R}(d\tilde{J}(m_k; \cdot))};$$

$$m_{k+1} \leftarrow m_k - \alpha_k \mathcal{R}(d\tilde{J}(m_k; \cdot));$$

**end**

### 1.5.2 Inexact line search and the Wolfe conditions

The exact line search procedure requires the evaluation of the functional Hessian which, as is discussed below, may not be easily or affordably computable. Consequently, more heuristic approaches have been developed, along with appropriate criteria under which they generate convergent optimisation schemes.

All of the methods we will consider produce iterative updates to the control $m$, of the form:

$$m_{k+1} = m_k + \alpha_k p_k.$$

(1.173)
\( \alpha_k \), a scalar, is referred to as the *step length* while \( p_k \), which lies in the same space as \( m \), is the *search direction*. The Wolfe conditions \(^{[37]} \) are conditions on \( \alpha_k \) which, given suitable conditions on the functional to be minimised, are sufficient to show that the optimisation converges. A more complete discussion of the Wolfe conditions is to be found in \(^{[3]} \).

The first condition is the sufficient decrease condition:

\[
\tilde{J}(m_{k+1}) \leq \tilde{J}(m_k) + \lambda \alpha_k \tilde{d} \tilde{J}(m_k;p_k) \quad (1.174)
\]

for a small parameter \( \lambda > 0 \). This condition, also called the Armijo condition, effectively prevents large steps which only cause small functional decreases. The second condition is the curvature condition:

\[
|\tilde{d} \tilde{J}(m_{k+1};p_k)| \leq \beta |\tilde{d} \tilde{J}(m_k;p_k)| \quad (1.175)
\]

A popular and effective inexact line search strategy is to progressively decrease candidate \( \alpha_k \) values until these conditions are met. This approach is known as backtracking.

### 1.5.3 Line search Newton-CG

As the name suggests, the Line search Newton conjugate gradient (Newton-CG) algorithm is Newton’s method augmented by a line search for the update size, and employing the conjugate gradient method to invert the Hessian. Newton’s method amounts to approximating the system to be optimised by the leading terms of the Taylor series and solving for the fixed point given by the Jacobian being zero:

\[
0 = \tilde{d} \tilde{J}(m_{k+1};\cdot) = \tilde{d} \tilde{J}(m_k + p_k;\cdot) \approx \tilde{d} \tilde{J}(m_k + p_k;\cdot) + d^{(2)} \tilde{J}(m_k;p_k;\cdot). \quad (1.176)
\]

The procedure is to solve (1.178) for the search direction \( p_k \) and then to employ a line search to establish the step size.

The Newton-CG algorithm in \( \mathbb{R}^n \) is given in \(^{[26]} \) Sect. 7.1, while its generalisation to functionals on Hilbert spaces, achieved by carefully applying the correct inner products and norms, is given in algorithm \(^{[2]} \). In this algorithm, the inner iteration sequence converges to the Newton step \( p_k \) in (1.178) and at each outer iteration, a tolerance \( \varepsilon_k > 0 \) for the accuracy of the computed \( p_k \) is specified. In the inner iteration, which corresponds to the conjugate gradient method, the search directions are denoted by \( d_j \). The fallback case for negative curvature, \( d^{(2)} \tilde{J}(m_k;d_j,d_j) \leq 0 \), ensures that the search direction \( p_k \) is always descending.
Algorithm 2: Line Search Newton-CG in Hilbert space

Input: Initial $m_0$;
for $k = 0, 1, \ldots$ do
  Define tolerance $\varepsilon_k > 0$;
  $z_0 \leftarrow 0; r_0 \leftarrow \mathcal{A}(d\hat{J}(m_k; \cdot)); d_0 \leftarrow -r_0$;
  for $j = 0, 1, \ldots$ do
    if $d^{(2)} \hat{J}(m_k; d_j, d_j) \leq 0$ then
      if $j = 0$ then
        $p_k \leftarrow -\mathcal{A}(d\hat{J}(m_k; \cdot));$
        break;
      else
        $p_k \leftarrow z_j$;
        break;
      end
    end
    $\beta_j \leftarrow \langle r_j, r_j \rangle_M / d^{(2)} \hat{J}(m_k; d_j, d_j);$
    $z_{j+1} \leftarrow z_j + \beta_j d_j$;
    $r_{j+1} \leftarrow r_j + \beta_j \mathcal{A}(d^{(2)} \hat{J}(m_k; d_j, \cdot))$;
    if $\|r_{j+1}\|_M < \varepsilon_k$ then
      $p_k \leftarrow z_{j+1}$;
      break;
    end
    $\gamma_{j+1} \leftarrow \langle r_{j+1}, r_{j+1} \rangle_M / (r_j, r_j) \varepsilon$;
    $d_{j+1} \leftarrow -r_{j+1} + \gamma_{j+1} d_j$;
  end
  Compute $\alpha_k$ using an appropriate line search;
  $m_{k+1} \leftarrow m_k + \alpha_k p_k$;
end

1.5.4 BFGS

Newton-CG and other Krylov-based methods require many evaluations of the exact Hessian of the objective functional. Recall that, for a PDE-constrained optimisation problem, this in turn requires composed solutions of a (potentially time-varying) adjoint problem. To address this issue, it may be possible to employ optimisation algorithms which avoid the need to evaluate the Hessian.

In its original, Euclidean formulation the Broyden-Fletcher-Goldfarb-Shanno method is an optimisation algorithm for problems of the type

$$\min_{x \in \mathbb{R}} f(x) \quad (1.179)$$

with $f : \mathbb{R}^n \to \mathbb{R}$.

The BFGS method is one of the most successful and applied algorithms in unconstrained nonlinear optimisation [26]. As a quasi-Newton method, it does not require evaluations of the Hessian of the objective function, but only of the gradient and of the objective function itself. An approximation for the Hessian is computed using
the difference between successive iterates and the corresponding gradient vectors. In this respect, quasi-Newton methods can be understood as a generalisation of the secant method for finding roots of first derivatives. One advantage of the Hessian approximation is that it is always positive definite while the Hessian itself might merely be positive semi-definite and therefore not invertible.

In a manner analogous with Newton’s method, we consider a quadratic model for the objective function. At a current iterate $x_k \in \mathbb{R}^n$, this model is given by:

$$q_k(x) = f(x_k) + \nabla f(x_k) \cdot (x - x_k) + \frac{1}{2} (x - x_k)^T \cdot B_k \cdot (x - x_k),$$

(1.180)

where $B_k \in \mathbb{R}^{n \times n}$ denotes the approximation of the Hessian of $f$ evaluated at $m_k$. Since $q_k$ is convex, one easily computes the unique minimum in the substituted variable $p_k = x - x_k$ as

$$p_k = -B_k^{-1} \cdot \nabla f(x_k).$$

(1.181)

Taking (1.181) as the line search direction, one may proceed as in Newton’s method to compute the next iterate $x_{k+1}$ by

$$x_{k+1} = x_k + \alpha_k p_k,$$

where $\alpha_k > 0$ denotes the step length satisfying sufficient decrease and curvature conditions given by the Wolfe conditions [26, Sect. 3.1]. The major difference from Newton’s method is that $B_k$ is an approximation to the Hessian and not the Hessian itself. The update of the quadratic model with $k \rightarrow k + 1$ is achieved by updating the Hessian approximation $B_k \rightarrow B_{k+1}$. In fact, the BFGS algorithm explicitly constructs and updates $H_k \equiv B_k^{-1}$. This avoids the need to solve the linear system in (1.181) at each iteration.

How, then, do we construct and update $H_k$? It is a direct consequence of Taylor’s theorem in $\mathbb{R}^n$ that

$$\nabla^2 f(x_k) \cdot (x_{k+1} - x_k) \approx \nabla f(x_{k+1}) - \nabla f(x_k) \quad \text{for} \quad \|x_{k+1} - x_k\| \ll 1,$$

(1.182)

where $\nabla^2 f(x_k) \in \mathbb{R}^{n \times n}$ denotes the Hessian of $f$ evaluated at $x_k$. We impose the analogous condition on $B_{k+1}$ resulting in the so called secant equation,

$$B_{k+1} \cdot (x_{k+1} - x_k) = \nabla f(x_{k+1}) - \nabla f(x_k),$$

(1.183)

or, equivalently,

$$H_{k+1} \cdot (\nabla f(x_{k+1}) - \nabla f(x_k)) = x_{k+1} - x_k,$$

(1.184)

The Wolfe conditions on $\alpha_k$ are sufficient to guarantee a solution to (1.184) [26, Sect. 6.1].

Choosing $H_{k+1}$ as the closest matrix $H$ to $H_k$ with respect to a weighted Frobenius norm under the constraints that $H$ is symmetric and satisfies (1.184) yields the
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unique solution:

\[ H_{k+1} = V_k^T H_k V_k + \rho_k s_k s_k^T, \tag{1.185} \]

where

\[ s_k = x_{k+1} - x_k = \alpha_k p_k, \tag{1.186} \]
\[ y_k = \nabla f(x_{k+1}) - \nabla f(x_k), \tag{1.187} \]
\[ \rho_k = \frac{1}{y_k^T s_k}, \tag{1.188} \]
\[ V_k = I - \rho_k y_k s_k^T. \tag{1.189} \]

One could also define a BFGS algorithm based on \( B_k \) instead of \( H_k \). Using the Sherman-Morrison-Woodbury formula [26, Appendix] applied to (1.185), we obtain for the Hessian approximation \( B_{k+1} \):

\[ B_{k+1} = B_k - \frac{B_k s_k s_k^T B_k}{s_k^T B_k s_k} + \frac{y_k y_k^T}{y_k^T s_k}. \tag{1.190} \]

We refer to the Eqs. (1.185) and (1.190) as the BFGS updating formulae. Observe that if \( B_k \) is symmetric then the update formula guarantees that \( B_{k+1} \) will be too. For more details of the derivations above and for algorithm 3, we refer to [26, Chap. 6].

Algorithm 3: BFGS in \( \mathbb{R}^n \)

**Input:** Initial \( x_0 \), convergence tolerances \( \epsilon, \epsilon > 0 \), initial inverse Hessian approximation \( H_0 \);

\[ k \leftarrow 0 \]

while \( \|\nabla f_k\| > \epsilon \) and \( (f_k - f_{k+1})/\max(|f_k|, |f_{k+1}|, 1) > \epsilon \) do

\[ p_k \leftarrow -H_k \nabla f_k; \]

Compute \( \alpha_k \) using an appropriate line search;

\[ s_k \leftarrow \alpha_k p_k; \]

\[ x_{k+1} \leftarrow x_k + s_k; \]

\[ y_k \leftarrow \nabla f_{k+1} - \nabla f_k; \]

Compute \( H_{k+1} \) according to (1.185);

\[ k \leftarrow k + 1 \]

end

1.5.4.1 BFGS in Hilbert spaces

We now return to the problem of minimising the reduced functional:

\[ \min_{m \in \mathcal{M}} \tilde{J}(m) \tag{1.191} \]
where $\mathcal{M}$ is a Hilbert space with inner product $\langle \cdot, \cdot \rangle_{\mathcal{M}}$ and $\tilde{J}$ is assumed to be a twice continuously Fréchet-differentiable real-valued functional. The extension of the BFGS method to this situation simply requires careful attention to the appropriate application of this inner product. The quadratic model now becomes:

$$q_k(p) = \tilde{J}_k + y_k(p) + \frac{1}{2} B_k(p, p), \quad (1.192)$$

where $B_k \in \mathcal{L}(M, M^*)$ is invertible and $y_k = d\tilde{J}(m_k) \in M^*$. Note that we can consider functions in $\mathcal{L}(M, M^*)$ to have either one argument in $M$ and return values in $M^*$, or to have two arguments in $M$ and return values in $\mathbb{R}$. We will use whichever version is most applicable in a given circumstance. The linear and continuous operator $B_k$ is an approximation of the second Fréchet derivative of $\tilde{J}$. In order to find a $p_k$ such that

$$q_k(p_k) \leq q_k(p) \quad \forall p \in M, \quad (1.193)$$

it is necessary that

$$d q_k(p_k; \cdot) = y_k(\cdot) + B_k(p, \cdot) = 0. \quad (1.194)$$

This is typically referred to as the first order optimality condition. Therefore, the search direction we require is

$$p_k = -B_k^{-1}(y_k), \quad (1.195)$$

where $B_k^{-1} \in \mathcal{L}(M^*, M)$. The linearity and boundedness of $B_k^{-1}$ can be demonstrated as follows. For any $m, n \in M$, there are $m^*, n^* \in M^*$ such that $B_k^{-1}m^* = m$ and $B_k^{-1}n^* = n$. Using the linearity of $B_k$ yields

$$B_k(m + \gamma n) = B_k m + \gamma B_k n \quad (1.196)$$

$$\Leftrightarrow B_k(B_k^{-1}m^* + \gamma B_k^{-1}n^*) = m^* + \gamma n^* \quad \forall \gamma \in \mathbb{R}. \quad (1.197)$$

Applying $B_k^{-1}$ from the left-hand side shows that $B_k^{-1}$ is linear. Further, the open mapping theorem states that any surjective bounded linear operator between two Banach spaces is an open map, i.e. maps open sets onto open sets. Thus, for any $U \subset M$ open we have $(B_k^{-1})^{-1}(U) = B_k(U)$ open in $M^*$. Hence, $B_k^{-1}$ is continuous.

A symmetric rank two update that meets the secant condition is the Hilbert version of the BFGS formula (1.190), given by

$$B_{k+1}(m, n) = B_k(m, n) - \frac{B_k(s_k, m)B_k(s_k, n)}{B_k(s_k, s_k)} + \frac{y_k(m)y_k(n)}{y_k(s_k)}, \quad (1.198)$$

where the function arguments are $m, n \in M$. The updating formula corresponding to the approximation $H_{k+1}$ of the Hessian inverse in (1.185) is given by
\[ H_{k+1}(m^*) = H_k(m^*) - \frac{m^*(s_k)}{y_k(s_k)} H_k(y_k) - \frac{y_k(H_k(m^*))}{y_k(s_k)} s_k \]
\[ + \frac{m^*(s_k)y_k(H_k(y_k))}{(y_k(s_k))^2} s_k + m^*(s_k)s_k \]  
(1.199)
\[ = \left( \text{Id}_M - \frac{s_k}{y_k(s_k)} y_k \right) \left( H_k(m^*) - H_k(y_k) \frac{m^*(s_k)}{y_k(s_k)} \right) + m^*(s_k)s_k \]  
(1.200)
\[ = \left( \text{Id}_M - \frac{s_k}{y_k s_k} y_k \right) H_k \left( m^* - \frac{m^*(s_k)}{y_k(s_k)} y_k \right) + m^*(s_k)s_k \]  
(1.201)
\[ = \gamma_k^* (H_k (\gamma_k^*(m^*))) + m^*(s_k)s_k, \]  
(1.202)
where \( m^* \in M^* \) arbitrary and \( H_k \in \mathcal{L}(M^*, M) \). Here, \( \text{Id}_M : M \to \mathbb{M} \) is the identity operator on the space \( M \). Further, \( \gamma_k : \mathcal{L}(M^*, M) \) and \( \gamma_k^* : \mathcal{L}(M^*, M^*) \) are given by
\[ \gamma_k(m) = m - \frac{s_k}{y_k(s_k)} y_k(m), \]  
(1.204)
\[ \gamma_k^*(m^*) = m^* - \frac{m^*(s_k)}{y_k(s_k)} y_k, \]  
(1.205)
where \( m \in M \) and \( m^* \in M^* \) arbitrary.

Using the Riesz representation theorem, formula (1.198) can be written as
\[ B_{k+1}(m,n) = B_k(m,n) - \frac{\langle \mathcal{R}(B_k(s_k)), m \rangle_M \langle \mathcal{R}(B_k(s_k)), n \rangle_M}{\langle \mathcal{R}(B_k(s_k)), s_k \rangle_M} \]  
\[ + \frac{\langle \mathcal{R}(y_k), m \rangle_M \langle \mathcal{R}(y_k), n \rangle_H}{\langle \mathcal{R}(y_k), s_k \rangle_M}. \]  
(1.206)
Of course we are primarily interested in the case where \( H \) is finite-dimensional. In the particular case where \( M = \mathbb{R}^n \), we have \( \langle a, b \rangle_M = a^T b \) and \( \mathcal{R}(a) = a^T \). In this special case (1.206) is equivalent to (1.199). In contrast, if \( M \) is a finite dimensional subspace of, for example, \( H^1 \) or \( L^2 \) then (1.206) demands that the corresponding inner product is employed.

The question arises which algorithm among all Hilbert space BFGS versions, or equivalently, what inner product to choose for numerically solving an optimisation problem. Letting ourselves lead by the structure of the problem, it is natural to choose the inner product space that corresponds to the space of the optimisation controls. The same space should be the basis for any finite-dimensional numerical method.

It turns out that optimisation algorithms that do not respect the natural and correct inner product of the control space lead to mesh-dependent and generally suboptimal solutions. Chapt. 2 and Chap. 3 are dedicated to a deeper discussion of these phenomena.
1.5.4.2 Limited memory Hessian approximation

The inverse Hessian approximation, \( H_k \), introduced in the previous section for \( \mathbb{R}^n \) is a dense \( n \times n \) matrix. The storage of this matrix is impractical for all but the smallest problems. Fortunately, this is also unnecessary since only the action of this matrix is required. Instead, the sequence of vectors \( y_k \) and \( s_k \) can be stored, and \(-H_k \nabla f_k\) computed on the fly using the recursion formular for \( H_k \) without ever constructing the matrix. Of course this still requires an increasingly large number of vectors to be stored and the computation of the matrix action becomes increasingly expensive.

In contrast, [3] present an approach in which only information from the most recent iterations is stored. The justification for this approach, which is similar in character to restarted GMRES, is that the vectors essentially encode curvature information, and that the curvature information from the most recent iterations is likely to have the greatest impact on the Hessian behaviour of the current iteration [26, Sect. 7.2].

By repeated application of the BFGS formula (1.185), one can easily see that \( H_k \) is given recursively by

\[
H_k = (V_{k-1}^T \ldots V_{k-m}^T) H_{k-m} (V_{k-m} \ldots V_{k-1}) + \rho_{k-m} (V_{k-1}^T \ldots V_{k-m+1}^T) s_{k-m} s_{k-m}^T (V_{k-m+1} \ldots V_{k-1}) + \rho_{k-m+1} (V_{k-1}^T \ldots V_{k-m+2}^T) s_{k-m+1} s_{k-m+1}^T (V_{k-m+2} \ldots V_{k-1}) + \ldots + \rho_{k-2} V_{k-1}^T s_{k-2} s_{k-2}^T V_{k-1} + \rho_{k-1} s_{k-1} s_{k-1}^T,
\]

(1.207)

where \( 1 \leq m \leq k \) and \( H_{k-m} \) is the approximation of the Hessian inverse at the \((k-m)\)th iterate. The main idea of the limited BFGS method is now to replace \( H_{k-m} \) in (1.207) by some initialisation matrix \( \gamma_k I \) with \( \gamma_k > 0 \). The reader is referred to [3, Sect. 3] and [4, Sect. 3], for a more compact representation of \( H_k \) under further curvature conditions.

In a Hilbert space setting, (1.207) becomes
1.5 Optimisation methods

\[ H_k(m^*) = (\mathcal{V}_{k-1} \circ \ldots \circ \mathcal{V}_{k-m}) \left( H_{k-m}(\mathcal{V}_{k-m}^* \circ \ldots \circ \mathcal{V}_{k-1}^*(m^*)) \right) \]

\[ + \frac{\mathcal{V}_{k-1} \circ \ldots \circ \mathcal{V}_{k-m+1}}{y_k \cdot s_{k-m}} \left( s_{k-m} \cdot (\mathcal{V}_{k-m+1}^* \circ \ldots \circ \mathcal{V}_{k-1}^*(m^*)) (s_{k-m}) \right) \]

\[ + \frac{\mathcal{V}_{k-1} \circ \ldots \circ \mathcal{V}_{k-m+2}}{y_{k-m+1} \cdot s_{k-m+1}} \left( s_{k-m+1} \cdot (\mathcal{V}_{k-m+2}^* \circ \ldots \circ \mathcal{V}_{k-1}^*(m^*)) (s_{k-m+1}) \right) \]

\[ \vdots \]

\[ + \frac{\mathcal{V}_{k-1}}{y_{k-2} \cdot s_{k-2}} \left( s_{k-2} \cdot \mathcal{V}_{k-1}^*(m^*) (s_{k-2}) \right) \]

\[ + \frac{s_{k-1} \cdot m^*}{y_{k-1} \cdot s_{k-1}} \cdot \sum_{i=1}^{m^*} \log (c_i(m)), \quad (1.208) \]

where \( m^* \in M^* \) arbitrary.

### 1.5.5 Primal log-barrier interior point method

The concept of barrier methods for constrained optimisation relies on reformulating the constrained problem as a sequence of unconstrained problems. In that, a composite function is minimised which accounts both for the original objective function as well as the constraints. The interior point method used in 3.5 is closely related to the classical barrier interior point method summarised in [38], which is introduced in what follows. Consider the following inequality constrained nonlinear optimisation problem

\[
\min_{m \in M} \tilde{J}(m) \quad \text{subject to } c_i(m) \geq 0, \quad (1.209)
\]

where \( \tilde{J} : M \to \mathbb{R} \) and \( c_i : M \to \mathbb{R} \) for \( i = 1, \ldots, n \). The optimisation method introduced in the following aims on solving (1.209) iteratively by requiring their iterates to belong to the interior of the feasible region, i.e. to satisfy the inequality constraints strictly. For (1.209), we can define the so called logarithmic barrier functional \( \beta^\mu : M \to \mathbb{R} \) by

\[
\beta^\mu(m) = \tilde{J}(m) - \mu \sum_{i=1}^{n} \log (c_i(m)), \quad (1.210)
\]

where \( \mu > 0 \) is referred to as the barrier parameter. Note that the logarithmic terms are well-defined for \( c_i(m) > 0 \) but tend to infinity for \( c_i(m) \) approaching zero. Intuitively, for small \( \mu \) the minimum of \( \beta^\mu \) is close to a solution of (1.209). In the case \( H = \mathbb{R}^n \) and under sufficient optimality conditions on a minimiser \( \hat{m} \) of (1.209), one can show (38) that for a monotonically decreasing sequence of sufficiently
small values of $\mu$, there is a sequence $m_\mu$ of unconstrained minimisers of the barrier function (1.210) with

$$\lim_{\mu \to 0} m_\mu = \hat{m}. \quad (1.211)$$

Under appropriate smoothness assumptions, the sequence $\{x_\mu\}$ of points define a smooth curve and converges non-tangentially from the strict interior of the feasible region to the minimiser $\hat{m}$.

The Fréchet derivative of the logarithmic barrier functional with respect to $m \in H$ is given by

$$d\beta^\mu(m; \cdot) = d\tilde{J}(m; \cdot) - \sum_{i=1}^n \frac{\mu}{c_i(m)} dc_i(m; \cdot). \quad (1.212)$$

Using the product rule for differentiation, the barrier Hessian is computed as

$$d^{(2)}\beta^\mu(m; \cdot, \cdot) = d^{(2)}\tilde{J}(m; \cdot, \cdot) - \sum_{i=1}^n \frac{\mu}{c_i(m)} d^{(2)}c_i(m; \cdot, \cdot) \quad (1.213)$$

$$+ \sum_{i=1}^n \frac{\mu}{c_i^2(m)} dc_i(m; \cdot) \cdot dc_i(m; \cdot) \quad (1.214)$$

To compute the step $p_k \in H$ to move from a current iterate $m^k_\mu$ to $m^{k+1}_\mu$, i.e.

$$m^{k+1}_\mu = m^k_\mu + p_k, \quad (1.215)$$

we apply Newton’s method to the quadratic model of the barrier function. This leads to solving the so called primal Newton barrier equation

$$d^{(2)}\beta^\mu(m; p_k, \cdot) = -d\tilde{J}(m; \cdot) + \sum_{i=1}^n \frac{\mu}{c_i(m)} dc_i(m; \cdot). \quad (1.216)$$

Iterating this leads to an approximation of a stationary point of the barrier function (1.210). In the case $H = \mathbb{R}^n$ and under suitable differentiability assumption on $\beta^\mu$, it can be shown that $\{m^k_\mu\}$ indeed converges to a stationary point and thus satisfies the necessary conditions to minimise the barrier function.

### 1.6 Optimal control of the Poisson equation

In this section, the principle of PDE-constrained optimisation is illustrated with a simple and generic example. The problem chosen is the optimal control of a system constrained by the Poisson equation. Physically, this problem can be interpreted as finding the ideal heat source in order to translate the state of the system into a desired temperature profile. Mathematically, the problem is to minimise the following
tracking type functional

\[
\min_{m \in M} \frac{1}{2} \| u - d \|_{L^2(\Omega)}^2 + \frac{\alpha}{2} \| m \|_M^2,
\]

subject to the Poisson equation with Dirichlet boundary conditions given by

\[
-\Delta u = m \quad \text{in } \Omega
\]
\[
u = 0 \quad \text{on } \partial \Omega,
\]

where \( \Omega = [0, 1]^2 \), \( M = L^2(\Omega) \) or \( H^1(\Omega) \), \( u : \Omega \to \mathbb{R} \) is the unknown temperature, \( m \in M \) is the unknown control function acting as source term (\( m(x) > 0 \) corresponds to heating and \( m(x) < 0 \) corresponds to cooling), \( d \in L^2(\Omega) \) is the given desired temperature profile and \( \alpha \in [0, \infty) \) is a Tikhonov regularisation parameter. For a proof of existence and uniqueness of the solution, we refer to \[29\], Sect. 1.5. Using the formulation from 1.4, the objective functional for this problem is

\[
J(u, m) := \frac{1}{2} \| u - d \|_{L^2(\Omega)}^2 + \frac{\alpha}{2} \| m \|_M^2.
\]

An iterative approach towards a solution is achieved using methods introduced previously. In a first step, a solution \( u_0 \) to the PDE constraints for a given user-defined initial control \( m_0 \) is computed using finite elements. In a second step, the Fréchet derivative of the reduced functional \( \tilde{J} \) of \( J \) with respect to \( m_0 \) is computed using the adjoint approach. Using the derivative of \( \tilde{J} \), an optimisation method is then applied in a third step, producing a new, better control \( m_1 \). This procedure is then iterated until a convergence criterion is met.

Based on this approach, a numerical solution of (1.217) satisfying (1.218, 1.219) using linear Lagrange finite elements for both \( m \) and \( u \) can be computed. Results are shown in Fig. 1.7. The parameters for the problem are

\[
\Omega = [0, 1]^2,
\]
\[
d(x_1, x_2) = \frac{1}{2\pi^2} \sin(\pi x_1) \sin(\pi x_2),
\]
\[
\alpha = 10^{-6},
\]
\[
m_0 = 0.
\]

The underlying optimisation method is an implementation of the limited memory BFGS algorithm from Sect. 1.5.4 provided by Moola [28]. While many widely used optimisation packages assume that the problem is posed in \( \mathbb{R}^n \), this implementation respects the native structure of problems posed in arbitrary Hilbert spaces. In other words, the inner product native to the control space, is applied in the determination of search directions and convergence criteria. Respecting the inner products leads to mesh-independent convergence of the optimisation algorithm, which is explored in more detail in Chap. 2. For solving the finite element problem, the FEniCS frame-
work [23] was used. Similar to Firedrake, FEniCS enables the automated solution of differential equations. For an open access FEniCS tutorial we refer to [22]. Further, we made use of dolfin-adjoint [10] for the computation of adjoints. For the Python code used to produce the numerical solutions in this section, we refer to [33].

(a) $M = L^2$

(b) $M = H^1$

Fig. 1.7: Plots of $\hat{m}$ minimising (1.217) under the PDE-constraints (1.218, 1.219)
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Chapter 2
Mesh dependence in PDE-constrained optimisation

Computationally solving an optimisation problem on Hilbert spaces requires discretisation and the application of an optimisation method to the resulting finite dimensional problem. In this context, mesh-independent convergence of the optimisation algorithm means that, for a discretisation given on a sufficiently fine mesh, the number of iterations required to solve the optimisation problem to a given tolerance is bounded. Conversely, for a mesh dependent algorithm there exist arbitrarily fine meshes which will require an arbitrarily large number of iterations to achieve convergence.

As we will discuss in Sect. 2.1 employing a suitable inner product in the optimisation algorithm is a necessary condition for achieving mesh-independent convergence. However, many well-established continuous optimisation packages are not designed for function based optimisation and are hard-coded to apply the Euclidean ($\ell^2$) inner product (for example the MATLAB Optimization Toolbox [33], TAO [9], SNOPT [16], scipy.optimize [10][24] and IPOPT [25][42]). One can intuitively comprehend the inaccuracy in this practice for function based optimisation: since the inner product defines angles and distances, drawbacks in the convergence of optimisation methods using an inner product associated with a space different from the control space are to be expected. For example, this error manifests in suboptimal search directions. The optimisation methods introduced in Sect. 1.5 all evaluate the gradient of the objective functional at each iteration to determine the search direction. Such methods are therefore called gradient based. The representation of the derivative associated with the functional of interest is inner product dependent, which is an immediate consequence of the Riesz representation theorem. Applying optimisation packages which hard-code the $\ell^2$ inner product to problems posed over other Hilbert spaces therefore results in mesh dependent convergence rates. The emergence of inner product aware optimisation packages is recent [35][43]. Given the prevalence of $\ell^2$ optimisation packages, it is germane to attempt to quantify the extent of mesh dependence in optimisation problems. In other words, to what extent is mesh independence a mathematical nicety, and to what extent an essential component of an acceptable optimisation algorithm?
This chapter analyses mesh-dependent algorithms together with their associated performance loss. Representing the functional derivative with respect to the inner product induced by the continuous control space leads to mesh-independent convergence. This, in the opinion of the authors, motivates the use of optimisation methods allowing for problem-specific inner products.

In Sect. 2.1, we examine the existing work on mesh dependence. In the following Sect. 2.2 an analytic estimate is derived for the iteration count in the case of a simple and generic discretised optimisation problem. The system analysed is the steepest descent method applied to a finite element problem. The estimate is based on Kantorovich’s inequality and on an upper bound for the condition number of Galerkin mass matrices. Computational experiments are shown which validate the iteration number estimate. Sect. 2.3 presents similar numerical results for a more complex optimisation problem constrained by a partial differential equation. The experiments performed explore mesh-dependent convergence based on uniform and non-uniform mesh refinement including randomly refined meshes.

2.1 Literature overview

Considerable contributions considering mesh independence properties have been achieved for Newton methods. For many of those algorithms it has been possible to establish so called mesh independence principles. That is, for sufficiently small mesh size and under conditions closely related to assumptions guaranteeing convergence of the discretised algorithm, the method is mesh-independent. The proof of the mesh independence principle in [41] is mainly based on [3], which establishes a mesh independence principle for Newton’s method on a large class of operator equations and discretisations. Before [41], this result has only been proved for particular classes of boundary value problems [2, 4], which are then used to design mesh refinement schemes [1, 2, 34]. The result from [3] is extended to nonlinear operator equations and their discretisations for merely Hölder continuous operators in [7]. Another extension of [3] to norm constrained Gauss Newton methods is proved in [19]. In [11], the uniform Lipschitz conditions required in [3] are weakened, and an asymptotic version of the mesh independence principle is established. The result is based on a new Newton-Mysovskii theorem in affine invariant formulation. A mesh independence principle for generalised Newton methods for a class of semi-smooth operator equations and a class of control constrained optimal control problems is introduced in [22]. Further, [5] establishes a mesh independence principle for Newton’s method applied to stable and consistent discretisations of generalised operator equations. The results are applied to control constrained optimal control problems for ODEs. Mesh independence for Newton’s method applied to discretised variational inequalities or generalised equations is proved in [12] under weaker conditions than in [5]. mesh independence conditions that are easier to check in applications than those in [5] are introduced in a subsequent paper [6]. Based on that mesh independence is shown for a Lagrange Newton method applied
to a nonlinear optimal control problem. A further mesh independence result for a class of unconstrained optimal control problems and the BFGS method in Hilbert spaces is proved in [28]. The same authors present a mesh independence principle for discretisations of optimal control problems and gradient projection method based on a condition on the convergence of gradients is proved in [27]. In [40] the concept of semismoothness is generalised from finite dimensions to non-smooth superposition operators in Banach spaces. The results hold for the large class of function based nonlinear complementarity problems. Based on the semismoothness results, a Newton-type method applied to non-smooth infinite-dimensional operator equations is developed, assuring mesh-independent convergence of the solution to the discretised problem.

Results on mesh independence have been further achieved based on well chosen refinement strategies. Under local smoothness conditions, a mesh refinement scheme relating coarse and fine mesh sizes guaranteeing mesh-independent convergence of Newton-type methods is discussed in [8]. In [26] it is studied how the local convergence behaviour of quasi-Newton methods in infinite dimensional formulation is affected by the refinement strategy. A similar result is achieved in [18] for the Gauss-Newton method.

Recent work on mesh-independent algorithms for PDE-constrained problems may be summarised as follows. [21] introduces first and second order optimisation algorithms for PDE-constraint optimisation that are inner product aware. Additionally to iterative solution approaches, a one-shot SQP method is introduced. In contrast with iterative methods, one-shot methods solve the underlying PDE simultaneously with the optimisation problem, thereby avoiding the repeated solution of the forward model. One-shot methods are beyond the scope of this book, but the interested reader is referred to [38, 39]. In [41] an augmented Lagrangian SQP method for unconstrained optimal control problems with possibly nonlinear state equations in Hilbert spaces is proposed, for which a mesh independence principle is proved.

Mesh independence properties which rely on the finite element discretisations of the continuous problem have been derived in the literature. [23] develops a mesh-independent bi-directional evolutionary structural optimisation method for topology optimisation. Based on finite element discretisation, a mesh independence filter using nodal variables is introduced that determines the addition of elements and the removing of structural details below a particular length scale. Further recent work on mesh independence in finite element methods focusses on achieving this characteristic in the solution of the primary finite element problem [17, 29, 32]. This is, in fact, very closely related to the problem considered here: solving the finite element problem amounts to minimising an appropriate norm of the residual, and the task of mapping the residual gradient from the dual space back into the primal function space is similar to employing the correct inner products in calculating updates for the optimisation problem.

[29] derives bounds for the condition number of finite element operator matrices based on the structure that the discretisation inherits from the underlying continuous Hilbert space. The condition number depends on the underlying discretisation due to a non-isometric embedding of the operator into Euclidean space. Spectral
bounds that are independent of the finite element subspace (that is in particular of the mesh) are achieved by applying the Riesz map as preconditioner. This abstract preconditioning principle transfers directly to the problem considered here: mesh-independent convergence requires that the Fréchet derivative of the objective functional, which defines the search direction in the optimisation, is represented with respect to the correct Hilbert space. This is equivalent to employing an $\ell^2$ representation and preconditioning with the Riesz map. In the case of the Hilbert space $L^2$, the Riesz map of the discretised problem is the inverse of the Galerkin mass matrix.

More generally, [17] shows that the choice of a preconditioner is equivalent to the choice of an inner product on the underlying space. That work investigates the dependence of conjugate gradient and MINRES methods in Hilbert spaces on the underlying scalar product. In finite dimensions, the naturally induced scalar product is related to every other inner product by the application of a positive definite matrix. The Riesz map preconditioner corresponds to an application of that matrix’s inverse. For $L^2$, this is once again the inverse of the Galerkin mass matrix.

[17, 29, 32] state conditions under which mesh dependence can be avoided, rather than discussing the drawbacks of the opposite. Considering that many well-established optimisation packages assume that the problem is formulated in Euclidean space, in what follows we instead investigate of the magnitude of the resulting performance loss.

2.2 A generic optimisation problem

In this section, we study the finite element discretisation of a generic optimisation problem formulated in a Hilbert function space. If we solve this problem using the steepest descent method with respect to the $\ell^2$ inner product, the convergence rate is mesh-dependent. For this situation we analytically derive an iteration number estimate that reveals that the number of iterations is polynomial in the ratio between the largest and smallest directional element sizes of the mesh. Conversely, if the optimisation is conducted in the inner product induced by the Hilbert space, the optimisation converges in exactly one iteration, independently of the computational mesh employed. Numerical experiments confirm the analytical estimate in the special case of the Hilbert space $L^2$. The results from this section are based on [36].

2.2.1 Formulation

In order to discuss how the choice of the inner product for the representation of the functional derivative impacts upon the convergence of the optimisation with respect to the underlying discretisation, it is helpful to consider an example as simple as possible while maintaining the essential features of the problem. While such an optimisation problem is an exemplar, it suggests similar dependence on the inner
product and the discretisation for more complex optimisation problems, including those with PDE constraints. Consider the minimisation problem,

\[
\min_{u \in H} \alpha \langle u, u \rangle_H + \beta \langle u, v \rangle_H + \gamma,
\]

(2.1)

where \( \alpha > 0, \beta, \gamma \in \mathbb{R} \) and \( v \in H \). Further, \( H \subset \{ u : \Omega \to \mathbb{R} \} \), with bounded domain \( \Omega \subset \mathbb{R}^n \) and \( n \in \mathbb{N} \), is a Hilbert Sobolev space, i.e. \( H = W^{k,2}(\Omega) \) with \( k \in \mathbb{N} \). The derivation of the steepest descent iteration count estimate for (2.1) can be reduced to the consideration of the simple optimisation problem

\[
\min_{u \in L^2(\Omega)} \left\{ f(u) = \frac{1}{2} \langle 1 - u, 1 - u \rangle_{L^2} \right\},
\]

(2.2)

where \( \langle \cdot, \cdot \rangle_{L^2} \) denotes the inner product of the space \( L^2 := L^2(\Omega) \). This simplification is justified by the common finite element approach and the quadratic structure of both discretisations. Details are found later on. It is easy to see that (2.2) is well posed, with \( u \equiv 1 \) as the unique solution.

In the subsequent sections we consider the solution of (2.2) using the steepest descent algorithm with exact line search and the finite element method. In doing so, two approaches are compared: In the first the continuous formulation of \( f \) in (2.2) is employed in order to compute the gradient used for the optimisation method, and then the finite element discretisation is applied. In the second, the discretisation is performed first, whereupon the gradient is computed with respect to the \( \ell^2 \) inner product of the coefficient vectors. We will see that the formulation used in the second approach is mesh-dependent by a scaling of the local finite element mass matrix. Results of the optimisation procedure using both approaches are compared for non-uniform meshes.

### 2.2.2 Finite element discretisation

Let us assume that the domain \( \Omega \) is polygonal and that \( \mathcal{T}_h \) is a triangulation of \( \Omega \) in the sense of 1.1.1.6. Let \( \mathcal{P}^m(\mathcal{T}_h) \subset L^2(\Omega) \) denote the associated Lagrangian finite element space of order \( m \in \mathbb{N} \). For simplicity, we write \( \mathcal{P}^m = \mathcal{P}^m(\mathcal{T}_h) \). Any \( u \in \mathcal{P}^m \) can be expressed by a set of basis functions \( \{ \varphi_1, \ldots, \varphi_d \} \) of \( \mathcal{P}^m \) and coefficients \( u_1, \ldots, u_d \in \mathbb{R} \) as

\[
u = \sum_{i=1}^d u_i \varphi_i.
\]

(2.3)

Applying this finite element discretisation to the argument in \( f \) from (2.2) leads to
\[ f(u) = \int_{\Omega} \frac{1}{2} \left( 1 - u(x) \right)^2 \, dx \]  \hspace{1cm} (2.4)

\[ = \frac{1}{2} \int_{\Omega} \left( \sum_{i=1}^{d} (1 - u(x)) \phi_i(x) \right)^2 \, dx \]  \hspace{1cm} (2.5)

\[ = \frac{1}{2} \sum_{i,j=1}^{d} (1 - u_i)(1 - u_j) \int_{\Omega} \phi_i(x) \phi_j(x) \, dx , \]  \hspace{1cm} (2.6)

where we used the fact that
\[ \sum_{i=1}^{d} \phi_i = 1. \]  \hspace{1cm} (2.7)

Given the mass matrix \( M \) with \( M_{ij} := \int_{\Omega} \phi_i \phi_j \, dx \), the finite element discretised version of the original optimality problem (2.2) can be expressed as
\[ \min_{u \in \mathcal{P}^m} f(u) = \min_{u \in \mathbb{R}^d} \left\{ f(u) = \frac{1}{2} (1 - u)^T M (1 - u) \right\} , \]  \hspace{1cm} (2.8)

where \( u = (u_1, \ldots, u_d), 1 = (1, \ldots, 1) \in \mathbb{R}^d \). Here, we identified \( f|_{\mathcal{P}^m} \) with the function
\[ u \mapsto \frac{1}{2} (1 - u)^T M (1 - u). \]  \hspace{1cm} (2.9)

This makes sense since for any \( u \in \mathcal{P}^m \) there is a unique \( u \in \mathbb{R}^d \) such that (2.3) holds true.

### 2.2.3 Iteration count using \( L^2 \) inner product

In order to solve problem (2.2) in its continuous form, we apply the steepest descent method while representing the gradient according to the Riesz representation theorem with respect to the \( L^2 \) inner product. Initialised by \( u_0 \in L^2(\Omega) \), the first iterate \( u_1 \) is given by \( u_1 = u_0 - \alpha \mathcal{R}_{L^2} \left( df(u_0) \right) \), where \( \mathcal{R}_{L^2} \left( df(u_0) \right) \) denotes the Riesz representer of the first Fréchet derivative \( df(u_0) \) in \( L^2 \). We compute \( df(u) \in \mathcal{L}(L^2, \mathbb{R}) \) as
\[ df(u; v) = -\frac{1}{2} \left( \langle v, 1 - u \rangle_{L^2} + \langle 1 - u, v \rangle_{L^2} \right) \]  \hspace{1cm} (2.10)

\[ = -(1 - u, v)_{L^2} \quad \forall v \in L^2(\Omega), \]  \hspace{1cm} (2.11)

where we used the symmetry of \( \langle \cdot, \cdot \rangle_{L^2} \). Hence,
\[ \mathcal{R}_{L^2} (df(u)) = -(1 - u). \]  \hspace{1cm} (2.12)
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The second Fréchet derivative \( d^{(2)} f(u) \in \mathcal{L}(L^2, \mathcal{L}(L^2, \mathbb{R})) \) is given by

\[
d^{(2)} f(u; v, w) = \langle v, w \rangle_{L^2} \quad \forall v, w \in L^2(\Omega).
\] (2.13)

For any \( n > 2 \), we find \( d^{(n)} f(u) = 0 \). Applying Taylor’s theorem for function spaces at \( u_1 = u_0 - \alpha \mathcal{R}(df(u_0)) \) using (2.12) yields

\[
f(u_1) = f(u_0) - \alpha d f(u_0) + \frac{1}{2} \alpha^2 d^{(2)} f(u_0, \mathcal{R}_{L^2}(df(u_0))) + \mathcal{R}_{L^2}(df(u_0), \mathcal{R}_{L^2}(df(u_0)))
\] (2.14)

\[
= \left( \frac{1}{2} - \alpha + \frac{1}{2} \alpha^2 \right) \| 1 - u_0 \|^2_{L^2}.
\] (2.15)

One easily computes that the minimum of \( f(u_1) \) is found for \( \alpha^* = 1 \), i.e. \( \alpha^* \) is the step size of an exact line search, and \( u_1 \equiv 1 \). Hence, the solution of the optimality problem (2.2) is found after one steepest descent iteration, independently of the initial \( u_0 \in L^2(\Omega) \). This still holds for the finite element discretised version (2.8) of problem (2.2). This can be seen from the fact that for any \( u_0 = \sum_{i=1}^{d} u_{0,i} \phi_i \in P_m \) it holds

\[
\mathcal{R}_{L^2}(df(u_0)) = u_0 - 1 = \sum_{i=1}^{d} (u_{0,i} - 1) \cdot \phi_i,
\] (2.17)

and thus equals the interpolated \( L^2 \) represented derivative of \( f \) at \( u_0 \). Hence, the first steepest descent iterate for the discretised optimisation problem (2.8) equals the constant function 1, which is the optimum.

It may be noted that the evaluation of the functional derivative with respect to the appropriate inner product generally requires the solution of a linear system. Let the finite element discretisation of some \( g : L^2(\Omega) \to \mathbb{R} \) be given by

\[
g(u) = \frac{1}{2} u^T A u.
\] (2.18)

Then, the appropriate derivative is computed as

\[
\mathcal{R}_{L^2} (dg(u)) = M^{-1} A u,
\] (2.19)

where \( M^{-1} \) denotes the inverse of the mass matrix. To solve (2.19) one needs to solve the linear system of the form \( M v = A u \).
2.2.4 Iteration count estimate using the $\ell^2$ inner product

In this section, an iteration count estimate is derived for the steepest descent method using gradients with respect to the $\ell^2$ inner product, computed based on the finite element discretised version (2.8) of the optimality problem (2.2). Since $M$ is symmetric, one computes

$$
\langle -M(1-u), v \rangle_{\ell^2} = \langle -M(1-u), v \rangle_{\ell^2}, \quad \forall v \in \mathbb{R}^d,
$$

(2.20)

where $\langle \cdot, \cdot \rangle_{\ell^2}$ denotes the $\ell^2$ inner product, i.e.

$$
\langle u, v \rangle_{\ell^2} = u^T v = \sum_{i=1}^d u_i v_i
$$

for any $u, v \in \mathbb{R}^d$. Thus

$$
R_{\ell^2}(d f(u)) = \nabla f(u) = -M(1-u).
$$

(2.21)

Notice that $R_{\ell^2}(d f)$ differs from $R_{L^2}(d f)$ in (2.12) by the multiplication of the mass matrix $M$. Since $M$ reflects the structure of the underlying mesh, that is, the spatial distribution of elements and their sizes, it is expected that the convergence of the steepest descent method using $R_{\ell^2}(d f)$ is mesh-dependent.

Using (2.21), the $(k+1)$th iterate of the steepest descent method is given by

$$
u_{k+1} = u_k + \alpha_k M(1-u_k).$$

In order to minimise

$$
\frac{1}{2} \left(1 - (u_k + \alpha_k M(1-u_k))\right)^T M \left(1 - (u_k + \alpha_k M(1-u_k))\right),
$$

(2.22)

with respect to $\alpha_k$, we set $\frac{\partial f}{\partial \alpha_k}(u_{k+1}) = 0$ such that

$$
\alpha_k = \frac{(1-u_k)^T M^2(1-u_k)}{(1-u_k)^T M^2(1-u_k)}.
$$

(2.23)

Note that the Hessian of $f$ equals $M$. Considering the second derivative of $f(u_{k+1})$ with respect to $\alpha_k$ and using the fact that mass matrices are positive definite shows that $\alpha_k$ as given in (2.23) is the unique minimiser, i.e. $\alpha_k$ is the step size of an exact line search.

Using steepest descent with exact line search on a strongly convex quadratic function, we may apply Kantorovich’s lemma from [31, Sect. 8.6]. The lemma provides an recursive error estimate in $f$ at the $k^{th}$ iterate with respect to the condition number $\kappa(M)$ of $M$. Since $M$ is normal, its condition number is given by

$$
\kappa(M) = \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}},
$$

(2.24)

where $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$ denote the maximum and minimum eigenvalues of $M$, respectively. Applying the Lemma of Kantorovich yields
2.2 A generic optimisation problem

\[ f(\mathbf{u}_k) - f(\mathbf{u}^*) \leq \left( \frac{\kappa(M) - 1}{\kappa(M) + 1} \right)^2 \left( f(\mathbf{u}_{k-1}) - f(\mathbf{u}^*) \right) \]

\[ \leq \ldots \]

\[ \leq \left( \frac{\kappa(M) - 1}{\kappa(M) + 1} \right)^{2^k} \left( f(\mathbf{u}_0) - f(\mathbf{u}^*) \right) \]

\[ = \left( \frac{\kappa(M) - 1}{\kappa(M) + 1} \right)^{2^k} f(\mathbf{u}_0), \]

(2.25)

(2.26)

(2.27)

where \( \mathbf{u}^* = (1, \ldots, 1) \in \mathbb{R}^d \) is the optimal value such that \( f(\mathbf{u}^*) = 0 \). It is noted that Kantorovich’s estimate is actually valid for the steepest descent solution to (2.1) for any Hilbert space \( H \) and its subspaces. Thus, in particular not only for finite element discretisations.

An obvious question is how to determine \( \kappa(M) \) from the underlying discretisation of the domain. Corollary 1 of [14] gives an upper bound for the condition number of mass matrices depending on the minimum and maximum eigenvalues of their local mass matrices. Let \( M_K \) be the local mass matrix associated with element \( K \), and let \( \lambda_{max}^{M_K} \) and \( \lambda_{min}^{M_K} \) denote the maximum and minimum eigenvalues of \( M_K \), respectively. Applying the estimate to \( M \), we obtain

\[ \kappa(M) \leq p_{max} \max_K \frac{\lambda_{max}^{M_K}}{\lambda_{min}^{M_K}}, \]

(2.28)

where \( p_{max} \) is the maximum number of elements around any nodal point. In order to determine \( \lambda_{max}^{M_K} \) and \( \lambda_{min}^{M_K} \), respectively, we consider the bijective transformation \( T_K \) from a reference element \( \hat{K}, \hat{\mathcal{P}} = \{ \psi_1, \ldots, \psi_p \}, \hat{\mathcal{N}} = \{ \hat{N}_1, \ldots, \hat{N}_p \} \) to the local element \( (K, \mathcal{P}^K = \{ \phi^K_1, \ldots, \phi^K_p \}, \mathcal{N}^K = \{ N^K_1, \ldots, N^K_p \}) \), where \( \phi^K_i \circ T_K = \psi_i \). Let us assume affine transformations, i.e.

\[ T_K : \hat{K} \rightarrow K \]

\[ x \mapsto J_Kx + y_K, \]

(2.29)

for \( J_K \in \mathbb{R}^{n \times n} \) invertible and \( y_K \in \mathbb{R}^n \). Applying singular value decomposition to the Jacobian matrix \( J_K \) of the transformation \( T_K \), there are unitary \( U, V \in \mathbb{R}^{n \times n} \) such that

\[ J_K = U H_K V, \]

(3.30)

where \( H_K \in \mathbb{R}^{n \times n} \) is a diagonal matrix with positive real numbers \( h^K_1, \ldots, h^K_n \) on the diagonal. Thus,

\[ |\det(J_K)| = |\det(H_K)| = h^K_1 \cdot \ldots \cdot h^K_n. \]

(2.31)

The factors \( h^K_1, \ldots, h^K_n \) describe the scaling of lengths in orthogonal directions between reference element \( \hat{K} \) and local element \( K \), respectively. Using the transforma-
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Theorem, an entry \( \mu^K_{lm} \) with \( l, m = 1, \ldots, p \) of the local mass matrix \( M_K \) associated with element \( K \) can therefore be written as

\[
\mu^K_{lm} = \int_K \phi^K_l(x) \phi^K_m(x) \, dx
\]  
(2.32)

\[
= \int_K \phi^K(T_k(\xi)) \phi^K_m(T_k(\xi)) |\det(J_K)| \, d\xi
\]  
(2.33)

\[
= h^K_1 \cdot \ldots \cdot h^K_n \int_K \psi_l(\xi) \psi_m(\xi) \, d\xi
\]  
(2.34)

\[
= h^K_1 \cdot \ldots \cdot h^K_n \cdot \tilde{\mu}_{lm}.
\]  
(2.35)

Consequently, the local mass matrix \( M_K \) has the form

\[
M_K = h^K_1 \cdot \ldots \cdot h^K_n \hat{M},
\]  
(2.36)

where \( \hat{M} = (\hat{\mu}_{lm})_{l,m=1,\ldots,p} \) is the mass matrix associated with the reference element \( \hat{K} \). Hence, the eigenvalues of \( M_K \) are proportional to the eigenvalues of \( \hat{M} \), with proportionality factor equal to \( h^K_1 \cdot \ldots \cdot h^K_n \). Note that the matrix \( \hat{M} \) is independent of the underlying element \( K \).

Let \( \lambda_{\hat{M}}^{\text{max}} \) and \( \lambda_{\hat{M}}^{\text{min}} \) denote the largest and smallest eigenvalues of \( \hat{M} \), respectively. The estimate (2.28) can now be written as

\[
\kappa(M) \leq p_{\text{max}} \frac{\lambda_{\hat{M}}^{\text{max}}}{\lambda_{\hat{M}}^{\text{min}}} \frac{\max \left\{ \prod_{i=1}^n h^K_i : K \right\}}{\min \left\{ \prod_{i=1}^n h^K_i : K \right\}}
\]  
(2.37)

\[
\leq p_{\text{max}} \frac{\lambda_{\hat{M}}^{\text{max}}}{\lambda_{\hat{M}}^{\text{min}}} \prod_{i=1}^n \frac{\max_K h^K_i}{\min_K h^K_i}.
\]  
(2.38)

Due to the role of \( h^K_1, \ldots, h^K_n \) as scaling factors of the element \( K \) relative to the reference element \( \hat{K} \) in orthogonal directions, the expression

\[
\max \left\{ \prod_{i=1}^n h^K_i : K \right\} / \min \left\{ \prod_{i=1}^n h^K_i : K \right\}
\]  
(2.39)

may be considered as a measure of non-uniformity in the mesh.

In the particular case where the maximum and minimum of the scaling factors \( h^K_i \) in orthogonal directions coincide for \( i = 1, \ldots, n \), we may set \( h_{\text{max}} := \max_K h^K_i \) and \( h_{\text{min}} := \min_K h^K_i \) for any \( i \), respectively, such that (2.38) simplifies to

\[
\kappa(M) \leq p_{\text{max}} \frac{\lambda_{\hat{M}}^{\text{max}}}{\lambda_{\hat{M}}^{\text{min}}} \left( \frac{h_{\text{max}}}{h_{\text{min}}} \right)^n.
\]  
(2.40)
Assuming that the underlying mesh contains significant non-uniformity, i.e. $h_{\text{max}}/h_{\text{min}} \gg 1$, the following approximation holds true:

$$\log \left( \frac{p_{\text{max}} \frac{M_{\text{max}}}{M_{\text{min}}} \left( \frac{h_{\text{max}}}{h_{\text{min}}} \right)^n - 1}{p_{\text{max}} \frac{M_{\text{max}}}{M_{\text{min}}} \left( \frac{h_{\text{max}}}{h_{\text{min}}} \right)^n + 1} \right) = \sum_{v=1}^{\infty} \frac{(-1)^v}{v} \left( \frac{p_{\text{max}} \frac{M_{\text{max}}}{M_{\text{min}}} \left( \frac{h_{\text{max}}}{h_{\text{min}}} \right)^n - 1}{p_{\text{max}} \frac{M_{\text{max}}}{M_{\text{min}}} \left( \frac{h_{\text{max}}}{h_{\text{min}}} \right)^n + 1} \right)^v$$

($2.41$)

$$= \sum_{v=1}^{\infty} -2^v \cdot \left( \frac{p_{\text{max}} \frac{M_{\text{max}}}{M_{\text{min}}} \left( \frac{h_{\text{max}}}{h_{\text{min}}} \right)^n + 1}{p_{\text{max}} \frac{M_{\text{max}}}{M_{\text{min}}} \left( \frac{h_{\text{max}}}{h_{\text{min}}} \right)^n - 1} \right)^v$$

($2.42$)

$$\approx -2 \cdot \left( \frac{p_{\text{max}} \frac{M_{\text{max}}}{M_{\text{min}}} \left( \frac{h_{\text{max}}}{h_{\text{min}}} \right)^n + 1}{p_{\text{max}} \frac{M_{\text{max}}}{M_{\text{min}}} \left( \frac{h_{\text{max}}}{h_{\text{min}}} \right)^n - 1} \right).$$

($2.43$)

Setting (2.27) smaller or equal to $\varepsilon$, one then obtains

$$k \geq -\frac{1}{4} \log \left( \frac{\varepsilon}{f(u_0)} \right) \cdot \left( \frac{p_{\text{max}} \frac{M_{\text{max}}}{M_{\text{min}}} \left( \frac{h_{\text{max}}}{h_{\text{min}}} \right)^n + 1}{p_{\text{max}} \frac{M_{\text{max}}}{M_{\text{min}}} \left( \frac{h_{\text{max}}}{h_{\text{min}}} \right)^n - 1} \right) =: \hat{k}.$$  

($2.44$)

Thus, after $\hat{k}$ iterations the error of the steepest descent method is smaller or equal to $\varepsilon$. Careful interpretation of this result yields that an iteration number satisfying that the associated error is smaller or equal to $\varepsilon$ is at most polynomial in the ratio between largest and smallest directional element size of order equal to the domain dimension $n$. The subsequent numerical simulations show that this dependency is also observed numerically.

### 2.2.4.1 Remark

The simplification of considering (2.2) instead of (2.1) in the context of deriving (2.44) demands some justification. With the notation used above, discretising

$$\alpha \langle u, u \rangle_H + \beta \langle u, v \rangle_H + \gamma,$$

($2.45$)

using finite elements leads to

$$\alpha \sum_{i,j=1}^{d} u_i u_j \langle \varphi_i, \varphi_j \rangle_H + \beta \sum_{i,j=1}^{d} u_i v_j \langle \varphi_i, \varphi_j \rangle_H + \gamma = \alpha u^T M_H u + \beta u^T M_H v + \gamma,$$

($2.46$)

where $v_1, \ldots, v_n$ are the coefficients of the interpolant $\mathcal{I}(v) = \sum_{i=1}^{n} v_i \varphi_i$ of $v \in H$, and $M_H = ((\varphi_i, \varphi_j)_H)_{i,j}$. In the special case of $H = L^2([0,1])$, $M_H$ coincides with the Galerkin mass matrix $M$. Since adding constants does not change the solution of
an optimisation problem, minimising the right hand side of (2.46) is equivalent to minimising

\[ \frac{1}{2} u^T \tilde{M}_H u + u^T \tilde{v}, \]  

(2.47)

where \( \tilde{M}_H = 2\alpha M_H \) and \( \tilde{v} = \beta M_H v \). Analogously, minimising (2.47) is equivalent to minimising

\[ \frac{1}{2} u^T \tilde{M}_H u + u^T \tilde{v} + \frac{1}{2} u^T \tilde{M}_H u^* = \frac{1}{2} (u - u^*)^T \tilde{M}_H (u - u^*), \]  

(2.48)

where \( u^* \) is the optimal solution, for which obviously \( \tilde{M}_H u^* = -\tilde{v} \). Since Kantorovich’s inequality is valid for any \( u^* \) and the estimate in (2.25) depends only on the condition number of the Hessian matrix of the quadratic problem, one may conclude that the iteration count estimate is valid for minimising (2.48) in the same way as for the minimisation of

\[ \frac{1}{2} (u - 1)^T \tilde{M}_H (u - 1). \]  

(2.49)

We need to show that (2.44) applies for \( \tilde{M}_H \) just as it does for \( M \). For brevity we write substitute \( \tilde{M}_H \) for \( M \). Let \( \langle \cdot, \cdot \rangle_{H(K)} \) and \( \langle \cdot, \cdot \rangle_{H(\hat{K})} \) be defined as the inner products of the same integral type as \( H \), with integration domains equal to \( K \) and \( \hat{K} \), respectively. The local finite element matrix \( M_{H,K} \) corresponding to \( M_H \) is then given by the entries

\[ \mu_{lm}^{H,K} = 2\alpha \cdot \langle \phi^K_l, \phi^K_m \rangle_{H(K)}, \]  

(2.50)

where \( \phi^K_l \) with \( l = 1, \ldots, p \) denote the local basis functions associated with element \( K \). In a manner analogous to the proof of [14, Theorem 1], one can show that the condition number estimate (2.28) holds true for \( M_H \), i.e.

\[ \kappa(M_H) \leq p_{\max} \frac{\lambda_{\max}^{M_{H,K}}}{\lambda_{\min}^{M_{H,K}}}. \]  

(2.51)

A similar upper bound can be obtained for the Hilbert space \( H = H^1_0(\Omega) \) (which we excluded in our initial consideration) with \( \langle u, v \rangle_H := \int_\Omega \nabla u \nabla v \, dx \). In that case, \( M_H = S \) is the stiffness matrix, i.e.

\[ S_{ij} := \int_\Omega \nabla \phi_i \nabla \phi_j \, dx. \]  

(2.52)

Thus, it might be that \( \min_K \lambda_{\min}^{M_{H,K}} = 0 \) such that (2.51) becomes trivial. Let for instance \( H = H^1_0([0, 1]) \), \( \langle u, v \rangle_H := \int_0^1 u'(x)v'(x) \, dx \) and linear continuous Lagrange finite elements. The reference basis functions are given by \( \phi_1(x) = x \) and \( \phi_2(x) = 1 - x \). Thus,
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\[ S = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}, \quad (2.53) \]

which has eigenvalues \{0, 2\}. In such situations, [14, Theorem 3] is very useful since it provides a non-trivial upper bound as

\[ \kappa(S) \leq \rho^\max \frac{\max_{K} \lambda^S_{\max}}{\lambda_1 \min_{K} \lambda^M_{\min}}, \quad (2.54) \]

where \( \lambda_1 \) is the smallest eigenvalue of the negative Laplacian from the boundary value problem

\[ -\Delta u = \lambda u \quad \text{on} \quad \Omega \\
\quad u = 0 \quad \text{on} \quad \partial \Omega. \quad (2.55) \]

Following [20], \( \lambda_1 \) can be expressed as

\[ \lambda_1 = \inf_{u \in H^1_0(\Omega), u \neq 0} \frac{\int_{\Omega} |\nabla u(x)|^2 dx}{\int_{\Omega} u^2(x) dx} > 0. \quad (2.56) \]

For the simple case of \( \Omega = [0, 1] \), the general solution of (2.55) is easily derived as \( u(x) = \sin(\sqrt{\lambda} x) \). Hence, \( \lambda_1 = \pi^2 \).

The reference finite element matrix \( \hat{M}_H \) corresponding to \( M_H \) is given by the entries

\[ \hat{\mu}_{lm}^H = 2\alpha \cdot \langle \psi_l, \psi_m \rangle_{H(K)}, \quad (2.57) \]

where \( \psi_l \) with \( l = 1, \ldots, p \) denote the basis functions associated with the reference element \( \hat{K} \). Since the inner products are of integral type, the transformation theorem applies, analogously to (2.32)-(2.35), for the mapping from the reference element to the local element, i.e.

\[ \hat{\mu}_{lm}^{H,K} = 2\alpha \cdot \langle \phi_l, \phi_m \rangle_{H(K)} \]
\[ = 2\alpha \cdot h^K \cdots h^K \langle \phi_l, \phi_m \rangle_{H(K)} \]
\[ = h^K_1 \cdot \cdots \cdot h^K_n \hat{\mu}_{lm}^H \quad (2.58-2.60) \]

Since the remaining derivation does not change, it is easy to see that formula (2.44) is valid for the finite element discretised version of (2.1), when \( f(u_0) \) is replaced by \( f(u_0) - f(u^*) \), and \( \lambda^M_{\max}, \lambda^M_{\min} \) are replaced by \( \lambda^M_{\max}, \lambda^M_{\min} \), respectively.
2.2.5 Numerical experiments

This section verifies the iteration count estimates by solving the optimisation problem (2.2) numerically. The following simulations were performed using the FEniCS automated finite element system [30] and the optimisation framework dolfin-adjoint [13, 15].

The first experiment investigates the number of optimisation iterations required to solve (2.2) under non-uniform mesh refinement. The meshes are constructed iteratively: the \((r + 1)\)-times refined mesh is derived from the \(r\)-times refined mesh by doubling the mesh resolution at the boundary of the \(r\)-times refined mesh. That way, \(h_{\text{max}}/h_{\text{min}}\) doubles after every refinement. Figure (2.1) shows the evolution of iteration numbers for the \(\ell^2\) gradient representation with respect to \(h_{\text{max}}/h_{\text{min}}\) using linear Lagrange elements in one, two and three dimensions, and their corresponding analytical iteration count estimates. All optimisations started at an initial control value of \(u = 0\). The results confirm the polynomial dependency between iteration number and \(h_{\text{max}}/h_{\text{min}}\) in the estimate (2.44). Analogous dependencies were found for other and higher order finite elements implemented, emphasising that the iteration number evolution indeed exhibits the polynomial relationship given in (2.44), independently of the finite element choice.

The second experiment considers the iteration numbers under uniform refinement, that is the mesh is refined by an equal factor throughout the domain such that the ratio \(h_{\text{max}}/h_{\text{min}}\) remains unaltered. In this case, we do not expect the iteration number to increase according to (2.44). This result is confirmed in table 2.1 which even shows a slight decrease in iteration numbers for increasing refinement levels.

Note that the iteration numbers from Fig. (2.1) and table 2.1 compare to an iteration number of one when the functional derivative of \(f\) is represented with respect to \(L^2\) corresponding to the control variable space, independent of the mesh or the dimension of the underlying domain.

Table 2.1: Iterations of the steepest descent method with exact line search and \(\ell^2\) represented gradients for Lagrange finite elements of different order (CG1-5) on uniformly refined meshes in 1D depending on the refinement level (number of elements). The error threshold is given by \(\varepsilon = 10^{-6}\) in the functional value

<table>
<thead>
<tr>
<th>Refinement</th>
<th>CG1</th>
<th>CG2</th>
<th>CG3</th>
<th>CG4</th>
<th>CG5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (96)</td>
<td>13</td>
<td>20</td>
<td>19</td>
<td>37</td>
<td>43</td>
</tr>
<tr>
<td>2 (192)</td>
<td>12</td>
<td>20</td>
<td>16</td>
<td>36</td>
<td>41</td>
</tr>
<tr>
<td>3 (384)</td>
<td>11</td>
<td>19</td>
<td>15</td>
<td>35</td>
<td>40</td>
</tr>
<tr>
<td>4 (768)</td>
<td>10</td>
<td>19</td>
<td>13</td>
<td>35</td>
<td>38</td>
</tr>
<tr>
<td>5 (1536)</td>
<td>8</td>
<td>19</td>
<td>13</td>
<td>35</td>
<td>37</td>
</tr>
</tbody>
</table>
2.3 Mesh dependence in the optimal control of the Poisson equation

The iteration count estimate from 2.2 is derived for a particularly simple case in the expectation that the impact of the use of non-native incorrect inner product on more complex problems will be at least as severe. A common and more realistic case for function based optimisation to occur is PDE-constraint optimisation. To exemplify this, we consider the optimal control problem constrained by the Poisson equation introduced in Sect. 1.6. As in before, the PDE-constraints are eliminated in every optimisation iteration by solving (1.218) and (1.219) using linear Lagrange finite elements and an adjoint solve producing the Fréchet derivative of the reduced functional. The results will show that the iteration count is mesh-dependent when the $\ell^2$ inner product is employed in computing this derivative, while mesh-independent convergence is achieved by employing the $L^2$ inner product. Convergence criteria
for all algorithms in this section are posed on the gradient, and are identical, i.e. are independent of the optimisation method or the inner product employed. We do that by computing the functional derivative with respect to the appropriate inner product outside the $\ell^2$ employing algorithms. For the Python code used to produce the numerical results from this section, we refer to [37].

### 2.3.1 Experiments on deterministically refined meshes

In this section, mesh dependence is analysed numerically for a hierarchy of meshes that arise by the refinement scheme stated in 2.2.5. We solve this problem with four optimisation software packages: 1) the limited BFGS method [10] as implemented in Scipy [24]; 2) the Limited Memory, Variable Metric (LMVM) method from the TAO library [9] which uses a BFGS approximation with a Moré-Thuente line search; and 3) the interior point line search filter method described in [42] and implemented in IPOPT [25] which uses the BFGS method to approximate the Hessian of the Lagrangian and not of the functional itself; 4) the BFGS implementation from Moola [35]. The first three optimisation software packages assume an Euclidean space while the Moola allows user-specific inner products and Riesz maps.

Table (2.2) displays iteration counts for the different algorithm implementations solving (1.217) subject to (1.218) and (1.219), discretised by linear Lagrange finite elements, for $H = L^2$ and $H = H^1$ with $\Omega = [0, 1]^2$, respectively. In both cases, the inner product insensitive methods exhibit mesh dependence. This can be seen from the increase in iteration numbers for increasing ratio between largest and smallest element size $h_{\max}/h_{\min}$, reflecting the non-uniformity in the discretisation. Iteration counts increase roughly by factors between 4-25 when comparing the least and most non-uniform meshes. Relating this to large scale optimisation problems, it is obvious that the ability of efficiently dealing with non-uniformity in the discretisation can very well decide upon the computational feasibility of solving the problem. The optimisation method that respects the inner product of the control space is approximately mesh-independent.

Table 2.3 illustrates the limitations of the analysis made in 2.2: non-uniform mesh refinement is sufficient to induce mesh dependence in Euclidean algorithms, but it is not necessary. Mesh dependence is also observed for uniform mesh refinement in the Euclidean algorithms, however for $H = L^2$ the dependence is less significant, far less in the case of BFGS. This highlights the point that mesh dependence is not limited to the case of non-uniformity in the mesh, but can arise whenever the inner product employed is not the one implied by the problem setting.

---

1 Very recent TAO versions have support for user-specific inner products.
Table 2.2: Iterations of different common optimisation method implementations with Python interfaces, using different inner products and non-uniform mesh refinement. The error threshold is given by $\varepsilon = 10^{-7}$ in the gradient norm $\|R_H(J')\|_H$. History length for Hessian approximation equal to 10, except for LMVM in TAO, where it is equal to 5

<table>
<thead>
<tr>
<th>inner product</th>
<th>Implementation</th>
<th>$h_{\text{max}}/h_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell^2$</td>
<td>Scipy (BFGS)</td>
<td>27 47 75 97 133 189</td>
</tr>
<tr>
<td>$\ell^2$</td>
<td>TAO (LMVM)</td>
<td>42 60 77 111 131 155</td>
</tr>
<tr>
<td>$\ell^2$</td>
<td>IPOPT (Interior Point)</td>
<td>28 38 65 88 117 139</td>
</tr>
<tr>
<td>$L^2$</td>
<td>Moola (BFGS)</td>
<td>22 20 22 23 23 27</td>
</tr>
</tbody>
</table>

(a) $H = L^2(\Omega)$

<table>
<thead>
<tr>
<th>inner product</th>
<th>Implementation</th>
<th>$h_{\text{max}}/h_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell^2$</td>
<td>Scipy (BFGS)</td>
<td>25 53 118 222 244 594</td>
</tr>
<tr>
<td>$\ell^2$</td>
<td>TAO (LMVM)</td>
<td>38 38 110 144 141 384</td>
</tr>
<tr>
<td>$\ell^2$</td>
<td>IPOPT (Interior Point)</td>
<td>31 38 85 127 182 443</td>
</tr>
<tr>
<td>$H^1$</td>
<td>Moola (BFGS)</td>
<td>4 4 4 4 4 4</td>
</tr>
</tbody>
</table>

(b) $H = H^1(\Omega)$

Table 2.3: Iterations of different common optimisation method implementations with Python interfaces, using different inner products and non-uniform mesh refinement. The error threshold is given by $\varepsilon = 10^{-7}$ in the gradient norm $\|R_H(J')\|_H$. History length for Hessian approximation equal to 10, except for LMVM in TAO, where it is equal to 5

<table>
<thead>
<tr>
<th>inner product</th>
<th>Implementation</th>
<th>refinement level</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell^2$</td>
<td>Scipy (BFGS)</td>
<td>63 85 80 74 63 61</td>
</tr>
<tr>
<td>$\ell^2$</td>
<td>TAO (LMVM)</td>
<td>48 78 100 99 113 106</td>
</tr>
<tr>
<td>$\ell^2$</td>
<td>IPOPT (Interior Point)</td>
<td>41 62 73 55 77 117</td>
</tr>
<tr>
<td>$L^2$</td>
<td>Moola (BFGS)</td>
<td>24 23 25 23 23 23</td>
</tr>
</tbody>
</table>

(a) $H = L^2(\Omega)$

<table>
<thead>
<tr>
<th>inner product</th>
<th>Implementation</th>
<th>refinement level</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell^2$</td>
<td>Scipy (BFGS)</td>
<td>11 18 29 34 91 153</td>
</tr>
<tr>
<td>$\ell^2$</td>
<td>TAO (LMVM)</td>
<td>11 21 25 49 111 230</td>
</tr>
<tr>
<td>$\ell^2$</td>
<td>IPOPT (Interior Point)</td>
<td>11 18 22 34 90 256</td>
</tr>
<tr>
<td>$H^1$</td>
<td>Moola (BFGS)</td>
<td>4 4 4 4 4 4</td>
</tr>
</tbody>
</table>

(b) $H = H^1(\Omega)$
2.3.2 Experiments on randomly refined meshes

To test mesh dependence properties on more complex meshes that might be exhibited in practical applications, e.g. mesh refinement, experiments on randomly refined meshes are performed. In the following, numerical experiments on such meshes are performed using two optimisation algorithms that were introduced in Sect. 1.5. The outcomes are compared to experiments on uniformly refined meshes.

2.3.2.1 Newton-CG

In this section, we analyse mesh-dependent convergence of the Newton-CG algorithm presented in Sect. 1.5 on randomly refined meshes. For the gradient of the objective both the $\ell^2$ and the $L^2$ representation are considered and the performance of the resulting optimisation procedure is compared. Experiments are likewise performed on uniformly refined meshes to provide a reference. Discontinuous Lagrange finite elements are applied for the discretisation of the controls.

The following two series of meshes are compared: For the first series, which state the randomly refined meshes, the $(i + 1)$th mesh is given by the randomly refined $i$th mesh according to the following refinement schema: Given an initial mesh, each element of the domain is labelled for refinement randomly with a probability equal to 0.35. The refined mesh is created by refining the labelled elements of the initial mesh and adjacent elements if necessary in order to prevent hanging nodes in the mesh. The resulting meshes for $\Omega = [0, 1]^2$ are displayed in Figs. 2.2. For the second series of meshes, the mesh is uniformly refined. This means every element is divided into four smaller elements of the same size.

Fig. 2.2: Successively, randomly refined meshes used for the simulations with results given in Fig. 2.3
2.3 Mesh dependence in the optimal control of the Poisson equation

Plots of the numerical solution of (1.217) subject to (1.218) and (1.219) for $H = L^2$ on the corresponding randomly refined meshes are displayed in Fig. (2.3). Since there are no significant differences in the solution produced by using the $\ell^2$ and the $L^2$ gradient representation for the initial mesh and the first five successively refined meshes, only the solution produced by using the $L^2$ representation is plotted. Since the solution quality is essentially identical, it is meaningful to make direct performance comparisons between the methods. Performance results corresponding to two different mesh scenarios described above are illustrated in tables 2.4 and 2.5.

![Numerical solution plots](image)

Fig. 2.3: Numerical solution of (1.217) using the $L^2$ representation of the functional derivative for successively randomly refined meshes, corresponding to Fig. 2.2. Similar outcomes were obtained using the $\ell^2$ representation.

From table 2.4 the following conclusions can be made: in a manner consistent with the observations for the steepest descent method in Sect. 2.2, the number of iterations remains the same for increasingly non-uniformly refined meshes in the case where the gradient used for the optimisation is represented with respect to the $L^2$ inner product. On the other hand, the iterations increase when refining the initial mesh non-uniformly if an $\ell^2$ representation of the gradient is used. Indeed, from the third iteration upwards the iterations roughly double after every refinement. In addition to the increase of iterations using an $\ell^2$ inner product representation instead of $L^2$, the average run time per iteration is roughly twice as large from the first refinement level on. One possible explanation for this is that the computation of the $\ell^2$ representation of the gradient requires the evaluation of a product with the Galerkin mass matrix, which is more costly when the mass matrix is non-uniform along the diagonal. In Sect. 2.2 it was pointed out that the mass matrix represents the finite element discretisation of the domain in the sense that entries correspond to a multiple of the mesh size. That means the more non-uniform the mesh is, the more non-uniform is the corresponding mass matrix. This explanation seems to be confirmed by comparing the results for the $\ell^2$ gradient representation in table 2.4 to the ones in table 2.5. In the case of successively uniformly refined meshes, the run times only increase roughly like the ones where the $L^2$ representation is used.
Table 2.4: Iterations and run times of the Newton-CG method non-uniformly refined meshes depending on the refinement level. Refinement level 0 corresponds to a uniform mesh. Convergence criteria given by a relative step size of $10^{-3}$ and gradient $L^2$ norm of $10^{-7}$

<table>
<thead>
<tr>
<th>Refinement Level $\ell$</th>
<th>Iterations $L^2$</th>
<th>Run Time (s) $L^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (32)</td>
<td>3</td>
<td>4.46</td>
</tr>
<tr>
<td>1 (86)</td>
<td>3</td>
<td>4.52</td>
</tr>
<tr>
<td>2 (251)</td>
<td>11</td>
<td>3.990</td>
</tr>
<tr>
<td>3 (757)</td>
<td>14</td>
<td>8.60</td>
</tr>
<tr>
<td>4 (2368)</td>
<td>33</td>
<td>11.91</td>
</tr>
<tr>
<td>5 (7518)</td>
<td>61</td>
<td>18.93</td>
</tr>
<tr>
<td>6 (23927)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2.5: Iterations and run times of the Newton-CG method for uniformly refined meshes depending on the refinement level. Refinement level 0 corresponds to a uniform mesh. The convergence criteria given by a relative step size of $10^{-3}$ and gradient $L^2$ norm of $10^{-7}$

<table>
<thead>
<tr>
<th>Refinement Level $\ell$</th>
<th>Iterations $L^2$</th>
<th>Run Time (s) $L^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (32)</td>
<td>3</td>
<td>4.72</td>
</tr>
<tr>
<td>1 (128)</td>
<td>3</td>
<td>4.71</td>
</tr>
<tr>
<td>2 (512)</td>
<td>3</td>
<td>6.36</td>
</tr>
<tr>
<td>3 (2048)</td>
<td>3</td>
<td>7.79</td>
</tr>
<tr>
<td>4 (8192)</td>
<td>3</td>
<td>9.37</td>
</tr>
<tr>
<td>5 (32768)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

From table 2.4 one can further see that the optimisation method fails on the mesh in the sixth refinement level (and all subsequent levels, not displayed) using an $L^2$ inner product representation. In this case failing means that in the line search algorithm used in Newton-CG no appropriate step size is found, i.e. the proposed step sizes do not satisfy the curvature conditions given by the Wolfe equations and are therefore refused. In particular, the step sizes do not satisfy a sufficient decrease towards the search direction which, as stated in the Newton-CG algorithm, itself is a function of the gradient. Since the gradient in the $L^2$ representation is scaled by the Galerkin mass matrix, it becomes closer to zero as the mesh gets finer. For a sufficiently refined mesh, one may therefore expect every proposed step size to be refused and the algorithm to fail. In particular, this effect is coupled to the mesh size and not the non-uniformity of the mesh. As a matter of fact, table 2.5 shows that the algorithm using the $L^2$ representation fails likewise for uniformly refined meshes from the fourth refinement level (and all subsequent levels, not displayed).

In Fig. 2.4 steepest descent steps of the reduced functional $\tilde{J}(m) = J(u,m)$ with respect to step sizes $\varepsilon$ are compared using the two different functional derivative representations. Due to the scaling of functional derivative by the Galerkin mass matrix, one can see that the $L^2$-represented gradient is small compared to the $L^2$-represented gradient, which is reflected by the different sizes of the steepest descent steps. Furthermore, Fig. 2.5 illustrates that the scaling by the Galerkin mass matrix in the $L^2$ representation not only leads to generally smaller gradients compared to the $L^2$ representation, but also that the $L^2$ represented gradient has a different geometrical structure. This generally leads to different search directions in the optimisation method. Having sufficient time and resources, the method using the $L^2$ gradient representation should still converge to the unique minimum since $\| \cdot \| = 0$ for the gradient is a valid convergence criteria in every norm. Indeed, this observation is
made in all numerical results from this chapter. However, when considering optimality problems that are not well-posed, including the turbine density optimisation problem (3.1), it is a priori not clear that by using the $\ell^2$ representation the correct solution of the optimisation problem is found. Indeed, it will be shown in the following chapter that numerical solutions of this far more complex PDE-constrained optimisation problem derived by an optimisation method using the $\ell^2$ representation may compute non-optimal and in parts highly degenerate solutions.

![Graph](image)

**Fig. 2.4:** Steepest descent steps of the reduced functional $\tilde{J}$ with respect to $\ell^2$ and $L^2$ Riesz gradient representations (normalised) under small perturbations of the control function $f$ on the sixth randomly refined mesh (refinement level at which the line search fails due to refused step size)

![Image](image)

**Fig. 2.5:** Plots of the $L^2$ (left) and $\ell^2$ (right) representations of the derivative of the reduced functional on the sixth randomly refined mesh (refinement level at which the line search fails due to refused step size)
2.3.2.2 BFGS

In this section, numerical results are discussed for the optimality problem (1.217) subject to (1.218) and (1.219) using the limited memory BFGS algorithm presented in Sect. 1.5.4 for randomly refined meshes. The implementation of the BFGS method is scipy.optimize [24], which is a limited memory BFGS method that also allows for bound constraints [10]. The functional derivative of the reduced functional $\tilde{J}$ from (1.220) is represented with respect to the $\ell^2$ inner product, which is hard-coded within the implementation of the algorithm. Again, we use discontinuous Lagrange finite elements to discretise the controls.

The results for iterations and run times displayed in table 2.6 using the $\ell^2$ gradient representation in the BFGS method confirm mesh-dependent behaviour for non-uniformly refined meshes, similar to the Newton-CG algorithm considered in Sect. 2.3.2.1. Although the BFGS method is for uniform meshes and slightly non-uniform meshes is still faster than the Newton-CG method that uses the correct $L^2$ inner product representation, the BFGS algorithm is outperformed by the Newton-CG algorithm using the $L^2$ gradient representation for meshes that are more than once randomly refined. This is interesting since the implementation of the BFGS used here is generally considered to be a faster algorithm than any implementation of the Newton-CG algorithm. The results in table 2.6 show that this is actually only true for sufficiently uniform meshes given that other algorithms have the choice of user-defined inner product spaces to their disposal.

Furthermore, the results from table 2.7 indicate mesh dependence also in the case of uniformly refined meshes for the lower refinement levels. Therefore, we can conclude that mesh-dependent behaviour is not exclusively coupled to the non-uniformity of the mesh, but may be caused by other aspects of the choice of non-native inner products. However, the increase in the iteration number slows down considerably with the increase of the refinement.

<table>
<thead>
<tr>
<th>Ref. Level</th>
<th>Iterations</th>
<th>Run Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (32)</td>
<td>28</td>
<td>1.84</td>
</tr>
<tr>
<td>1 (86)</td>
<td>95</td>
<td>5.79</td>
</tr>
<tr>
<td>2 (251)</td>
<td>143</td>
<td>9.03</td>
</tr>
<tr>
<td>3 (757)</td>
<td>188</td>
<td>13.82</td>
</tr>
<tr>
<td>4 (2368)</td>
<td>204</td>
<td>19.00</td>
</tr>
<tr>
<td>5 (7518)</td>
<td>262</td>
<td>40.41</td>
</tr>
<tr>
<td>6 (23927)</td>
<td>295</td>
<td>128.14</td>
</tr>
</tbody>
</table>

Table 2.6: Iterations and run times of the BFGS method on non-uniformly refined meshes depending on the refinement level, corresponding to $\ell^2$ case in table 2.4

<table>
<thead>
<tr>
<th>Ref. Level</th>
<th>Iterations</th>
<th>Run Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (32)</td>
<td>28</td>
<td>1.84</td>
</tr>
<tr>
<td>1 (128)</td>
<td>49</td>
<td>2.98</td>
</tr>
<tr>
<td>2 (512)</td>
<td>82</td>
<td>6.01</td>
</tr>
<tr>
<td>3 (2048)</td>
<td>64</td>
<td>6.24</td>
</tr>
<tr>
<td>4 (8192)</td>
<td>70</td>
<td>11.72</td>
</tr>
</tbody>
</table>

Table 2.7: Iterations and run times of the BFGS method on non-uniformly refined meshes depending on the refinement level, corresponding to $\ell^2$ case in table 2.5
2.4 Final remark

The previous chapter can be seen as a first step in quantifying the computational expense of disrespecting inner products. It illustrates the importance of employing the inner product induced by the control space for optimisations by deriving a rigorous estimate of the cost of failing to do so for a simple and generic problem. Simulations confirm the derived dependency of iteration counts mesh non-uniformity, while similar numerical results are found for a more complex PDE-constrained optimisation problem. These results provide an intuitive and analytically coherent model of mesh dependence and its corresponding errors for this class of problems. The ability to employ mesh refinement to resolve features of interest is a core advantage of the finite element method. Effectively dealing with non-uniformity in the mesh should therefore be a core capability of the optimisation method.
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Chapter 3
An application: Optimising the layout of tidal turbine arrays

3.1 Introduction

The motivation for this application comes from the desire to generate renewable energy from the tides in the Earth’s oceans. Tides are a consequence of the gravitational attractions experienced within the Earth-Moon-Sun system. As this system evolves in time the cumulative gravitational forces vary and this has the effect of driving ocean (or tidal) currents which periodically and locally increase and decrease the depth of the oceans at global scales. As these tidal motions move from the deep ocean into the shallower continental shelf regions, conservation of volume accelerates the currents. They may then be even further accelerated as they interact with coastal features such as headlands and as they are constrained through narrow straits between islands. We thus have a situation where significant amounts of kinetic energy is contained within the coastal ocean relatively close to locations on shore where electricity is required. This has naturally led to significant interest in exploiting this resource through the renewable generation of electricity from tidal currents. Tides have the significant advantage over other renewable energy sources, such as solar, wind or wave, in that they are periodic and predictable, and hence do not suffer from supply reliability drawbacks. This tidal energy can be captured through tidal turbines in the case of the kinetic energy of currents discussed above, as well as barrages or lagoons in the case of the potential energy contained within tidal highs and lows. Here we consider the former case where potentially hundreds of tidal turbines may be deployed in arrays (Fig. 3.1), in much the same way that arrays of wind turbines operate.
Once tidal turbines are installed within a tidal current they will alter the flow across a range of scales. For example, a turbulent wake will be formed in the immediate lee of the turbine where the current speed is reduced, with locally accelerated flow above, below and to either side of the turbine and its wake (the bypass flow region). The power generated by a turbine is approximately dependent on the cube of the current speed it experiences. Hence, whether a down-stream turbine is installed within a wake zone or within the locally accelerated bypass flow will have a significant effect on the power yield of that turbine. Furthermore, large arrays can not only affect the local currents, but also the tidal resource at a regional scale. This regional effect limits the overall energy that can be extracted from a tidal array.

The optimal design of a tidal turbine array, in terms of the array location, the total number of turbines making up the array, and their individual locations (or micro-siting), is thus important in terms of array power yield and hence economic viability. The turbine layout optimisation problem is however very challenging: it has a large number of design parameters and, as discussed above, is coupled to the nonlinear hydrodynamics across a range of scales. Different approaches have been proposed to solve this problem, see for example [6, 9, 15, 17, 18], and for an overview see [20].

The goal of this chapter is to formulate the array layout problem as a PDE-constrained optimisation problem and solve it with the techniques presented earlier in this book. The hydrodynamic model will be based on the nonlinear shallow water equations, discretised with the finite element method on an unstructured mesh. One option to incorporate tidal turbines into the model is through locally enhanced seabed friction values at each turbine location. However, this approach requires relatively high mesh resolution and hence computational cost, because the size of a turbine is typically small with respect to the region considered for the (tidal/resource-scale) simulation. To mitigate this cost, here we represent the entire tidal array configuration via a turbine density function [5, 11, 19]. This density function is then used to locally increase the seabed friction coefficient to account for the impact of the local density of turbines on the flow. This “continuous turbine approach” allows for the optimisation of large arrays, or even multiple arrays close enough to interact with one another, within a regional context with relatively coarse meshes. An opti-
mised turbine density function can then be used to infer the individual locations of
turbines, and/or used as an initial guess at the array layout for a more costly discrete
micro-siting optimisation \[11\].

3.2 Problem formulation

We treat the problem of finding the optimal configuration of a continuous tur-
bine density function (or equivalently an enhanced seabed friction field) as a PDE-
constraint optimisation problem:

\[
\begin{align*}
\max_{u, \eta, d} & \quad J(u, \eta, d), \\
\text{subject to} & \quad F(u, \eta, d) = 0, \\
& \quad 0 \leq d \leq d_u,
\end{align*}
\]

where \(u\) is the horizontal (depth-averaged) velocity vector, \(\eta\) is the free surface
displacement from a state of rest, \(d\) is the turbine density function, \(J(u, \eta, d) \in \mathbb{R}\)
is the functional of interest, \(F(u, \eta, d) = 0\) represents the nonlinear shallow water
equations, and \(d_u\) is a upper bound for the turbine density function. The choice of
the function space \(D\) containing \(d\) is essential for this work and is discussed in Sect.

3.2.1 Design parameters and box constraints

The design parameter \(d\) is a continuous turbine density function on the domain of
interest \(\Omega\). More specifically, \(d|_A \equiv 0\) for some area \(A \subset \Omega\) implies that no turbines
are deployed inside \(A\), whereas \(d|_A \gg 0\) implies that turbines are densely deployed
within \(A\). The turbine density field can be regarded as an approximation for the
actual placement configuration of turbines within the array. The integrated turbine
density function additionally provides an approximation for the number of turbines
\(N\) of the configuration:
\( N = \int_{\Omega} d(x) \, dx. \) \hspace{1cm} (3.3)

The point-wise bound constraint in (3.2) restricts \( d \) to feasible values. Firstly, the turbine density may only take non-negative values. Secondly, non-zero values are only expected in areas that are suitable for turbine placement. For instance, if an area \( A \) is too steep, too shallow, or environmentally protected, no turbines should be placed there, i.e. \( d_{u|A} \equiv 0 \). All other locations combine to form valid array area(s), denoted \( \Omega_{\text{array}} \). In addition, the turbine density is assumed to be bounded above by a constant \( \bar{d} > 0 \). This bound takes into account that the number of turbines per unit area is limited, for example by a minimum feasible distance between any two turbines, or by hydrodynamic, installation and maintenance constraints. We conclude that

\[
d_{u}(x) = \begin{cases} \bar{d} & \text{if } x \in \Omega_{\text{array}} \\ 0 & \text{if } x \in \Omega \setminus \Omega_{\text{array}}. \end{cases} \hspace{1cm} (3.4)
\]

### 3.2.2 The PDE constraint

The optimisation problem (3.1) is subject to physical laws which are incorporated via the PDE \( F(u, \eta, d) = 0 \). Here, the PDE represents the nonlinear shallow water equations in steady state, that is

\[
\begin{align*}
  u \cdot \nabla u - \nu \nabla^2 u + g \nabla \eta + \frac{c_b + c_t(d)}{H} \|u\|u &= 0, \\
  \nabla \cdot (Hu) &= 0,
\end{align*}
\]  \hspace{1cm} (3.5)

where \( u : \Omega \to \mathbb{R}^2 \) and \( \eta : \Omega \to \mathbb{R} \) denote the depth-averaged horizontal velocity vector and free-surface displacement respectively, \( H : \Omega \to \mathbb{R} \) is the total water depth (that is, \( H = \eta + h \), where \( h \) is the water depth at rest, see Fig. 3.2), \( g \approx 9.81 \text{m/s}^{-2} \) is the gravitational acceleration, \( \nu > 0 \) is the kinematic viscosity coefficient, \( c_b : \Omega \to [0, \infty) \) denotes the natural or background seabed friction value which may be spatially varying if this knowledge/data is available, and \( c_t(d) : \Omega \to [0, \infty) \) is the additional ‘friction’ exerted on the flow by the presence of the turbines as encoded by the turbine density field \( d \). The shallow water equations will be derived in detail in Sect. 3.3.
3.2.3 The class of turbine density functions

When considering the optimisation problem (3.1), the question arises as to what class of functions are reasonable to consider for the turbine density \( d \). At first glance, we expect the total number of turbines given by (3.3) to be finite, that is \( d \in L^1(\Omega) \). If we were to assume that \( d \in L^2 \), a simple calculation using Cauchy-Schwarz and the finiteness of \( \Omega \) convinces us that this implies that \( d \in L^1(\Omega) \):

\[
\|d\|_{L^1(\Omega)} = \int_{\Omega} d(x) \, dx = \langle d, 1 \rangle_{L^2(\Omega)} \leq \|d\|_{L^2(\Omega)} \cdot |\Omega|^{1/2} < \infty,
\]

where \( \langle \cdot, \cdot \rangle_{L^2(\Omega)} \) denotes the inner product in \( L^2(\Omega) \), and \( \| \cdot \|_{L^2(\Omega)} \) and \( \| \cdot \|_{L^1(\Omega)} \) denote the norms in \( L^2(\Omega) \) and \( L^1(\Omega) \), respectively. \( L^2(\Omega) \) has the advantage over \( L^1(\Omega) \) of being a Hilbert space, that is, it possesses an inner product and strong functional analytical results are valid such as the Riesz representation theorem. Therefore, functionals on \( L^2(\Omega) \) have a unique representative in \( L^2(\Omega) \) for their Fréchet derivative. This becomes particularly relevant when solving (3.1) using gradient-based methods which naturally require that representative. The question arises why not considering \( d \in W^{k,2}(\Omega) \) for \( k > 1 \), such as \( H^1(\Omega) \) for example. Such functions have weak derivatives that are \( L^2(\Omega) \)-integrable. That means they satisfy smoothness assumptions that we do not necessarily expect from, nor wish to impose on, the turbine density function. In fact, the continuous turbine approach is a practical means to approximate the optimal distribution of real, i.e. discrete individual, turbines. In reality, we naturally expect to observe discontinuities in the turbine distribution as at every point of the domain there is either a turbine in place or not, as well as the fact that the domain is made up of discrete regions where turbines are permitted. Therefore, we shall use a space that reflects this non-smoothness. In this context and for the reasons mentioned above, we believe that the choice of \( L^2(\Omega) \) as the class of turbine density functions is sensible.
3.2.4 Relationship between turbine density and seabed friction

Referring to [11], the force exerted on the flow due to the enhanced friction term $c_t(d)$ produced by the turbine field in the shallow water equations (3.5) is given by

$$F_{\text{array}} = \int_{\Omega_{\text{array}}} \rho c_t(d(x)) \|u(x)\| u(x) \, dx. \quad (3.6)$$

Using a common parameterisation for the drag force exerted by an individual turbine in 3D, the drag force exerted by an array of $N$ turbines can be approximated as

$$F_{\text{array}} = \sum_{i=1}^{N} \frac{1}{2} \rho C_t A_t \|u_{\infty,i}\| u_{\infty,i}, \quad (3.7)$$

where $C_t$ denotes the thrust coefficient corresponding to an individual turbine and $A_t$ its cross-sectional area. Here we assume that all turbines are identical and are always aligned with the flow and so have common values for $C_t$ and $A_t$. Further, $u_{\infty,i}$ denotes the free-stream or undisturbed velocity, i.e. the velocity that would be encountered at the $i$th turbine’s location without the presence of the turbine. Here we simply take this to be the velocity at the turbine location from the model and note that this is a reasonable approximation as the local velocity of the model gets closer to the free-stream velocity the more the turbine density field is ‘spread’ through use of a relatively coarse computational mesh. See [1, 11, 12] for further discussions on this point, including corrections that are possible as mesh resolution is increased.

Re-formulating the drag force from its discrete version in (3.7) into a continuous one by replacing the sum by an integral containing the turbine density field yields

$$F_{\text{array}} = \int_{\Omega_{\text{array}}} \frac{1}{2} \rho C_t A_t d(x) \|u(x)\| u(x) \, dx. \quad (3.8)$$

Equating with (3.6) leads to an expression for the friction function $c_t$ in terms of the turbine density function $d$:

$$c_t(d) = \frac{1}{2} C_t A_t d. \quad (3.9)$$

3.2.5 The functional of interest

The functional of interest $J$ in the optimisation problem (3.1) refers to the quantity that is to be maximised. In what follows we define two reasonable expressions for the functional of interest.
3.2.5.1 Power functional

One natural choice for the functional of interest is the total power which the array (or here the turbine density field) extracts from the flow. From (3.6) and the formula for mechanical power, \( P = F_{\text{array}} \cdot u \), this functional can be expressed as:

\[
J_{\text{power}}(u, d) = \int_{\Omega_{\text{farm}}} \rho c_1(d(x)) \|u(x)\|^3 \, dx.
\] (3.10)

Note that the actual electricity produced by the turbine array is only a fraction of \( J_{\text{power}} \) as the functional as written also includes energy losses due to wake mixing effects behind turbines. Furthermore, one needs to account for the power losses due to power transformation to electrical energy, losses due to transporting the energy from turbines to the grid, and by the presence of turbine support structures which contribute part of the turbine induced friction.

3.2.5.2 Profit functional

In the context of evaluating possible turbine arrays from an economic perspective, a reasonable choice for the functional of interest is the profit of an array represented by its density function, generated over its entire lifetime. A simple choice for a profit functional is

\[
J_{\text{profit}}(u, d) = \text{Revenue}(u, d) - \text{Cost}(d) = IkT J_{\text{power}}(u, d) - C \int_{\Omega} d(x) \, dx,
\] (3.11)

where \( J_{\text{power}}(u, d) \) as given in (3.10) is the extracted power, \( T \) a turbine’s average lifetime, \( k \in (0, 1) \) is a turbine efficiency coefficient, \( I \) is some income factor stating the financial value of the power generated, and \( C \) is the cost of installing and maintaining one turbine. Recall from (3.3) that the integral of \( d \) gives the total number of installed turbines. See [11] for further details.

3.3 Shallow water equations

In this section, for completeness, we review the derivation of the shallow water equations which are the partial differential equations that describe the flow of the system we consider. The shallow water equations are a two-dimensional (depth-averaged) approximation to the three-dimensional Navier-Stokes equations and are valid for scenarios in which the horizontal length scale is much greater than the vertical length scale.
3.3.1 Physical principles

The shallow water equations are based on depth-integrating or averaging the Navier-Stokes equations and therefore are a consequence of the principles of conservation of mass and momentum. Thus, we begin by briefly deriving these principles.

3.3.1.1 Conservation of mass

One essential law of physics is the conservation of mass. It states that the rate of change of the total mass within an arbitrary control volume $V$ equals the net mass flux across its boundary $\partial V$. Mathematically, this can be expressed as

$$\frac{d}{dt} \int_V \rho \, dx = - \int_{\partial V} \rho u \cdot n \, dA,$$

(3.12)

where $\rho$ is the density of the fluid, $u$ is the fluid velocity and $n$ is the outward pointing unit normal vector to $\partial V$. Let us assume that $V$ does not vary in time and that $\rho$ is smooth. Applying Gauss’s theorem to the right hand side allows us to write

$$\int_V \left( \frac{\partial \rho}{\partial t} - \nabla \cdot (\rho u) \right) \, dx = 0.$$

(3.13)

As $V$ was an arbitrary control volume, we can conclude the pointwise relationship

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0.$$

(3.14)

Note on the other hand that Eq. (3.14) trivially implies (3.12), and hence is equivalent to mass conservation. The PDE (3.14) is referred to as the continuity equation.

3.3.1.2 Conservation of momentum

Following Newton’s second law, the rate of change of the total momentum in a control volume $V$ equals the net flux of momentum across $\partial V$ plus any internal forces exerted within $V$ and any external forces exerted on $\partial V$. Mathematically this can be written as

$$\frac{d}{dt} \int_V \rho u \, dx = - \int_{\partial V} \rho u \cdot n \, dA + \int_V \rho f_{\text{int}} \, dx + \int_{\partial V} S n \, dA,$$

where $f_{\text{int}}$ denotes the internal force density and $S$ denotes the Cauchy stress tensor. Examples of internal forces are those due to gravity, Coriolis (which is actually a fictitious force that is required when we make the usual ocean modelling assumption of considering our domain in a non-inertial, i.e. here a rotating, reference frame), electric or magnetic forces. Assuming that the momentum $\rho u$ is smooth and applying
Gauss’s theorem results in
\[ \int_V \left( \frac{\partial}{\partial t}(\rho u) + \nabla \cdot (\rho uu^T) - \rho f_{\text{int}} - \nabla \cdot S \right) \, dx = 0. \]  
(3.15)

Since again \( V \) was chosen arbitrarily, we deduce that
\[ \frac{\partial}{\partial t}(\rho u) + \nabla \cdot (\rho uu^T) - \rho f_{\text{int}} - \nabla \cdot S = 0. \]  
(3.16)

The PDE (3.16) encodes the concept of conservation of momentum and is referred to as the momentum equation.

### 3.3.2 Navier-Stokes equations

In the following, we derive the Navier-Stokes equations for an incompressible Newtonian fluid using the principles of conservation of mass and momentum. For a Newtonian fluid, we have the stress tensor
\[ S = -pI_3 + \tau, \]  
(3.17)

where \( p \) denotes the pressure, \( I_3 \) the identity matrix in \( \mathbb{R}^3 \) and \( \tau \) is the deviatoric stress tensor. Stokes’ stress constitutive equation used for incompressible fluid states that
\[ \tau = \mu \left( \nabla u + (\nabla u)^T \right), \]  
(3.18)

where \( \mu \) is the, assumed constant, dynamic viscosity coefficient of the fluid (\( \mu = \rho \nu \) where \( \nu \) is termed the kinematic viscosity). Thus, we find for the divergence of the Cauchy stress tensor:
\[ \nabla \cdot S = -\nabla p + \mu \nabla^2 u. \]  
(3.19)

Neglecting all internal forces besides gravity, we have \( f_{\text{int}} = g \), where \( g \) is the gravitational acceleration vector. In addition to incompressibility, which states that \( \rho \) is independent of \( p \), we assume that \( \rho \) is a constant in time and throughout the fluid, e.g. ignoring thermal effects. Applying (3.19), we therefore may infer from the mass continuity equation (3.14) and the momentum equation (3.16) the following system of PDEs:
\[ \nabla \cdot u = 0, \]  
\[ \frac{\partial u}{\partial t} + \nabla \cdot (uu^T) - \nu \nabla^2 u + \frac{1}{\rho} \nabla p - g = 0. \]  
(3.20)
The equation pair (3.20) are known as the isothermal Navier-Stokes equations for an incompressible Newtonian fluid. If \( f \) contains another internal forcing vector, i.e. \( f_{\text{int}} = g + f \), we get an additional \( f \) term on the right hand side of (3.20).

### 3.3.3 Shallow water equations

In what follows we sketch the derivation of the shallow water equations via the depth-integration, or averaging, of the Navier-Stokes equations (3.20). For a more complete derivation and mathematical discussions see [21], [3]. With \( u = (u_1, u_2, u_3)^T \), the momentum equation in (3.20) may be written in non-vector form as

\[
\frac{\partial u_1}{\partial t} + \sum_{i=1}^{3} u_i \frac{\partial u_1}{\partial x_i} - \nu \sum_{j=1}^{3} \frac{\partial^2 u_1}{\partial x_j^2} + \frac{1}{\rho} \frac{\partial p}{\partial x_1} = 0, \\
\frac{\partial u_2}{\partial t} + \sum_{i=1}^{3} u_i \frac{\partial u_2}{\partial x_i} - \nu \sum_{j=1}^{3} \frac{\partial^2 u_2}{\partial x_j^2} + \frac{1}{\rho} \frac{\partial p}{\partial x_2} = 0, \\
\frac{\partial u_3}{\partial t} + \sum_{i=1}^{3} u_i \frac{\partial u_3}{\partial x_i} - \nu \sum_{j=1}^{3} \frac{\partial^2 u_3}{\partial x_j^2} + \frac{1}{\rho} \frac{\partial p}{\partial x_3} + g = 0,
\]

where \( g \) now represents the magnitude of the gravitational acceleration vector. Further, the continuity equation in (3.20) may be written as

\[
\frac{\partial u_1}{\partial x_1} + \frac{\partial u_2}{\partial x_2} + \frac{\partial u_3}{\partial x_3} = 0.
\]

The shallow water equations are based on the essential assumption that the horizontal length scale of the dynamics, e.g. its wavelength, is much larger than the vertical length scale, e.g. the water depth at rest. Based upon this and via a scaling analysis of the terms in the vertical momentum equation we may conclude that vertical acceleration as well as viscous effects are small, and that this equation reduces to the so-called hydrostatic balance relation

\[
\frac{1}{\rho} \frac{\partial p}{\partial x_3} = -g,
\]

This states that pressure in our system is well approximated by its hydrostatic value, i.e. the weight of water above the location in question. Integrating (3.23) in the vertical, i.e. with respect to \( x_3 \), yields

\[
p = \rho g (\eta - x_3) + p_a,
\]

where \( \eta \) is the free-surface displacement from a state of rest (Fig. 3.2), and \( p_a = p(x_1, x_2, \eta) \) denotes the atmospheric pressure. For the sake of simplicity we further assume that \( \nabla p_a = 0 \). For applications where this term becomes relevant, e.g. storm
surge modelling, it can easily be incorporated as an additional source term in the final equations. Differentiating (3.24) in the horizontal yields
\[ \frac{\partial p}{\partial x_1} = \rho g \frac{\partial \eta}{\partial x_1}, \quad \frac{\partial p}{\partial x_2} = \rho g \frac{\partial \eta}{\partial x_2}. \] (3.25)

Noting that this pressure gradient forcing is independent of depth, \( x_3 \), allows us to conclude from the horizontal momentum equations that if the horizontal velocities are initially independent of depth then they will remain so. While this is the case we assume here, and is entirely consistent with the simulation of tidal dynamics at large scales, it should be noted that this assumption would break down at small scales including when the flow interacts with individual turbines. The use of fully-3D equation sets and models in the design of turbine arrays is the subject of ongoing and future work, e.g. see [1].

We can thus interpret the horizontal velocities as depth-averaged values, or depth-integrals following multiplication by the layer depth, and within the horizontal momentum equations ignore all derivatives with respect to \( x_3 \). More rigorous derivations, including arriving at a similar result from the vertical integration of the momentum equations, may be found in [21], [3]. We are thus left with new shallow water momentum equations
\[
\begin{align*}
\frac{\partial u_1}{\partial t} + \sum_{i=1}^{2} u_i \frac{\partial u_1}{\partial x_i} &- \nu \sum_{j=1}^{2} \frac{\partial^2 u_1}{\partial x_j^2} + g \frac{\partial \eta}{\partial x_1} = 0, \\
\frac{\partial u_2}{\partial t} + \sum_{i=1}^{2} u_i \frac{\partial u_2}{\partial x_i} &- \nu \sum_{j=1}^{2} \frac{\partial^2 u_2}{\partial x_j^2} + g \frac{\partial \eta}{\partial x_2} = 0.
\end{align*}
\] (3.26)

We can now also remove the presence of the vertical derivative of \( u_3 \) in the continuity equation (3.22) by integrating over the total water depth:
\[
\int_{-h}^{\eta} \nabla \cdot \mathbf{u} \, dx_3 = \int_{-h}^{\eta} \left( \frac{\partial u_1}{\partial x_1} + \frac{\partial u_2}{\partial x_2} \right) \, dx_3 + u_3|_{x_3=\eta} - u_3|_{x_3=-h} \\
= \frac{\partial}{\partial x_1} \int_{-h}^{\eta} u_1 \, dx_3 + \frac{\partial}{\partial x_2} \int_{-h}^{\eta} u_2 \, dx_3 - \left( u_1|_{x_3=\eta} \frac{\partial \eta}{\partial x_1} + u_1|_{x_3=-h} \frac{\partial h}{\partial x_1} \right) \\
- \left( u_2|_{x_3=\eta} \frac{\partial \eta}{\partial x_2} + u_2|_{x_3=-h} \frac{\partial h}{\partial x_2} \right) + u_3|_{x_3=\eta} - u_3|_{x_3=-h},
\] (3.27)

where \( h \) denotes the bathymetry, i.e. the water depth at rest. The following so-called kinematic boundary conditions state that the normal components of the flow at the bottom of the domain \( (x_3 = -h) \) and at the free surface \( (x_3 = \eta) \) are equal to zero:
This states that particles cannot traverse these surfaces. Since the horizontal velocities are assumed to be independent of $x_3$ we have

$$\partial \int \eta \ dx_3 = \partial (Hu_i) \ \forall \ i = 1, 2,$$

(3.29)

where $H = h + \eta$ denotes the total water depth. Applying the boundary conditions (3.28) to (3.27) then results in

$$\frac{\partial \eta}{\partial t} + \frac{\partial}{\partial x_1} (Hu_1) + \frac{\partial}{\partial x_2} (Hu_2) = 0.$$

(3.30)

Equation (3.30) is termed the depth-averaged continuity equation. In 2D vector notation (3.30) and (3.26) may be written as

$$\frac{\partial \eta}{\partial t} + \nabla \cdot (Hu) = 0,$$

(3.31)

$$\frac{\partial u}{\partial t} + u \cdot \nabla u - \nu \nabla^2 u + g \nabla \eta = 0,$$

(3.32)

which we term the nonlinear shallow water equations. It is straightforward to see that in the case where we have an additional term $F$ in the momentum equation (3.16) representing a force or source vector, it has to be added in the momentum equation (3.32). In this work, we have an additional bottom friction term given by the quadratic drag

$$F = -c_b + c_t(d) \frac{H}{\parallel u \parallel} u,$$

(3.33)

where $c_b$ is the natural bottom friction coefficient and $c_t(d)$ the coefficient corresponding to the friction field induced by the turbine density $d$. Thus, the shallow water momentum equation we consider in this work takes the form

$$\frac{\partial u}{\partial t} + u \cdot \nabla u - \nu \nabla^2 u + g \nabla \eta + c_b + c_t(d) \frac{H}{\parallel u \parallel} u = 0.$$

(3.34)

Finally, the steady form of the system (3.31) and (3.34) follows from neglecting the time derivative terms and is often considered in situations where the velocity can be assumed to be time independent, or the fully time-dependent simulation is numerically too costly. With this simplification, we arrive at the PDE system stated in (3.5).
3.4 Aspects of numerical solution

This section discusses details of the numerical solution of problem (3.2). First, the shallow water equations are stated in their weak form and solved by applying a finite element discretisation (Sect. 3.4.1). From the resulting discrete solutions, the discrete adjoint equations are derived (Sect. 3.4.2). Their solution provides the discretised derivative of the functional of interest with respect to the turbine density, which is used in several gradient-based optimisation methods. Section 3.4.3 provides an illustration of what happens during one iteration of the optimisation loop performed in order to solve (3.2), describes the Python libraries used and performs an implementation verification via a Taylor remainder test.

3.4.1 Solving the shallow water equations

In what follows, we briefly explain the derivation of the weak formulation of the shallow water equations (3.5) in steady state and discuss how their weak form is solved using the finite element method. One derives the weak formulation of the shallow water equations by multiplying them by test functions $\Psi \in V$ and $\Phi \in Q$, respectively, integrating over the domain $\Omega$ and applying integration by parts to the viscosity and divergence terms. Using the notation $\langle \cdot, \cdot \rangle_A := \langle \cdot, \cdot \rangle_{L^2(A)}$ for $A \subset \Omega$, this yields

$$
\langle u \cdot \nabla u, \Psi \rangle_\Omega + \nu \langle \nabla u, \nabla \Psi \rangle_\Omega + g \langle \nabla \eta, \Psi \rangle_\Omega + \left( \frac{c_b + c_i(d)}{H} \|u\|u, \Psi \right)_{\Omega} = 0,
$$

$$
-\langle Hu, \nabla \Phi \rangle_\Omega + \langle Hu \cdot n, \Phi \rangle_{\partial \Omega_{in}} = 0,
$$

where $\partial \Omega_{in}$ denotes the inflow boundary, on which strong Dirichlet conditions are imposed for the normal component of the velocity vector $u$. To ensure that all terms in (3.35) are well-defined, a natural choice for the test function spaces is $V = [H^1(\Omega)]^2$ and $Q = H^1(\Omega)$. The domain boundary can be decomposed into $\partial \Omega = \partial \Omega_{in} \cup \partial \Omega_{out} \cup \partial \Omega_{coast}$, where $\partial \Omega_{in}$ denotes the inflow boundary, $\partial \Omega_{out}$ the outflow boundary and $\partial \Omega_{coast}$ the coastal boundaries. For the weak formulation (3.35), we have used the following integration by parts relation:

$$
\langle \nabla \cdot (Hu), \Phi \rangle_\Omega = -\langle Hu, \nabla \Phi \rangle_\Omega + \langle Hu \cdot n, \Phi \rangle_{\partial \Omega} = -\langle Hu, \nabla \Phi \rangle_\Omega + \langle Hu \cdot n, \Phi \rangle_{\partial \Omega_{coast}},
$$

(3.36)

where we applied an either weakly or strongly imposed homogeneous Dirichlet boundary conditions on $\partial \Omega_{coast}$. Further, a strong Dirichlet boundary condition on $\eta$ was imposed on the outflow boundary $\partial \Omega_{out}$, hence the test function $\Phi$ vanishes on the boundary and thus the integral over $\partial \Omega_{out}$ vanishes as well. Integration by parts has also been applied to the viscous term:
\[ - \langle \Delta u, \Psi \rangle \Omega = \langle \nabla u, \nabla \Psi \rangle \Omega - \langle \nabla u \cdot n, \Psi \rangle_{\partial \Omega} \]  
(3.38)

\[ = \langle \nabla u, \nabla \Psi \rangle \Omega. \]  
(3.39)

The inflow boundary term disappears since strong Dirichlet boundary conditions are imposed on \( \partial \Omega_{\text{in}} \), and therefore the test function \( \Psi \) vanishes. The outflow boundary term equals zero due to the velocity-pressure duality which, because of the strong Dirichlet boundary condition on \( \eta \), imposes a zero Neumann boundary condition on \( u \).

Problem (3.35) is solved using a finite element approach. The function spaces \( V \) and \( Q \) are replaced by finite dimensional subspaces \( V_h \subset V \) and \( Q_h \subset Q \) using a triangulation of the domain. \( V_h \) and \( Q_h \) are chosen as the Taylor-Hood \( P_2-P_1 \) mixed finite element pair which satisfies the desirable inf-sup or Ladyzhenskaya-Babuka-Brezi (LBB) stability condition; see [2, Sect. 12.5] for details.

### 3.4.2 Adjoint equations

The adjoint equations can be derived with the approach presented in Sect. 1.4. The adjoint shallow water equations are

\[
(\nabla \cdot \lambda_u - u \cdot \nabla \lambda_u - \nu \nabla^2 \lambda_u - H \nabla \lambda_\eta + \frac{c_b + c_t(d)}{H} \left( ||u|| \lambda_u + \frac{u \cdot \lambda_u}{||u||} u \right) = \frac{\partial J^*}{\partial u},
\]

\[-g \nabla \cdot \lambda_u - \nabla \lambda_\eta \cdot u - \frac{c_b + c_t(d)}{H^2} ||u|| u = 0,
\]

(3.40)

where \( \lambda_u \) is the adjoint velocity and \( \lambda_\eta \) the adjoint free-surface displacement. For a detailed derivation of (3.40), we refer to [10, Appendix C]. The functional gradient for a given turbine density field \( d \) is computed in three steps:

1. Solve the weak formulation of the shallow water equations given by (3.35) for \( u \) and \( \eta \).

2. Solve (3.40) for \( \lambda_u \) and \( \lambda_\eta \). Using the same finite element discretisation as in step 1 ensures that the gradient is consistent with the discrete shallow water model.

3. Evaluate the functional gradient using (1.148). The only term in the shallow water equations which explicitly depends on \( d \) is the one containing \( c_t(d) \) with \( c_t = \frac{1}{2} C_A t d \). Therefore,

\[
\frac{\partial F}{\partial d}(u, \eta, d; \lambda_u, \lambda_\eta) = \frac{1}{2} C_A t ||u|| u \cdot \lambda_u,
\]

and the gradient is evaluated as

\[
\frac{dJ}{dd}(u, \eta, d) = -\frac{1}{2} \frac{C_A t}{H} ||u|| u \cdot \lambda_u + \frac{\partial J}{\partial d}(u, \eta, d).
\]
3.4 Aspects of numerical solution

3.4.3 Implementation

The implementation of the turbine layout optimiser is available in the open-source package OpenTidalFarm. Figure 3.3 visualises the optimisation loop and the software components that are used internally.

Fig. 3.3: The optimisation loop of the turbine layout designer: Initialised by a user-defined turbine density \( d \), the FEniCS framework \( [13] \) is employed to solve the shallow water equations. In the next step, the adjoint shallow water equations and the functional gradient are derived and calculated using dolfin-adjoint \( [8] \). In the optimisation step, we use either the interior point method from Optizelle \( [22] \) or the LMVM method provided by TAO \( [14] \). This yields an improved turbine density, which is given to the PDE step and the procedure is iterated until a convergence criteria is met.

To test the correctness of the adjoint equation and the functional gradient, a Taylor convergence test can be performed as described in Sect. 1.4.6. The Taylor convergence tests are performed here for three different choices of turbine friction functions, defined by
for \((x,y) \in \Omega_{\text{array}} = [1500, 2500]^2\), and equal to zero on \(\Omega \setminus \Omega_{\text{array}}\) with \(\Omega = [0, 4000]^2\). By applying the relation \(d_i = 2c_{t,i}/(C_t A_t)\) with \(C_t = 0.6\) and \(A_t = 314.15\, \text{m}^2\), this corresponds to the turbine density functions given by

\begin{align*}
  c_{t,1}(x,y) &= 0.03, \\
  c_{t,2}(x,y) &= 3 \cdot 10^{-9} \left( 1 + x^2 + 2y^2 \right), \\
  c_{t,3}(x,y) &= 0.01 \left( 2 + \sin(2\pi x) - \cos(2\pi y) \right),
\end{align*}

for \((x,y) \in \Omega_{\text{array}}\) and equal to zero on \(\Omega \setminus \Omega_{\text{array}}\), where the physical unit \(\text{m}^{-2}\) is omitted.

The example turbine densities \(d_1, d_2\) and \(d_3\) all satisfy the inequality condition in (3.1) with \(d_u\) given in (3.4) with \(\bar{d} \approx 6.25 \cdot 10^{-4} \text{m}^{-2}\). The \(\bar{d}\) value is derived from \(\bar{d} = 1/D_{\text{min}}^2\) with a realistic minimal distance \(D_{\text{min}} \approx 40\) m between individual turbines. Moreover, \(d_1, d_2\) and \(d_3\) produce outcomes for the power functional in a range that we also encounter in our more realistic simulations.

All other parameters relevant for the turbine array optimisation problem, particularly the model parameters used in the shallow water equations, can be found in table 3.4, except the viscosity which is chosen here as \(\nu = 50 \text{ m}^2/\text{s}\). In the model, homogeneous Dirichlet boundary conditions for \(u\) are applied at the Northern and Southern boundaries to the domain. On the western boundary, an inflow is generated by imposing \(\eta = 0.1\) while at the eastern outflow boundary \(\eta = 0\) is imposed. The turbine density is represented by cubic Lagrange finite elements \(P^3\) and the underlying mesh contains 10,202 elements.

The test results for the first and second-order Taylor remainders for \(d_1, d_2\) and \(d_3\) are given in tables 3.1, 3.2 and 3.3 respectively. The first-order Taylor remainders decrease roughly by half between subsequent evaluations, and the second-order Taylor remainders decrease roughly by four. The convergence order should be equal to one for first-order Taylor remainders and two for second-order Taylor remainders. The results of the Taylor remainder demonstrate the expected orders of convergence, giving confidence that the adjoint and gradient computations are correct.

### 3.5 Mesh dependence in tidal turbine array layout optimisation

In this section, we analyse mesh dependent convergence in the PDE-constraint optimality problem presented in Sect. 3.2 with respect to different Riesz gradient representations for the functional of interest. Here, the functional of interest
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Table 3.1: Taylor reminders $R_0 = |\tilde{J}(d_1 + h\delta d) - J(d_1)|$ and $R_1 = |J(d_1 + h\delta d) - J(d_1) - h\nabla J(d_1)\delta d|$ for the turbine layout example with functional given by (3.10). The perturbation direction $\delta d$ is a $P^3$ function nodal values given by random samples from $[0,1]$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$R_0(h\delta d)$ order</th>
<th>$R_1(h\delta d)$ order</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>$2.412 \cdot 10^6$</td>
<td>$4.020 \cdot 10^5$</td>
</tr>
<tr>
<td>0.005</td>
<td>$1.302 \cdot 10^6$</td>
<td>$0.89 \cdot 1.055 \cdot 10^5$</td>
</tr>
<tr>
<td>0.0025</td>
<td>$0.677 \cdot 10^6$</td>
<td>$0.94 \cdot 0.270 \cdot 10^5$</td>
</tr>
<tr>
<td>0.00125</td>
<td>$0.345 \cdot 10^6$</td>
<td>$0.97 \cdot 0.068 \cdot 10^5$</td>
</tr>
<tr>
<td>0.000625</td>
<td>$0.174 \cdot 10^6$</td>
<td>$0.99 \cdot 0.017 \cdot 10^5$</td>
</tr>
</tbody>
</table>

Table 3.2: Taylor reminders $R_0 = |\tilde{J}(d_2 + \delta d) - J(d_2)|$ and $R_1 = |J(d_2 + \delta d) - J(d_2) - \nabla J(d_2)\delta d|$ for the turbine layout example with functional given by (3.10). The perturbation direction $\delta d$ is a $P^3$ function nodal values given by random samples from $[0,1]$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$R_0(\delta d)$ order</th>
<th>$R_1(\delta d)$ order</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>$1.620 \cdot 10^6$</td>
<td>$2.752 \cdot 10^5$</td>
</tr>
<tr>
<td>0.005</td>
<td>$0.876 \cdot 10^6$</td>
<td>$0.89 \cdot 0.720 \cdot 10^5$</td>
</tr>
<tr>
<td>0.0025</td>
<td>$0.455 \cdot 10^6$</td>
<td>$0.94 \cdot 0.184 \cdot 10^5$</td>
</tr>
<tr>
<td>0.00125</td>
<td>$0.232 \cdot 10^6$</td>
<td>$0.97 \cdot 0.046 \cdot 10^5$</td>
</tr>
<tr>
<td>0.000625</td>
<td>$0.117 \cdot 10^6$</td>
<td>$0.99 \cdot 0.012 \cdot 10^5$</td>
</tr>
</tbody>
</table>

Table 3.3: Taylor reminders $R_0 = |\tilde{J}(d_3 + \delta d) - J(d_3)|$ and $R_1 = |J(d_3 + \delta d) - J(d_3) - \nabla J(d_3)\delta d|$ for the turbine layout example with functional given by (3.10). The perturbation direction $\delta d$ is a $P^3$ function nodal values given by random samples from $[0,1]$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$R_0(\delta d)$ order</th>
<th>$R_1(\delta d)$ order</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>$4.192 \cdot 10^6$</td>
<td>$6.965 \cdot 10^5$</td>
</tr>
<tr>
<td>0.005</td>
<td>$2.261 \cdot 10^6$</td>
<td>$0.89 \cdot 1.834 \cdot 10^5$</td>
</tr>
<tr>
<td>0.0025</td>
<td>$1.175 \cdot 10^6$</td>
<td>$0.94 \cdot 0.471 \cdot 10^5$</td>
</tr>
<tr>
<td>0.00125</td>
<td>$0.599 \cdot 10^6$</td>
<td>$0.97 \cdot 0.19 \cdot 10^5$</td>
</tr>
<tr>
<td>0.000625</td>
<td>$0.302 \cdot 10^6$</td>
<td>$0.99 \cdot 0.030 \cdot 10^5$</td>
</tr>
</tbody>
</table>
is chosen as the profit functional from (3.11), using a profit margin \( m = 0.4 \), i.e. \( J_{\text{profit}} = 0.4 \cdot \text{Revenue} \), and a cost coefficient \( C/(kT) = 452.39 \, kW \). The other relevant parameters for our simulations are stated in table 3.4. Further, we define the domain \( \Omega = [0, 2000] \times [0, 1000] \) and the farm area \( \Omega_{\text{array}} = [750, 1250] \times [350, 650] \) with an initial turbine friction equal to zero (no turbines placed within the array). In the model, weak homogeneous Dirichlet boundary conditions for \( u \) are applied on the Northern and Southern boundaries of the domain. On the western side boundary, an inflow is generated by imposing \( u = (2, 0)^T \) strongly, with the outflow boundary condition on the eastern boundary strongly imposed by \( \eta = 0 \). The turbine density is represented by discontinuous Galerkin finite elements. The underlying meshes used contain between 1258 and 8604 elements, depending on the mesh refinement (see Sect. 3.5.1). The optimisation problem is solved using a primal log-barrier interior point method [22] that allows for user-defined inner products. The optimisation is terminated when the \( L^2(\Omega) \) norm of the functional gradient, computed using the \( L^2(\Omega) \) inner product, is smaller than \( 10^{-7} \).

Table 3.4: Parameters for the shallow water equations and the tidal turbine farm used for the continuous turbine density optimisation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water density</td>
<td>( \rho )</td>
<td>1000</td>
<td>kg/m(^3)</td>
</tr>
<tr>
<td>Viscosity</td>
<td>( \nu )</td>
<td>5</td>
<td>m(^2)/s</td>
</tr>
<tr>
<td>Water depth</td>
<td>( h )</td>
<td>50</td>
<td>m</td>
</tr>
<tr>
<td>Gravity</td>
<td>( g )</td>
<td>9.81</td>
<td>m/s(^2)</td>
</tr>
<tr>
<td>Natural bottom friction</td>
<td>( c_b )</td>
<td>0.0025</td>
<td>–</td>
</tr>
<tr>
<td>Turbine radius</td>
<td></td>
<td>10</td>
<td>m</td>
</tr>
<tr>
<td>Minimum distance between turbines</td>
<td>( d )</td>
<td>40</td>
<td>m</td>
</tr>
<tr>
<td>Maximum turbine density</td>
<td>( \bar{d} )</td>
<td>6.25 \times 10(^{-4})</td>
<td>m(^{-2})</td>
</tr>
<tr>
<td>Maximum turbine friction</td>
<td></td>
<td>0.059</td>
<td>–</td>
</tr>
<tr>
<td>Thrust coefficient</td>
<td>( C_t )</td>
<td>0.6</td>
<td>–</td>
</tr>
<tr>
<td>Turbine cross section</td>
<td>( A_t )</td>
<td>314.15</td>
<td>m(^2)</td>
</tr>
</tbody>
</table>
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3.5.1 Mesh refinement

For the numerical analysis of the mesh dependent behaviour when solving this optimisation problem, two approaches for a non-uniform refinement of the underlying meshes are considered.

In the first approach, meshes are refined according to a random refinement rule: starting with a mesh that is uniform in the turbine farm area in the middle of the rectangular mesh, the \((i+1)^{th}\) mesh is given by randomly refining the farm region in the \(i^{th}\) mesh, i.e. the refinement schema introduced in 2.3.2.1 is applied. The probability with which an element is labelled for refinement equals 0.15. The resulting randomly refined meshes used in the experiments are presented in Fig. 3.4.

In the second refinement approach, only a region around a single location within the mesh is refined. Starting with a mesh that is uniform in the turbine area, the resolution in element size around this point increases by a factor of five for every refinement. For the sake of saving space and due to the smaller complexity of this refinement schema, only one of these so-called point refined meshes is displayed, see Fig. 3.5.

Fig. 3.4: Successively, randomly refined meshes in the turbine array area used for the simulations with results given in Fig. 3.8 and 3.9
3.5.2 Numerical experiments

In this section, the impact of using the $\ell^2$ and $L^2$ Riesz representations of the functional derivative on the numerical solutions is analysed. Figure 3.6 displays the evolution of the profit functional with respect to iteration numbers for successively refined meshes.

The results for the randomly refined meshes are shown in Figs. 3.7a and 3.7b. We make the following observations: for the uniform mesh (refinement level 0), the algorithm using the $\ell^2$ representation of the functional derivative converges to the optimal value in fewer iterations than with the $L^2$ representation. However, successively refining the mesh decreases the rate of convergence behaviour for the $\ell^2$ based algorithm. Furthermore, the optimal profit functional value achieved decreases with increasing mesh refinements.

Other than for the case with the uniform mesh, the speed of the algorithm with respect to both the iteration number as well as the convergence limit for the reduced functional is larger if the functional derivative representation in $L^2$ is used in the optimisation. The convergence limit and speed is stable for the optimisation method using $L^2$ Riesz represented gradients over the range of the underlying meshes considered.

Overall, similar behaviour in the numerical results between randomly refined and point refined meshes from Figs. 3.7c and 3.7d is observed. However, the point refinement rule does not lead to convergence limits of the profit functional in the $\ell^2$ case that lie significantly below the optimum achieved using $L^2$ Riesz represented gradients. The convergence limit of the profit functional is reached after around 30 iterations using the $L^2$ inner product, independent of the refinement level. Using the $\ell^2$ inner product, the iteration number increases with refinement. On the finest mesh, around 80 iterations are necessary.

The gradients with respect to both inner product representations have a different geometrical structure, see Fig. 3.7. In the first iteration ($d(x) = 0$), the gradients represented with respect to $L^2$ demonstrate a mostly flat increase of the friction field over the entire turbine area. It is further interesting to observe the Galerkin mass matrix scaling in the point refinement case for the $\ell^2$ gradient representation.
Fig. 3.6: Functional of interest given by the profit functional plotted as a function of optimisation iterations using $L^2$ and $\ell^2$ gradient representations for successively refined meshes. For the upper figures, the random refinement rule is applied. For the lower figures, the point refinement rule is applied. The numbers in the legend state the degree of refinement of the underlying mesh in such a clear manner: The smaller the size of the underlying element, the smaller the gradient values on this element.

Figures 3.8 and 3.9 present plots of the optimal friction field associated with the optimal turbine density function, obtained using the $L^2$ and $\ell^2$ inner product representation for the optimisation method, respectively. The underlying meshes correspond to those shown in Fig. 3.4 (randomly refined meshes).

The reader is reminded that the boundary conditions for the shallow water equations, that are discussed in Sect. 3.4.1 describe a constant inflow from the western side of the domain towards the eastern side, and in this simple flat-bottomed channel geometry the flow remains close to west to east throughout the domain. Based on this information, the following consideration for an optimal turbine density distribution can be made: To maximise the power output (as part of the profit functional), a friction field associated with the turbine density field is formed that extracts the most possible power from the flow. Starting from $d = 0$, it makes sense if a considerable part of the increased friction field is orthogonal to the velocity. Due to the presence of increased friction in the farm area, and a consequent ‘blockage’ effect, the flow is diverted towards the Northern and Southern boundaries of the domain. To
'capture' most of the flow, and hence maximise energy extraction, the friction along the Northern and Southern boundaries of the turbine region might be expected to increase. Summarizing, one might expect the optimal friction distribution to have a “U” shape with the open side to the western side of the domain. This physical intuition is confirmed by the results given in Fig. 3.8, where the $L^2$ inner product was used. In this case, the overall friction field distribution does not change significantly when refining the underlying mesh, which confirms the observation of mesh independence in the optimisation for the reduced functional above.

Considering the results for the optimal friction distribution displayed in Fig. 3.9 (using $\ell^2$) we observe that the friction field in this case does change with mesh refinement. Distributions that contradict the physical consideration from above yield slightly (refinement levels 2 and 4) to significantly (refinement level 5) lower profits.

To confirm the dependence of the $\ell^2$ based algorithm on the non-uniformity in the mesh, a series of experiments using a series of uniformly refined meshes were performed as a reference (not displayed). For these the iteration number to reach convergence is observed to not increase using the $\ell^2$ (as well as $L^2$) based algorithm with refinement. Analogously, the final optimal friction field (and hence profit functional value) does not change significantly.
3.6 Tidal resources assessment in the Pentland Firth, Scotland

In this example we apply the turbine layout optimisation to a realistic domain: the Pentland Firth between mainland Scotland and the Orkney Islands. The Pentland Firth is considered highly suitable for tidal turbine deployments [7], due to its fast tidal streams of up to 5 m/s speed in certain locations.

The aim of our experiment is to identify suitable deployment areas for tidal turbine farms. More specifically, the idea is to use the layout optimisation method as described in the previous sections, but apply it to all suitable areas across the Pentland Firth where turbines could be deployed. Since current tidal turbine technology can typically only be installed in waters with a certain depth range, we define this permissible area here as:

A Python script that performs the tidal turbine array optimisation with the configuration from this chapter can be found in [16]. In the optimisation step, the bounded LMVM method in the TAO library [14] is used.
Fig. 3.9: Results of turbine density optimisation using the \( \ell^2 \) representation of the functional derivative for successively finer meshes corresponding to Fig. 3.4 (random refinement)

\[
\Omega_{\text{farm}} = \{ x \in \Omega \text{ with } 25 \text{ m} \leq h(x) \leq 60 \text{ m} \}. \tag{3.41}
\]

Figure 3.10a shows the domain of interest, and the sub-domain of potential turbine installations. The discretised domain is shown in Fig. 3.10b. The mesh element sizes are approximately 15 m in the proximity of the coast and vary up to 500 m in the deeper coastal ocean.
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Fig. 3.10: The domain, mesh and potential turbine areas ($\Omega_{\text{farm}}$) of the Pentland Firth example. The Pentland Firth is located in Scotland, UK and is of high interest for tidal turbine array development.

The formulation of the farm optimisation problem (3.1) was extended to capture the reversing flood-ebb flow of a tidal cycle by replacing the single shallow water constraint by two subsequent, steady-state shallow water solves. Each solve corresponds to one peak (flood and ebb) flow within one tidal cycle. For our experiment, the specific date stamps were 13:55 on the 18th September 2001, yielding an east-west flow, and 20:10 on the 18th September 2001, yielding a west-east flow in the Pentland Firth.

The objective functional is defined as the sum of the power productions (using (3.10)) at the two peak flows and a regularisation term:

$$J_P(u_1, d) + J_P(u_2, d) + C \int_{\Omega_{\text{farm}}} |\nabla d(x)|^2 \, dx,$$

where $u_i$, $i = 1, 2$ are the horizontal velocities from the two shallow water solves, $d$ is the farm turbine density, and $C > 0$ is the regularisation coefficient. The $H_0^1$ regularisation term helps to enforce smoothness in the turbine density function, and is used to avoid infeasible “checkerboard” configurations. A list of the model parameters is shown in table 3.5. Overall, the parameters were chosen more as a demonstration setup for the numerical technology rather than to provide physically realistic predictions. In particular, the viscosity needed to be chosen artificially high in order for the steady-state solvers to converge. A more accurate model would therefore use a time-dependent shallow water solver.

The problem was solved with the bounded LMVM method in the TAO library [14]. To study the mesh dependency of this problem, the solver was executed both with the $\ell^2$ and the $L^2$ inner products for the control variable. The convergence plots for both optimisations are plotted in Fig. 3.11. In both cases, the optimisation
algorithm terminates in less than 25 iterations. The optimisation with the $L^2(\Omega)$ inner product can be seen to reach an optimum with a higher functional value.

![Graph](image)

Fig. 3.11: The optimisation with the $\ell^2$ inner product terminates after 17 iterations with a functional value of 17,889. The optimisation with the $L^2$ inner product terminates after 23 iterations with a functional value of 19,136.

The optimal turbine configuration obtained for both the $\ell^2$ and the $L^2$ based algorithms is shown in Fig. 3.12. The difference in the two solutions is clearly visible. In particular, in the south-east region, the configuration with the $L^2$ inner product (3.12a) deploys significantly more turbines compared to the solution with the $\ell^2$ inner product (3.12b). Figures 3.12c and 3.12d provide a close-up view to the area east of Stroma island. In these figures, the $\ell^2$-based solution shows the mesh dependent structure, while the $L^2$-based solution is smoother and shows no mesh dependency.
Fig. 3.12: The optimised turbine densities for the Pentland Firth example, computed with the $L^2(\Omega)$ inner product (figure a) and the $\ell^2$ inner product (figure b). Figures c and d show a zoom of the region to the east of Stroma Island.
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