Model identification of reduced order fluid dynamics systems using deep learning
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SUMMARY

This paper presents a novel model reduction method: Deep Learning Reduced Order Model (DLROM), which is based on proper orthogonal decomposition (POD) and deep learning methods. The deep learning approach is a recent technological advancement in the field of artificial neural networks. It has the advantage of learning the non-linear system with multiple levels of representation and predicting data. In this work, the training data are obtained from high fidelity model solutions at selected time levels. The Long Short-Term Memory network (LSTM) is used to construct a set of hypersurfaces representing the reduced fluid dynamic system. The model reduction method developed here is independent of the source code of the full physical system.

The reduced order model (ROM) based on deep learning has been implemented within an unstructured mesh finite element fluid model. The performance of the new ROM is evaluated using two numerical examples: an ocean gyre and flow past a cylinder. These results illustrate that the CPU cost is reduced by several orders of magnitude whilst providing reasonable accuracy in predictive numerical modelling. Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Model identification is a method for constructing mathematical models of dynamic physical systems, and it involves numerical simulations. Numerical simulations play an important part in analyses of many natural systems in physics, climatology, astrophysics, biology, chemistry, economics, psychology and engineering. These simulations generally involve solving partial differential equations (PDEs) with suitable initial and boundary conditions using discretisation methods (for example, finite element methods). However, the discretised dynamical system for complex problems often has a huge number of degrees of freedom (e.g. $10^7 - 10^{10}$). Thus, even with moderate complexity problems, the computation cost can still be prohibitive. A number of model identification methods have been presented to improve the capabilities of the mathematical models such as state calibration with 4D Var[1], neural networks[2], dynamics with radial basis functions[3], genetic programming [4, 2, 5] and the traditional Galerkin method [1, 6]. Reduced-order modeling, one of model identification methods, has proven to be a powerful tool to reduce the
complexity and large dimensional size of the full discretised dynamical system. It is also often used in uncertainty quantification or optimal design where many simulations (e.g. hundreds or thousands) are needed to analyse model parameters (see [7, 8, 9, 10, 11]).

ROM offers the potential to simulate physical and dynamic systems with substantially increased computational efficiency whilst maintaining reasonable accuracy [12]. ROM is a rapidly growing discipline, with significant potential advantages in: interactive use, emergency response, ensemble calculations, and data assimilation. ROM is expected to play a major role in facilitating real time turn-around of computational results. It has been applied into a number of fields, for example, nonlinear large-scale systems [13], ocean modelling [14, 15], sensor location optimisation [16], air pollution modelling [17], shape optimisation [18], porous media problems [19], aerospace [20, 21], optimal control [22, 23], multi-scale fracture [24], shallow water [25, 26, 27] and neutron problems [28].

Reduced order models (ROMs) can be broadly divided into two types: intrusive ROMs (IROMs) and non-intrusive ROMs (NIROMs) [29]. IROMs are dependent on the source code of the governing system and suffer from instability and non-linearity efficiency issues [30, 31, 32, 33, 34, 35, 36, 37]. In addition, the source code of IROMs is difficult to modify [38]. The NIROMs become popular recently since they avoid modification of the original source code for complex dynamical systems. Audouze et al. proposed a NIROM for nonlinear parameterized time-dependent PDEs using RBF and POD [39, 40]. Xiao et al. presented three types of non-intrusive model reduction methods: (a) POD and Smolyak sparse grid interpolation; (b) POD and Taylor series expansion; and (c) POD and radial basis function interpolation [41, 42]. Chen et al. proposed a NIROM based on black-box stencil interpolation method [38]. Xiao et al. also presented a parameterized NIROM for general time-dependent nonlinear PDEs [3]. The NIROM method has been applied successfully into a number of fields such as fluid-structure interactions [43, 44], ocean modelling [42] and multiphase flow in porous media [45, 46]. These applications were carried out using POD and RBF. However, their predictive ability is dependent on the choice of interpolation functions and distribution of the sample data points.

Deep learning technology is a recent advancement in artificial neural networks which is capable of finding more hidden information from the data. It has the advantage of processing data in their raw form, learning the non-linear system with multiple levels of representation and predicting data [47]. Recently, it has resulted in breakthroughs in various areas like image processing, video and speech recognition, genetics and disease diagnosis [48, 49, 50]. More recently, an article about the application of deep learning in fluid dynamics has also been reported [51].

The deep learning method is also used to construct a reduced order model. In the work of [52], Deep Auto-Encoder (DAE) is used for dimensionality reduction of distributed parameter systems. Then, the low-dimensional representations are used to establish a reduced-order method. In that work, the deep learning method is used to do dimensionality reduction, but it does not take the advantage of its predictive capability.

The LSTM was presented by Sepp Hochreiter and Jurgen Schmidhuber in 1997 [53], and it was improved by Gers et al. in 2000. Around 2007, LSTM outperformed traditional neural networks in speech recognition [54]. In 2009, it won a number of pattern recognition competitions [55]. More recently, it has become a very popular method in major IT companies such as Google, Microsoft, Apple, Baidu and Amazon [56, 57, 58, 59].

In this work the authors have developed a novel NIROM based on LSTM deep learning and proper orthogonal decomposition (POD) method. LSTM is used to construct a set of hypersurfaces that represent the reduced fluid dynamic system. In this method, the governing equations are firstly discretised by a finite element Bubnov Galerkin discretisation using the Fluidity model [60] and the NIROM is generated through the solution snapshots taken at regular time intervals. In this method, solutions of the full model are recorded as a set of snapshots, and from these snapshots, appropriate basis functions optimally representing the problem are generated. LSTM is then used to learn the underlying physical dynamics comprised in the solutions of the full high fidelity model. The predictive capability is also compared with the widely used NIROM based on POD and RBF.
The remainder of this paper is organised as follows. Section 2 presents the theory involved in this work, which includes the governing equations of the fluid problem and methods for deriving the formulation of the reduced order system. Section 3 illustrates the capability of the newly derived model reduction method by two numerical examples: a gyre and flow past a cylinder problem. Finally in Section 4, discussion and conclusions are presented.

2. THEORY AND METHOD

2.1. Governing equation of the physical system

This article considers the three dimensional non-hydrostatic Navier-Stokes equations describing the conservation of mass and momentum of a fluid,

\[ \nabla \cdot \mathbf{u} = 0, \]
\[ \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} + f k \times \mathbf{u} = -\nabla p + \nabla \cdot \mathbf{\tau}, \]

where the terms \( \mathbf{u} \equiv (u_x, u_y, u_z)^T \) denote the velocity vector, \( p \) the perturbation pressure \( (p := p/\rho_0, \rho_0 \) is the constant reference density) and \( f \) the Coriolis inertial force. The stress tensor \( \tau \) represents the viscous forces.

In this work, a finite element Bubnov-Galerkin discretisation is employed for the Navier Stokes equations [60]. After weighting and integrating, the discretised form of the system can be obtained,

\[ C^T \mathbf{u} = 0, \]
\[ N \frac{\partial \mathbf{u}}{\partial t} + A(\mathbf{u}) \mathbf{u} + K \mathbf{u} + C p = \mathbf{s}, \]

where \( C \) denotes the pressure gradient matrix, \( N \) is the mass matrix involving the finite element basis functions \( N_i, A(\mathbf{u}) \) is the solution dependent discretised streaming operator, \( K \) is the matrix related to the rest of the linear terms of velocity, and \( \mathbf{s} \) is the vector accounting for the forces acting upon the solution.

The degree of freedom (DOF) of the matrices \( (N, A, K \text{ and } C) \) in equation (3) is huge. In some realistic cases, it can be up to \( 10^{10} \) or higher. The computational cost of solving the equations is intensive. In the following sections, a reduced system is derived by using POD and LSTM deep learning methods.

2.2. The Reduced Order System of Equations

In the POD approach, a sequence of basis functions is constructed from snapshots that are taken at a number of time levels of the high fidelity full model given by equation (3).

For each solution field, e.g., velocity or pressure components, the sampled values at the snapshot \( i \) are stored in the vectors \( \mathcal{V}^k_i \) (where the superscript \( k \) denotes space direction (x, y, z or pressure component) with the number of nodes \( N \). Each snapshot matrix for velocity components or pressure are treated separately in the discretised formulation. Thus the procedure is implemented on the general snapshot matrix \( \mathcal{V} \) in order to derive the reduced system.

A set of basis functions \( \{\phi_i\}, i \in \{1, 2, \ldots, I\} \), are obtained by POD, which involves performing a singular value decomposition of the snapshot matrix \( \mathcal{V} \),

\[ \mathcal{V} = U \Sigma V^T. \]

The terms \( U \in R^{N \times N} \) and \( V \in R^{I \times I} \) are the matrices that consist of the orthogonal vectors for \( \mathcal{V}^k_i \) and \( \mathcal{V}^T \), respectively and \( \Sigma \) is a diagonal matrix of size \( N \times I \). The non zero values of \( \Sigma \) are the singular values of \( \mathcal{V} \), and these are assumed to be listed in order of their decreasing magnitude. It can be shown [61] that the POD vectors are defined to be the column vectors of the matrix \( \mathcal{V} \),

\[ \phi_i = \mathcal{V}_i / \sqrt{\lambda_i}, \quad \text{for } i \in \{1, 2 \ldots I\}, \]
and the optimal basis set of size $P$ consists of the functions corresponding to the largest $P$ singular values (i.e. the first $P$ columns of $U$). $\lambda$ denotes singular values. These vectors are optimal in the sense that no other rank $P$ set of basis vectors can be closer to the snapshot matrix $\mathcal{V}$ in the Frobenius norm.

In POD, any variable $\psi$ (for example, the velocity and pressure components) can be expressed by the expansion,

$$\psi = \sum_{j=1}^{P} \alpha_j \phi_j + \overline{\psi}$$

(6)

where $\alpha_j$ denote the coefficients of the POD expansion and $\overline{\psi}$ is the mean of the ensemble of snapshots for the variable $\psi$. In this work, the mean of snapshots were not considered in the equation (6), i.e., $\overline{\psi}$=0. It was previously found that in some cases, considering the snapshot mean may lower the accuracy [44].

The loss of information due to the truncation of the POD expansion set to $P$ vectors can be quantified by the following ratio,

$$E = \frac{\sum_{j=1}^{P} \lambda_j^2}{\sum_{j=1}^{n} \lambda_j^2}$$

(7)

The value of $E$ will tend to 1 as $P$ is increased to the value $I$, this would imply no loss of information.

2.3. Modelling fluids using deep learning and POD

Substituting equation (6) into equation (3) and taking the POD basis function as the test function, then integrating equation (2) over the computational domain, the reduced order equations are then obtained,

$$\begin{bmatrix} B^{POD} & C^{POD} \\ C^{POD} & 0 \end{bmatrix} \begin{bmatrix} \alpha_{u,n+\Delta n} \\ \alpha_{p,n+\Delta n} \end{bmatrix} = \begin{bmatrix} B'^{POD} & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \alpha_{u,n} \\ \alpha_{p,n} \end{bmatrix} + \begin{bmatrix} s^{POD} \\ 0 \end{bmatrix},$$

(8)

where $\alpha_{u,n}$ is the vector of POD coefficients containing all velocity components at time level $n$. $\Delta n$ is the size of the timestep. In order to keep consistent, $n + \Delta n$ is treated as next timestep $t + 1$.

Equation (8) can also be rewritten in the general form of equation (9):

$$\alpha_{j+1}^{t} = f_j(\alpha^t), \quad j \in \{1, 2, \ldots m\},$$

(9)

In this article, the function $\tilde{f}_j(\alpha^t)$, which approximates the $f_j(\alpha^t)$ in equation (9), is constructed using LSTM deep network. The structure of a deep recurrent neural network used in this work is shown in figure 1. This type of network has cyclic connections, which make the network a powerful method to model temporal data since it has an internal memory system to deal with temporal sequence inputs. The LSTM has a special memory block in the hidden layer of the recurrent neural network. The architecture of a single memory block is shown in figure 2. The input gate of each memory block controls the information transmitting from the input activations into the cell and the output gate controls the information transmitting from the memory cell activations into other nodes.

In the LSTM network, a map from the input $x = (x^1, \ldots, x^N_t)$ to the output $y = (y^1, \ldots, y^{N_t})$ can be calculated using the following equations:

$$i^t = g(W_{ix}x^t + W_{cm}m^{t-1} + W_{ic}c^{t-1} + b_i),$$

$$r^t = g(W_{rx}x^t + W_{rm}m^{t-1} + W_{rc}c^{t-1} + b_r),$$

$$o^t = g(W_{ox}x^t + W_{om}m^{t-1} + W_{oc}c^{t} + b_o),$$

$$c^t = r^t \odot c^{t-1} + i^t \odot g(W_{cx}x^t + W_{cm}m^{t-1} + b_c),$$

$$m^t = o^t \odot h(c^t),$$

$$y^t = \varsigma(W_{rm}m^t + b_r)$$

(10)

where $i$, $r$ and $o$ denote the input, forget and output gate vectors respectively, $c$ is the cell activation vector, $b$ is the bias vector, $g$ is the activation function, $W$ denote the weight matrices (e.g. $W_{ix}$ is

the weight matrix from the input gate to the input), $\odot$ is the element wise product of the vectors, $h$ and $g$ are the cell output and cell input activation functions respectively and $\varsigma$ is the network output activation function.

In this work, the inputs $x = (x^1, ..., x^{N_t})$ are the POD coefficients at the previous time level, $\alpha = (\alpha^{t-1}, ..., \alpha^{N_t-1})$ and the outputs are the POD coefficients at the current time level, $\alpha = (\alpha^t, ..., \alpha^{N_t})$. The offline procedure of constructing a ROM using POD and LSTM can be summarised as following,

(a) Generate a sequence of snapshots over the time period $[0, N^t]$ by solving the Fluidity model;
(b) Obtain a set of POD basis functions for velocity and pressure using SVD of the snapshot matrix;

(c) Obtain the functional values $y_{t,j}$ at the data point $(\alpha^t_{u}, \alpha^t_{p})$ via the solutions from the high fidelity full model, where $t \in \{1, 2, \ldots N^t\}$ and $j \in \{1, 2, \ldots P\};$

(d) Use the data points $(\alpha^t_{u}, \alpha^t_{p})$ as the input data for (11) and the functional values as the output for (11), and train the LSTM deep network.

(e) After training the LSTM network, treat the network as a function, that is, $\alpha^{t+1}_j = f_j(\alpha^t_{u}, \alpha^t_{p})$.

After obtaining the function $f_j$, it can then be used to predict the POD coefficients at current time level. The procedure of online prediction using the NIROM can be summarised as following,
Algorithm 1: Online NIROM calculation algorithm

(1) Initialisation.
   for $j = 1$ to $P$
      Initialize $\alpha_{u,j}^0$ and $\alpha_{p,j}^0$;
   endfor

(2) Calculate solutions at current time step:
   for $t = 1$ to $N_t$
      for $j = 1$ to $P$
         (i) Evaluate the function $f$ at the previous time step $t - 1$ by using the complete set of POD coefficients $\alpha_{u,j}^{t-1}$ and $\alpha_{p,j}^{t-1}$:
            
            $\mathbf{f}_{z,j} \leftarrow (\alpha_{u,j}^{t-1}, \alpha_{p,j}^{t-1})$,

            (11)

         (ii) Calculate the POD coefficients $\alpha_{u,j}^t$ and $\alpha_{p,j}^t$ at the current time step $t$ using the following equations:
            
            $\alpha_{j}^{t+1} = f_j(\alpha_{u,j}^t, \alpha_{p,j}^t)$

            (12)
      endfor
   Obtain the solutions $\mathbf{u}^t$ and $\mathbf{p}^t$ on the full space for current time step $t$ by projecting $\alpha_{u,j}^t$ and $\alpha_{p,j}^t$ onto the full space.

   $\mathbf{u}^t = \sum_{j=1}^{P} \alpha_{u,j}^t \Phi_{u,j}$,  \hspace{1em}  \mathbf{p}^t = \sum_{j=1}^{P} \alpha_{p,j}^t \Phi_{p,j}$
   endfor
3. NUMERICAL SIMULATIONS

In this section two numerical simulations, namely a flow past a cylinder and a gyre, were conducted. The first numerical experiment shows the novel NIROM is capable of predicting the flows, and the second experiment compares the results with those obtained from NIROM based on POD/RBF. In all experiments, the presented novel NIROM based on deep learning was implemented under the framework of an adaptive mesh unstructured finite element computational fluid dynamics tool Fluidity [60]. In this work, the Lapack and Keras libraries are used to perform the SVD and LSTM [62, 63]. Fluidity provided the exact solutions for model comparison as well as the snapshots for the ROM POD basis functions generation. These Fluidity solutions, when mapped into the reduced space, also provided the training data for the deep learning approach.

The root mean square error (RMSE) and correlation coefficient are used to evaluate the model performance, i.e.,

$$\text{RMSE}^t = \sqrt{\frac{\sum_{i=1}^{F} (\psi^t_i - \psi^t_{o,i})^2}{F}},$$

where $\psi^t_i$ and $\psi^t_{o,i}$ denote the ROM (mapped onto the full mesh) and full model solution at the node $i$ and the time level $t$, respectively, and $F$ represents the number of nodes on the full mesh.

The correlation coefficient (CC) is computed for each time step, and is defined for given expected values $\mu_{\psi^t}$ and $\mu_{\psi^t_{o}}$ and standard deviations $\sigma_{\psi^t}$ and $\sigma_{\psi^t_{o}}$,

$$\text{CC}(\psi^t, \psi^t_{o})^t = \frac{\text{cov}(\psi^t, \psi^t_{o})}{\sigma_{\psi^t} \sigma_{\psi^t_{o}}} = \frac{E(\psi^t - \mu_{\psi^t})(\psi^t_{o} - \mu_{\psi^t_{o}})}{\sigma_{\psi^t} \sigma_{\psi^t_{o}}}. \quad (14)$$
3.1. Ocean gyre simulation

In the first numerical example, the NIROM based on POD and LSTM was applied to the gyre problem. The ocean gyre is circular ocean currents driven by the wind, and the forces are created by the rotation of Earth. It transports water to long distances and helps develop the large scale mixing of the ocean, transport salt and chemicals, and adjust the weather and ecosystems. The eddies caused by gyres also influence the shipping routes and damage the oil platforms. In this experiment, a NIROM for the gyre was set up in order to predict the fluid dynamics in real-time. The gyre has a computational domain of $1000 \times 1000$ km and has a depth of 500m. The solution’s free surface is driven by the wind with a force strength given by the expression,

$$\tau_y = \tau_0 \cos(\pi y / L) \quad \text{and} \quad \tau_x = 0.0,$$

where $L$ is the problem’s length scale given by $L = 1000$ km. The $\tau_x$ and $\tau_y$ are the wind stresses on the free surface along the $x$ and $y$ directions respectively. In the example, the maximum zonal wind stress is $\tau_0 = 0.1 \text{ Nm}^{-1}$ in the latitude (y) direction. The Coriolis terms are taken into account with the beta-plane approximation ($f = \beta y$) where $\beta = 1.8 \times 10^{-11}$. The reference density of the fluid $\rho_0$ is set to $1000 \text{ kgm}^{-1}$ and the Reynolds number was set to be $Re = 250$. The gyre was simulated through the full finite element model for a period of non-dimensional unit of $[0-0.21]$ using a non-dimensional time step size of $\Delta t = 0.001$. From this simulation 42 snapshots were taken at a regular time interval $\Delta t = 0.005$. The snapshots contribute the training data for the LSTM deep network. Then the NIROM predicts the solution further to 0.3 to investigate the capability of the NIROM. In order to compare the results between the high fidelity full model and the NIROM, the full model was simulated to obtain 60 snapshots over the simulation period $[0,0.3]$. The training data uses 70% of the data from the full model and uses the remaining 30% to do the comparison. In order to avoid overfitting, the dropout method was used \[64\]. The dropout was added to the input and recurrent connections.

Figure 3 shows the velocity solutions (a combination of two directions: $u = \sqrt{u_x^2 + u_y^2}$) of the gyre problem at time instances 0.075 and 0.3. The solutions compare the solutions between the full model and deep learning ROM (DLROM) using 3 and 12 POD basis functions. It can be seen from the figure that NIROM using both 3 and 12 POD basis functions predict well, and it performs better when choosing larger number of POD basis functions. In order to further investigate the accuracy of the NIROM, the solutions at a particular point in the computational domain ($x = 0.19682, y = 0.91654$) is presented in figure 4. This point is a relatively sensitive point, therefore, it is easy to show the difference of solutions between the full model and ROMs. It shows again that the NIROM performs well using both 3 and 12 POD basis functions, and the NIROM using 12 POD basis functions gets closer agreements with the exact solutions. The errors of the NIROMs is validated by RMSE and correlation coefficient, which consider errors from all the nodes in the computational domain, see figure 5.
Figure 3. The figures displayed above show the velocity solutions (a combination of two spatial directions) of the gyre problem at time instances 0.075 and predicted 0.3. The solutions compare the solutions of full model and predictions from DLROM using 3 and 12 POD basis functions.
Figure 4. Gyre case: the graphs shows the solution velocities obtained from the full model, DLROM with 3 POD basis functions and 12 POD basis functions at a point in figure (a): (x=0.19682, y=0.91654).

Figure 5. Gyre case: the figures displayed above show the RMSE and correlation coefficient of DLROM with 3 POD basis functions and 12 POD basis functions of the gyre case.
3.2. Flow past a cylinder

In the second numerical example, a flow past a cylinder was simulated. The problem domain is non-dimensional 50 units in length and non-dimensional 10 units in width, and it possesses a cylinder of radius non-dimensional 3 units positioned over the point (5,5). Figure 6 shows the computational domain, with a mesh of 3213 nodes.

The simulation period is non-dimensional unit of 5.6 units, and for all models a time step size of \( \Delta t = 0.01 \) was used. 280 snapshots were obtained at regularly spaced time intervals for each of the velocity and pressure solution variables. The NIROM is used to predict the simulation period [5.7, 8] units. In order to compare the results between the high fidelity full model and the NIROM, the full model was simulated to obtain 400 snapshots over the simulation period [0,8]. Thus, 70% of the data from the full model is used as the training data, while the remaining 30% is used for cross-validation/comparison. In order to avoid overfitting, the dropout was also added to the input and recurrent connections.

The dynamics of the fluid flow is driven by an in-flowing liquid with velocity 1 unit, and this enters the domain through the left boundary and passes right boundary. No slip and zero outward flow conditions are applied to the upper and lower edges of the problem whilst the Dirichlet boundary conditions are applied to the cylinder’s wall. In this example, the NIROM using LSTM deep learning method is compared with the NIROM using RBF interpolation methods, which is a popular method used in the literature [42, 43, 44].

Figure 7 shows the predicted velocity solutions of the flow past a cylinder problem at time instances 4.0 and 7.6. The solutions compare the solutions of full model and predictions from ROM/RBF and DLROM using 18 and 36 POD basis functions. As shown in this figure, the ROM based on LSTM using 36 POD performs better than that using 18 POD basis functions. At some areas in the computational domain, see figure (7 (f) and (h)), the DLROM performs better than ROM/RBF. In order to see the differences between different models, the solutions at two particular points (labelled 1055 and 2556 respectively in figure 6) are given in figure 8. This figure further shows the DLROM has a better predictive capability than ROM/RBF, especially in the simulation period [5.7, 8] units. The errors for DLROM and ROM/RBF are compared using RMSE and correlation coefficients, which consider all the nodes in the computational domain and all the time levels. The error in figure 9 shows that both the DLROM and ROM/RBF are acceptable, but DLROM shows better predictive capabilities.

As for the computational efficiency, it includes includes both offline and online CPU cost. The offline CPU cost includes the process of forming POD basis functions and training process of LSTM deep network. The offline CPU cost is given in Table I. The training CPU cost of the network is expensive, however, it can be worth investing such a time to construct the DLROM. Moreover, once the DLROM is constructed, the simulation is normally very fast - the training time is much less than the simulation time of the full model in complicated realistic cases. In addition, this offline process is precomputed and only calculated once. The online CPU time includes the prediction time and the time projecting back to the full system, which are needed for every time step. The simulations were carried out on a computer with 4 cores (Intel® Core™ i7-3537U CPU @ 2.00GHz 4) and 8GB RAM. Only one of the cores was used when running the examples.

Table II shows the online CPU cost (non-dimensional unit) required for running the high fidelity full model and DLROM for one snapshot. It shows that the CPU time of DLROM is reduced by
Figure 7. The figures displayed above show the velocity solutions (a combination of two spatial directions) of the flow past a cylinder problem at time instances 4.0 and predicted 7.6. The solutions compare the solutions of full model and predictions from ROM/RBF and DLROM using 18 and 36 POD basis functions.

three orders of magnitude. It is worth mentioning that the ROM speed up, over the full model, can be greater the if the number of nodes in the computational domain is large.

Table I. Offline CPU cost required for calculating POD basis functions and deep learning training time

<table>
<thead>
<tr>
<th>Number of POD bases</th>
<th>12</th>
<th>18</th>
<th>36</th>
<th>nodes</th>
<th>training time</th>
<th>snapshots</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gyre</td>
<td>0.698</td>
<td>0.728</td>
<td>0.8839</td>
<td>2823</td>
<td>630</td>
<td>60</td>
</tr>
<tr>
<td>Number of POD bases</td>
<td>12</td>
<td>18</td>
<td>50</td>
<td>nodes</td>
<td>training time</td>
<td>snapshots</td>
</tr>
<tr>
<td>Flow past a cylinder</td>
<td>48.7</td>
<td>50.38</td>
<td>83.38</td>
<td>3213</td>
<td>1273</td>
<td>400</td>
</tr>
</tbody>
</table>

Table II. Comparison of the online CPU cost (non-dimensional unit) required for running the high fidelity full model and DLROM for one snapshot.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Model</th>
<th>Assembling and Projection</th>
<th>Solving</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gyre</td>
<td>Full model</td>
<td>3.0677</td>
<td>0</td>
<td>3.0677</td>
</tr>
<tr>
<td></td>
<td>DLROM</td>
<td>0</td>
<td>0.0003</td>
<td>0.00040</td>
</tr>
<tr>
<td>Flow past a cylinder</td>
<td>Full model</td>
<td>3.1267</td>
<td>0</td>
<td>3.1267</td>
</tr>
<tr>
<td></td>
<td>DLROM</td>
<td>0</td>
<td>0.0003</td>
<td>0.00040</td>
</tr>
</tbody>
</table>

4. DISCUSSION AND CONCLUSIONS

In this article, the authors for the first time used a deep learning method (LSTM) together with POD methods to construct a reduced order model. The DLROM is non-intrusive, which means it is independent of the source code of the full physical system and easy to modify and extend to other complex problems such as real time response of the natural hazards. The method has been tested using two numerical flow problems, flow past a cylinder and a wind driven ocean gyre. The underlying full model is an unstructured mesh finite element model (Fluidity). The results
Figure 8. The graphs show the solution velocities predicted by the full model, DLROM with 18 POD basis functions, DLROM with 36 POD basis functions and ROM/RBF models at positions (1055): (x=0.29608, y=0.36) and (2556): (x=0.62679, y=0.20903).

show that the DLROM is capable of capturing the complex fluid dynamics with less than 1/1000 CPU cost. The DLROM is also compared with the high fidelity full physical model and the now popular ROM/RBF model. The comparison shows that the DLROM has potentially better predictive capabilities. An error analysis has also been carried out for the validation and accuracy assessment of the DLROM through RMSE and correlation coefficient.

It is worth pointing out that it is difficult to choose the best model identification method for reduced order model because of various criteria [1, 65]. In this paper, we discuss the different model identification methods in terms of the temporal behaviour criteria. The model identification method using strong constraint 4D-Var is capable of predicting the dynamics of the system after the data assimilation [1]. The radial basis function interpolation based model identification method for ROM has an advantage of predicting the varying parameter problems such as varying initial and boundary conditions. However, the temporal behaviour prediction is not as good as machine learning methods. Machine learning methods have tremendous potential in data-driven engineering.
problems. Genetic programming is especially promising since it optimises both the parameters and structure associated with the system [2]. Neural network method is capable of approximating most input-output functions, but it is prone to overfitting. The neural network method needs tremendous amounts of training data if better solutions are expected. Deep learning approach has tremendous potential in the challenging complex problems such as turbulence modelling, and control and transient dynamics. In regards to the application of deep learning to transient dynamics, the time step $\delta t$ needs to be sufficiently small to provide sufficient snapshots training data (tiny changes of the fluids). The recursive dynamic model decomposition (RDMD) method can also be combined with the deep learning approach to improve the capability of capturing the transient dynamics. Like POD method, RDMD keeps orthonormal modes. In addition to orthogonality, it also includes purer frequency content [66, 67].

The ROM with machine learning methods is suitable for various modelling applications such as ocean modelling, climate modelling, air pollution and environment modelling, shape optimisation, fluids dynamics, aerospace design, neutron/photon transport problems and so on. Future work will investigate the effects of applying this model to varying parametric problems and more complex problems, such as the real time response to natural hazards (landslides, flooding etc).
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