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Abstract— A distributed multi-agent system consisting
of homogeneous agents is considered in this paper. Dis-
tributed differential games and their solutions in terms of
Nash equilibria are defined for such systems, both in a
linear-quadratic setting and in a general, nonlinear setting.
As with standard differential games, obtaining exact solu-
tions for nonlinear distributed differential games requires
solving coupled partial differential equations, closed-form
solutions for which are not readily available in general. A
systematic method for constructing approximate solutions
for a nonlinear distributed differential game with two
players is provided. The method requires solving algebraic
equations only and is illustrated on a numerical example.

I. INTRODUCTION

A system consisting of several individual “subsys-
tems”, such as a team of autonomous robots or a
elements of a smart grid, form what is known as a
multi-agent system. Such systems have gained much
interest in various fields of engineering over the last
decade (see, for instance, [1] and references therein)
and have a variety of applications, with examples
including mobile sensor networks, monitoring, power
systems and space exploration [1]-[5]. From a control
theoretic perspective, designing control laws for multi-
agent systems may be challenging - in particular when
the communication between agents is limited [6], [7].
In many practical situations inter-agent communication
is limited and call for distributed control laws.

Different approaches for designing distributed con-
trol laws are available in the literature, often in the
context of multi-agent systems and interconnected sys-
tems (see, for example, [8], [9]). For a general overview
on distributed control see [10] and references therein.
Several methods available in the literature make use
of the framework provided by game theory to design
distributed control laws. See, for instance, [11]-[13] . In
[14]-[16] distributed differential games are considered
in the context of multi-agent system coordination. In
[17], [18] the multi-agent collision avoidance problem
is considered (in a centralised setting) and solved by
posing the problem as a nonlinear differential game.
Formation flying is considered in [19]. Therein it is
shown that under certain circumstances the proposed
control laws are distributed.

In this paper the problem of designing distributed
controllers for a multi-agent system consisting of sev-
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eral homogeneous! agents is considered in a game
teoretic framework. The contributions of this paper are
twofold: considering homogeneous multi-agent sys-
tems N-player distributed differential games and their
solutions are defined and constructive approximate
solutions for a distributed two-player nonlinear differ-
ential game are provided.

The remainder of the paper is organised as follows.
In Section II some preliminaries, mainly related to
graph theory which is used to represent the informa-
tion available to each agent, are provided. Distributed
differential games for multi-agent systems and their
solutions are then considered in Section III. A system-
atic method for constructing approximate solutions for
the two-player, nonlinear distributed differential game
is then provided in Section IV. The method presented
therein draws its inspiration from [20] wherein approx-
imate solutions for (centralised) nonlinear differential
games are provided. Similar ideas have been developed
for constructing approximate solutions for optimal con-
trol problems [21]-[23]. The results presented in this
paper are then illustrated on a numerical example be-
fore some concluding remarks and directions for future
research are given in Sections V and VI, respectively.

Notation: R denotes the set of real numbers. The
norm of a vector v weighted by a matrix M = M T >
0 is denoted by ||v|las. The n x n identity matrix is
denoted by I, and the zero matrix is denoted by 0.
The kronecker product between a matrix M; and a
matrix M, is denoted by M; ® M,. Given a set S,
its cardinality is denoted by |S| and Zyj is used to

jes
denote the summation of all y; such tilat JjEeSs.

II. PRELIMINARIES

A system consisting of N homogenous agents is
considered herein. Each agent is associated with a state
x;(t) € R, where the subscript i, i = 1,..., N, indicates
a particular agent. The communication between the
agents is described by a directed graph G(V,€&). The
set of N nodes V = {1,...,N} is such that a given
node corresponds to the agent with the same index
i, 4 = 1,...,N. The so-called edge set £ C V x V is
such that an edge (i, j) indicates that there is (directed)
communication from agent ¢ to agent j and agent 7 is
said to be a neighbour of agent j. The set N; denotes

1 Agents are said to be homogeneous if they can be described by
the same dynamic model.



all neighbours of agent ¢ and |V;| is the number of
neighbours of agent ¢ has. Note that since we consider
directed graphs (i,j) € &€ does not imply (j,i) € €&.
Moreover, although we assume that each agent has
knowledge about its own state, to simplify the notation,
we require that (¢,4) ¢ £.

The global state z(t) = (z{,...,2%)" describes the
multi-agent system as a whole and, based on the com-
munication topology each agent builds its own local
state which contains its own state and the states of
all neighbouring agents. The local state is denoted by
Z; = (z;, zn;), where xr, denotes the vector containing
the states of all agents j € N, such that the k-th
element of z,, corresponds to the k-the element of
N;, for k = 1,...,|NV;|. Each of the local states can be
written in terms of the global state as

where the matrix N; € RWilnxNn reflects the com-
munication topology dictated by the graph G. In the
remainder of the paper it is assumed that each agent
has knowledge of its own state and if (¢,j) € £ agent
J has acess to the local state and the control input of
agent 7.

III. DISTRIBUTED DIFFERENTIAL GAMES AND THEIR
EXACT SOLUTIONS

Consider a multi-agent system consisting of N ho-
mogeneous agents with communication topology de-
scribed by a directed graph G. It is assumed that each
agent ¢, for i = 1,..., N, has access to the states z; and
the control strategies u; for all j € Ni. We consider
the problem in which each agent seeks to minimise
its own individual cost functional based solely on the
information availabe from its neighbours. This leads to
a distributed differential game.

Consider the case in which each agent is described
by the dynamics

i = f(x:) + g(xi)us , 2)
where u; € R™ is a control input and f(z;) and g(z;)
are smooth mappings, for i =1,..., N.

Assumption 1: The origin of the system (2) is an
equilibrium, i.e. f(0) = 0.
It follows from Assumption 1 that there exists a matrix-
valued mapping F'(z;) such that f(z;) = F(x;)z;.

The global system is then described by the dynamics

N
&= fg(z)+ Zgi(ﬂﬁi)w ) 3)
i=1

where fyi(x) = [f(@)7, fu(en) 7] and gi(x) =
[g(:vl)T,O e 0] ooy gn(x) = [0, cee O,Q(mN)T]

Let uy, denote the set of feedback strategies cor-
responding to each neighbour of agent i and let wuy;,
denote the set of feedback strategies of each agent

which is not a neighbour of agent i. Each agent seeks
to minimise individual cost functionals of the form
1

0

where ¢;(;) > 0, for all #; # 0, and ¢;(0) = 0 is a
running cost, which is a function of the local state of
agent i, and the second term is a penalty on the control
effort, for i =1,..., N.

The local dynamics observed by an agent i can be
written in the form

T = fi(®) + gia(@:)ui + Z gij (£i)uy @)
JEN;
where f;(2;) = N;fg(x), which by Assumption 1 can
be written as f;(#;) = F;(%;)2,
Gii = [ 0 0 g(z;) O

and the functions g;;(%;) € R(Wil+D)xm = for 4 =
1,...,N and for all j € N;, are of the form g;;(z) =

0 ]T c Rn(\/\/’i\-‘rl)xm’

0.5 ]
7711a e 7ryl|/\/l‘
sponds to the k-th element of NV; and v;;, = 0 otherwise.

, where v;;, = g(x;) when j corre-

We define the distributed differential game as follows.

Problem 1: Consider the multi-agent system with N
agents, each satisfying the dynamics (2), and consider
the case in which each agent seeks to minimise its
cost functional (4), ¢ = 1,... N. The inter-agent com-
munication is described by the graph G. Determine a
set of admissible? strategies (u7,...,u% ) satisfying the
inequalities

Ji(Zo,uf, un, ) < Ji( @i, ug, uyy,) (6)
for all admissible sets of strategies (u;,uy;, ,u}; ), for
i=1,...,N. '

Solutions for Problem 1 are considered separately for
the linear quadratic case and the general, nonlinear case
in the remainder of this section.

A. Linear Quadratic Problem
Consider the case in which each agent is described
the linear dynamics, i.e.
i; = Axz; + Buy, (7)

A e R, B e R*"™™, for i = 1,...,N. Moreover,
suppose the running costs g¢;(£;) in (4) are quadratic,
ie.

qi(%i) = f,TQ@z ) ®)
with @; >0, for i =1,..., N. In this setting the global
system is characterised by the linear dynamics

N
C'C=A®InN$+ZBiUi7 )
i=1

2A set of strategies (u1,...,uy) is said to be admissible if it
renders the closed loop system (3) (locally) asymptotically stable.



where B, = [BT,...,O,...,O]T,...,BN =

0,...,0 BT]T The local state observed by

an agent i is the linear equivalent of (5), namely

i = A+ Bjjui+ Z Biju; . where A; = AQIL,(\n,|+1),
JEN;

Bi; =[B" 0 ... 0 ]T and, similarly to in the

nonlinear setting, , where

Bij(z) = [0»7;17 s ’%TlN%J
vik = B when j corresponds to the k-th element of \;

and ~;; = 0 otherwise.

Assumption 2: The graph G and the running costs (8)
are such that SN | N, Q;N; > 0.

In the following statemet, as is commonly done in
the context of linear quadratic differential games (see,
for example [20], [24]), we consider linear feedback
strategies as solutions for Problem 1 when the agent
dynamics are linear and the running costs are quadratic
in the local states.

Proposition 1: Consider the (homogeneous) multi-
agent system described by the directed graph G with
the agent dynamics given by (7), for ¢ = 1,...,N.
Consider Problem 1 with the running costs (8), for
i = 1,...,N, and suppose Assumption 2 is satisfied.
Suppose we can find matrices P, = P, > 0, for
i=1,...,N, such that Zfil N; P;N; > 0 satisfying

T s A Toa | AT N
Z; Qity — 2P By By Pidy + & P A%

#] Al Pi#i — Y #] P,B;;B]; P;i;
JEN;
- > & PiB;j;B/Pid; =0,
JEN;
fori=1,...,N, and for all Z; and Z;. Then the set of
feedback strategies

(10)

—B P, (11)

fori=1,...,N, is a solution of Problem 1.

Remark 1: If the agents have knowledge of the graph
topology, i.e. the matrices N;, i = 1,..., N, are known
to each agent, the equations (10), ¢ = 1,...,N, in
Proposition 1 can be replaced by the coupled algebraic
Riccati-like equations

N,"Q;N; — N,' P,B;;B;; PiN; + N;' P,A;N;

+ N AT PN; — >~ N,'P,B;;Bjj " P;N;
JEN:
— > N/ P;B;;B;P;N; =0.
JjEN;
B. Nonlinear Problem

(12)

Consider now the general nonlinear case in which
the dynamics of each agent is given by (2) and the
running cost in (4) is a general, nonlinear function.
As in the case of standard differential games [25]-[27],
obtaining a solution to Problem 1 requires solving a
system of PDEs.

Assumptzon 3: The running costs ¢;(Z;) are such that
() = XN qi(&:) > 0 for all z # 0.

Proposition 2: Consider the multi-agent system de-
scribed by the directed graph G with the agent dynam-
ics given by (2), for i = 1,..., N. Consider Problem 1
and suppose Assumption 3 is satisfied. Suppose we can
find a solution to the coupled Hamilton-Jacobi-Isaacs
(HJI) partial differential equations (PDE)s

ovi . .. 1oV, . T, L
?fl(xl) - 787Agn(x1)gn(xz) + 5‘11(11)
TV =
_Z(‘?A 9i5 ()95 (2;5) 850-_0’
JjEN; J
such that V;(Z;) > 0and V;(0) =0, fori=1,...,N,and

Zf-vzl Vi(#;) > 0 for all x # 0. Then the set of feedback

strategies

LoV T
oz;

—9ii (%) (14)

fori=1,...,N, is a solution of Problem 1.

Remark 2: The existence of solutions of (10) and (12),
i = 1,...,N, arising in linear quadratic distributed
differential games, and of (13), i = 1,..., N, arising
in nonlinear distributed differential games, depends on
the communication topology described by the graph G.

IV. APPROXIMATE SOLUTION OF THE 2-PLAYER
NONLINEAR DISTRIBUTED DIFFERENTIAL GAME

The solution of general nonlinear differential games
without communication constraints, i.e. when all play-
ers share the same knowledge of the global system,
is characterised by HJI PDEs (see, for instance [25]).
Similarly, the solution of Problem 1 requires solving the
system of the NV coupled HJI PDEs (13),i=1,..., N, as
established in Proposition 2. Closed-form solutions to
the PDEs (13), © = 1,..., N, are not readily available
in general. Thus, it may be of interest to determine
approximate solutions for Problem 1.

In [20] constructive methods for obtaining approxi-
mate solutions for nonlinear differential games with-
out communication constraints are provided, i.e. the
methods proposed therein are inherently centralised. In
this section the results therein are further developed to
solve a distributed differential game with two players.

A two-player distributed differential game charac-
terised by the dynamics (2), the cost functionals (4),
for ¢ = 1,2, and the graph G, with nodes V =
{1,2} and edge set £ = {(1,2)} is considered. In
this scenario agent 1 has knowledge of its own state
x1, whereas agent 2 has knowledge the global state
¢ = (x],2zJ)". In particular, &, = 21 = [ I, 0 ]z,

0 In }x, g1 = g(x1), g = [ glaz) 0 ]T

I, O
and g12=1[ 0 g(21) }T. The HJI PDEs (13) associated

To =



with this problem are

ovi. . 1ovi
8331 (#1) - iaijjign(m)gu(m)—r
I
Jr5(]1(%1):0,
15
T folds) — 5 2 gni)gaa(a) "
285:2922 T2)g22(T2
1 Ly OV )%
+ 5(12(172) - 67&;921(x2)g11(x1)T6561 =0,

and provided a solution Vi(#;) and Va(&3) can be
found, the solution to Problem 1 are the feedback
strategies (14), i = 1, 2.

Notions similar to those introduced in [20] are used
to systematically construct distributed control strategies
which solve the distributed differential game defined
in Problem 1 approximately for the case in which there
are two players with the communication topology de-
scribed by G. Similarly to what is seen in [20], [21]
the method utilises the notion of a so-called algebraic
P solution. The systematic method for constructing
approximate solutions to Problem 1 merely requires
solving a system of algebraic matrix equations (in
place of the PDEs (15)) and requires that the following
conditions are satisfied.

Assumption 4: The multi-agent system satisfies the
following conditions. Each agent ¢, for ¢ = 1,2, has
access to

i) its own local state ;;

ii) the control strategies w;cn;;

iii) the graph G.

Assumption 5: The running costs in (4) are of the
form ql(ifl) = ﬁ?le(i'Z)ﬁ?l, for ¢ = 1, 2.

Let Q; = Q;(0), for i = 1,...,N. For forward refer-
ence the following notation, which is related to the
linearisation of the local state dynamics, is introduced

Ofi(Z
(A ) s—0 = Fi(0), Bii = gii(0)
K3
and B;; = ¢,;(0), for i = 1,2 and for all j € N;.
Remark 3: Assumption 5 is such that the running
costs ¢;(z;), for i« = 1,...,N, are at least lo-

calI{y quadratic. Assumptions 3 and 5 imply that
Zi:l NZTQZNZ > 0.

at this stage A; =

A. Algebraic P Solution

Consider the (homogeneous) system with 2 agents
described by the agent dynamics (2) and the graph G.
Consider the cost functionals (4) and the distributed
differential game in Problem 1. The algebraic P solution
for (15) is defined as follows.

Definition 1: Let ¥; : R — R™*" and ¥, : R?" —
R2"%2n  with $1(0) > 0 and ¥2(0) > 0, denote two
matrix-valued functions. Let ¥1(#1) and ¥2(%2) be such
that ¥1(21) = Xi(21)"7 > 0 for all & € R™\ {0}
and 22<.’f72) = ZQ(@Q)T > 0, for all Ty € R2" \ {0}

The C! matrix-valued functions P; : R® — R™*™ and
Py : R?" — R2"%27 gyuch that Pi(z) = Py(z)T, i = 1,2,
are said to be X-algebraic P solutions® of (15), provided
the following conditions hold.

(@) Forall* z € X CRN", and fori=1,...,N
N, Py(&1)Fy (21)Ny + N{ Fi(21) T P(21) Ny
— NY' Py(21)g11(81)g11(21) " Pu(d1) N1
+ N S11(81) N1 + N Q1 (#1) Ny = 0,

(16)

NJPQ(geg)FQ(aeg)J\f2 + Ny Fy(i2) " Po(#2)No
(22) g2 (#2)gaz (#2) T Pa(22)N:

— Ny Py(82)go1(#2)g11 (1) " P1(31)Nq 17)
(#1)g11(#1)g21(&2) T Pa(#2)N:

+ N Q2(29) No 4 Ny S (i) No = 0.

(ll) Pi(O)_: Pi, such that (Nl—rplNl + PQ) >0, with P1

and P» solutions of the coupled Riccati-like equations
N{ QiNy — Ny PiBy1 B{{ PNy + Ny &1 N,
+ N'PlAN, + NJ A PLN, =0,

N, Q2Ny — Ny Py Boy By, PNy
+ Ny A3 PNy + Ny P As Ny
+ N, $9N, — N, PyBy B], PN,
— N/ PiB11 By, P,N; =0.

If € R, i.e. X = R*", then P;, i = 1,2, are said to
be an algebraic P solution.

(18)

In what follows we assume the existence’ of algebraic
P matrix solutions, i.e. we assume X = R".

B. Approximate Solution to Distributed, Nonlinear Differ-
ential Games

In this section the notion of algebraic P solutions is
used to systematically construct approximate solutions
for Problem 1.

In what follows, we introduce a dynamic extension
with state £(t) = (& ,&) T € R™Y, with &(t) € R, for
i = 1,2. The dynamic extension is utilised to design
dynamic feedback strategies of the form

u1 = /Bl(jh élaENcc) 5
Uz = ﬁ2(£‘2a 527 75./\/6) ) (19)
£ = 7(z,9),
where 7(0,0) = 0, 5;(0,0) = 0, 7, ; are smooth
mappings, for ¢ = 1,2, and {u; denotes the vector

containing the components &; such that j € N;. In
the above it is apparent that agent 1 has access to &;

3Provided the set X' contains the origin.

4Since 2; C R?", for i = 1,2, the algebraic P solution is defined
on the space in which the global state x evolves.

5The existence of such as solution depends partly on the graph G.



only and agent 2 hqs access to {1 and &, ie. &y, =0
and &y, = &1 Let & = & and & = (&5 ,¢]) 7. Note
that the dynamic extension { “mimics” the structure of
the global state  in terms of which components are
avaialble to each of the individual agents.

Problem 2: Consider a multi-agent system with 2
agents, each satisfying the dynamics (2), and consider
the case in which each agent seeks to minimise its cost
functional (4), ¢ = 1,2. The inter-agent communication
is described by the graph G with V = {1,2},& =
{(1,2)}. Determine a set of admissible dynamic feedback
strategies (S1, S2), where the strategy S;, i = 1,2, is a
dynamical system described by (19) and non-negative
functions cl(i’l,él) and 02(:%2,52) such that for any
admissible set of strategies (u1,us,7), with u; # f;,
i=1,2,

T((@10), £4(0)81) < Ai((4(0), &1(0)). ).
J2((#2(0), £2(0)), B2, B1) < Jao((82(0), €2(0)), u2, B1) ,
where the extended cost functionals J;, i = 1,2, are

defined as
T.((4. £ Uil él = (7
TG0, &0y £ 5 [ (a(0(0) o

s (82 + es(a(t), €(1)) )t
Remark 4: The solution of Problem 2 constitutes an
approximate solution, in terms of an €,-Nash equilib-
rium solution, of Problem 1 (see [20] for details).
Let P;(#;), i = 1,2, denote an algebraic P solution
for (15) and consider the extended value functions
Vi(21,&) = %@Ipl(&)i'l + %Hi'l
Va(i2,€) = 53 Pa(é2)22 + 3|22 — &allra

where R; = R} > 0, for i = 1,2. Let ®;(i;,&;) depote a
matrix-valued mapping such that Pi(&;)3; — P (&) =
D, (24, 51)(951 57) and let W, (i#;,&;) denote that ]acoblan

_£1||R1 ; (21)

matrix of 1P;(&)#; with respect to &, for i = 1,2.
Moreover, note that U5 can be written as the block
. Voo Wy
matrix Uy =
2 Ui ¥y

Theorem 1: Consider Problem 2 and suppose As-
sumptions 1, 3, 4 and 5 are satisfied. Let P;, i = 1,2,
be an algebraic P solution of (15), with ¥; > 0, for
i = 1,2. Suppose ¥, is such that ¥;5 = 0 and let

= blockdiag{R2s, R12} = Ry and R; = R] be such
that

Ri(R; + R12) + (Rl + Ri2)R1 >0,
RQ(RQ + Nl—rRlNlNQ + (NQNlTRlNl)RQ >0.

Then there exists constants k& > 0 and a set Q C R2" x
R?" such that the functions (21), solve the system of
inequalities

(22)

ovy . 10V . .
HT 12 = fi(#1) — 5 ==gu (#1)gn (#1)
al’l 281’1
' v (23)
+ 5(]1@1) + = <0,

1

8V 10V 1
HT 2 (#2) — 8A2922(I2)922(932) + 5Q2(12)
Vs R . 75’V1 oVs 2
- D2 921(962)911(171) 8;%1 [“)52
(24)
with -
. 1% oV
€ = ( 2N2 + Al ) )
3 06
for all £ > k and for all (z, &) € Q. It follows that
£=—kNJ <(\Ifz(ﬁ2,52)T502 — Ry(&2 — éz))
+ N (‘I’l(fl,él)Tﬁfl — Ry(21 — él)) ) ;
uy =— g1 (#1) " (P1(551)@1
(25)

+ (Ry — ®1(1, &) (41
Uy = — goo(F2) <P2(502)i"2
+ (By = @alia, &) (a2 — &),

are admissible dynamic strategies that solve Problem 2
with cz(il,éz) = 727-[‘71'(@,51-), for ¢« = 1,2. Moreover,
there exists a neighbourhood of the origin in which
strategies (25) constitute an approximate solution for
Problem 1.

-4)).

V. NUMERICAL EXAMPLE

A numerical example is provided in this section
to illustrate the results presented in Section IV. The
example is one of multi-agent collision avoidance. In
particular, we revisit a scenario with two agents seen
in [18] and study it in the distributed setting considered
in this paper.

Consider a system consisting of two agents moving
on a plane, ie. p;, € R? where p; is the position of
agent i, for i = 1,2, and the inter-agent communication
described by a graph G with the nodes V = {1, 2} and
the edge set & = {(1,2)}. We consider the scenario in
which each agent seeks to reach a predefined target
t; € R% i = 1,2, and, in addition, agent 2 seeks to
avoid collisions with agent i. To this end we define the
running costs

a(31) = a7z,

T To (26)
s+t — w2 — B2 —12)%

where a; > 0, for i = 1,2, x; = p; — t;, for i = 1,2, and
r > 0 is a minimum distance to be maintained between
the two agents at all times. The agents are assumed to
satisfy single-integrator dynamics, namely ; = u; .

In the following we consider the case in which a; =1
and ay = 2. The pair of agents, their dynamics, the run-
ning costs (26) and the graph G constitute a distributed
differential game described in Problem 1. To solve
Problem 2, and thus solve Problem 1 approximately,
note that

q2(22)

Pl 2041[2
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Fig. 1. Trajectories of p1 (dashed line) and p2 (solid line). The circular
markers denote the initial and final positions of the agents and the
arrows indicate the direction of travel.

and
1

P, = blockdiag{ o lz1 4+ t1 — z2 — Lo’

asilr}

with a1 > /a1, agy > /az and ag; > 0, consti-
tutes an algebraic P solution (satisfying W2 = 0)
for the PDEs (15) which characterise the solution of
the distributed differential game. Applying the result
of Theorem 1, the dynamic control strategies (25) are
applied with the parameters selected as k = 10, R =
0.1]2, R2 = 0.1[4, a1 = 10 gy — 2, Q91 — 2 and
€0) = [0 0 0 —340 | . The initial and target
positions of the two agents are such that the agents
should switch positions with p;(0) = [0, 0" =t, and
p2(0) = [5,5]" = t1. The trajectories of agent 1 (dashed
line) and agent 2 (solid line) are shown in Figure V.
The simulation demonstrates that collision is avoided
in the distributed setting considered herein by agent 2
maneuvering around agent 1.

VI. CONCLUSION

A system of agents, each seeking to minimise its own
individual cost function subject to limited communi-
cation is considered in this paper. The available com-
munication topology is described by a directed graph
and the problem is defined as a distributed differential
game. Exact solutions for the linear quadratic case and
for the nonlinear case are classified. A method for
constructing approximate solutions of the distributed
differential game with two agents is then proposed
and illustrated on a numerical example. Directions
for further research include extending this method to
distributed games with N > 2 players. It is also of
interest to consider the influence of the communication
topology on the existence of solutions for the game.
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