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Abstract—This paper presents a novel blind collision detection and material characterisation scheme for a compliant robotic arm. By the incorporation of a simple MEMS accelerometer at each joint, the robot is able to detect collision, identify the material of an obstacle, and create a map of the environment. Detailed hardware design is provided, illustrating its value for building a compact and economical robot platform. The proposed method does not require the additional use of vision sensor for mapping the environment, and hence is termed as ‘blind’ collision detection and environment mapping. Based on the shock wave and vibration signals, the proposed algorithm is able to classify a range of materials encountered. Detailed laboratory evaluation was performed with controlled obstacle collision from different orientation and locations with varying force and materials. The proposed method has achieved 98% detection sensitivity while maintaining 77% specificity. Furthermore, by using sound feature extraction and machine learning techniques, the classifier produces an accuracy of 98% for classifying four different impact materials. In this paper, we also demonstrate its use for detailed environment mapping by using the proposed method.

I. INTRODUCTION

Research in compliant robots working safely in human environment is an increasingly popular research topic because of the wide range of applications under development. These cover human-robot cooperation, learning-from-demonstration, and rehabilitation and healthcare applications. The robot designed to work with human interaction must be able to operate safely and cause no harm to human or damage to properties. In particular, avoiding collision is one of the crucial components for safe robot operation. Typically, this requires vision- or laser-based perception systems. Occlusion in the field of view or very fast movement can cause visual based collision avoidance to fail. The use of integrated sensors for collision detection has many advantages, which can also complement the commonly used vision sensor to improve the overall sensitivity and robustness of the robot.

Thus far, extensive research has been carried out for equipping a robot manipulator with low-level sensors to ensure safe operation. By observing joint position and commanded joint torque, collision detection can be achieved without additional sensor [1], [2], [3]. However, this requires calculations of robot dynamics. Therefore, the method requires complex structural analysis of the robotic arm. Another detection system based on current sensing eliminates the needs of structural analysis and dynamics calculations [4]. However, the method still suffers from the drawback that it only works when the arm is moving and there is no sense of localisation of the collision point.

An alternative method achieves collision detection in quadruped mobile robot by using an accelerometer to monitor the robot movement [5]. The statistical analysis of the signal in frequency domain enables the collision events to be detected. However, location, magnitude, and direction information of the impact are not detected.

In addition to the collision detection, being able to identify obstacle characteristics is also important in practice. The robot controller can store the object location as a static obstacle and navigate around it in subsequent motion planning. On the other hand, collision with human could be considered as dynamic obstacle. Robot may temporarily remember the collision point and avoid that with a certain safety distance.

We all know that humans can sense the hardness of an object by tapping [6]. In the same way, research in object identification also relied on tapping with robotic arm/hand with the obstacles. By capturing the vibration signal with an accelerometer, tapping different objects can produce different vibration patterns [7], [8], [9], [10]. As an example, a legged robot has been proposed, which can identify its walking surface from accelerometer data analysis with machine learning [11]. Despite its high accuracy in surface prediction, this method is based on a walking robot. The signal pattern is different from tapping signal, and thus cannot be used directly to perform object recognition. In addition to tactile sensing, other sensory feedback can also be used. By analysing contact sound from robotic manipulator, the object material can also be identified [12], [13], [14]. Furthermore, object identification can be achieved by characterising its thermal property using robotic manipulator with heat/thermal sensors [15].

By attaching sensors onto the robotic manipulators, environment exploration can be realised. Although contactless approaches using laser range scanner [16] or time-of-flight camera [17] are commonly used, they require complex hardware/software integration. Currently, some approaches using tactile based sensor are being proposed. For example, a robot hand with 256-point piezoresistive sensor array can provide high spatial resolution for contact object identification [18]. Another method is to use a robotic arm with optical waveguide tactile sensor to identify characteristic features on test objects [19].

MEMS accelerometers are commonly used in aforementioned methods because of its compact size, low cost, high bandwidth and high sensitivity. This paper proposes an
approach by using MEMS accelerometers integrated with the robotic manipulator for:

1) Collision detection, impact location, direction, and magnitude estimation
2) Material property (hardness) identification
3) Unknown environment exploration and mapping

In this work, we modified an off-the-shelf robotic arm by rebuilding all the control electronics. By adding current sensor as a means of torque sensing, the arm becomes compliant with a torque controller. The accelerometer on board is used to capture the contact vibration of this compliant arm. By processing the acceleration data, the arm can detect the collision and estimates its location, direction, and magnitude. Additionally, the signal is processed further by using machine-learning algorithms to identify the material characteristics of the object. Finally, a blind exploration technique is implemented by using the proposed collision detection method.

II. METHODOLOGY

This section describes the implementation of the robotic arm. Details on hardware construction are presented along with the software implementation considerations for solving the blind collision detection, material identification, and exploration problems.

A. Robot Hardware

A 7 degree-of-freedom robotic arm Cyton Alpha 7D 1G (Robai, Philadelphia, PA) is used as the basis of our robot design, but with several major modifications. This is shown in Fig. 1. Originally, each joint of the robot is equipped with a hobby servo motor. The improved version of the electronic boards for the motors are built to accommodate the required sensors including the current sensor, accelerometer, and magnetic encoder. The motor is driven by PID controllers with current and position control loops. The motor current is limited at a preset level to provide compliant control. The complete electronics is fitted inside each joint of the robot as shown in Fig. 2. The 3-axis accelerometer (Analog Devices ADXL346) is configured for ±16g measurement range and 3200 Hz data rate.

B. Blind Collision Detection

Accelerometers inside the robot joints give detailed readings of acceleration from each joint. In normal operating condition, the only source of acceleration signal is from the arm movement itself. This acceleration due to movement usually has a low frequency less than 100 Hz. In case of collision events, external force applied to the arm affects the acceleration significantly. The sudden impact with an external object causes vibration with much higher frequencies. Fig. 3 shows the acceleration signal due to arm movement with collisions. An example of high frequency vibration from the impact is shown in Fig. 4, the parameters are explained in the following.

I) Detection: Due to the large difference in signal patterns from movement and collision signals, the peak pulse from collision can be easily detected using two criteria: Magnitude Threshold \( T_m \) and Time Threshold \( T_t \). The time window is a threshold to accept only short peaks. This effectively filters out the acceleration peak from jittery robot movement causing false positives. The magnitude threshold is for filtering out the low joint vibration from the motor and gear system themselves.

Since each robot joint has its own sensor, a total of 9 acceleration readings are obtained in real-time. This provides redundancy in the system, as each part of the arm is being monitored. By having sensors on different parts throughout the robot, the collision events can also be localised. When a collision occurs, the vibration propagates from the point of impact through the links and joints that connect together.

Consider the case of a collision occurred in the \( i^{th} \) link, the circuit board and sensor is rigidly connected to the \( i^{th} \) joint casing and \( i^{th} \) link. Whereas the \( i+1^{th} \) and \( i-1^{th} \) link connect to the output shaft through the gearing system. The vibration propagation via rigid connection loses less energy than loose connection. The reduction gearing in the robot joint has around 4-5 stages with the ratio in ranges of 1:30-1:500. This causes the vibration magnitude to be greatly decreased because of the reduced torque when transferred through the gearing system, effectively damping the vibration signal propagation. With this simplified model, it suggests that the joint closest to the impact gets the highest signal. Thus, by comparing the signal magnitude the link-level localisation can be achieved. The magnitudes of the signal \( (A_x, A_y, A_z) \) are obtained from the peak amplitude of the collision signal.

\[
m = \sqrt{A_x^2 + A_y^2 + A_z^2}
\] (1)

![Fig. 1: The experiment setup of a robotic arm and a solenoid with interchangeable hardness tips (showing the white tip in enlarged image). The arm is divided into 6 links (L0- L5) for the purpose of location identification of collisions.](image)
2) **Direction and magnitude estimation:** Each accelerometer sensor has 3 axes, arranged in XYZ Cartesian coordinates. This gives directional information of the collision. Since the sensor provides Cartesian output format, the absolute magnitude $m$ of the signal can be calculated by Root Mean Square value. Additionally, the impact direction can be obtained by the coordinate transformations of the sensor’s coordinate frame inside the joint to the global reference frame.

It is important to note that the accelerometer signal contains earth’s gravitational acceleration component. This measurement should be subtracted because it affects the calculation by shifting the whole signal with this offset. From the sensor’s point of view, this Baseline Acceleration $B_i$ changes according to the orientation of the sensor relative to the ground, including its movement. This can be determined from the kinematics calculation. A simpler approach can also be used. Since the vibration from any impact is typically very short (less than 20 milliseconds) compared to the change of acceleration from the arm movement, the baseline gravitational acceleration can be determined temporarily in each collision event. This signal baseline can then be obtained by calculating the median of the signal, which takes into account the sensor’s offset as well.

The direction of impact in sensor’s frame can be represented by Euler’s angles $(\theta, \phi, \psi)$. These angles are obtained from acceleration magnitudes using these equations derived in [20].

$$
\theta = \arctan \left( \frac{A_x}{\sqrt{A_y^2 + A_z^2}} \right) \\
\phi = \arctan \left( \frac{A_y}{\sqrt{A_x^2 + A_z^2}} \right) \\
\psi = \arctan \left( \frac{A_z}{\sqrt{A_x^2 + A_y^2}} \right)
$$

**C. Object Identification**

When different materials hit an object, varying sound signatures are produced. Human can roughly identify the material by the impact sound ourselves. This suggests that impact vibration caused by collision has its own characteristics based on the material. Since the acceleration from impact vibration follows a similar pattern as in impact sound [21], similar techniques of sound processing can be used. Sample signal from collision with different materials are shown in Fig. 5. The vibration signal can be processed using the machine learning techniques. Using the previous detection method, the collision signal can be segmented. By considering the vibration signal as a sound, its characteristics can be
whereas the arm is manually controlled in the third experiment. In the first two experiments, arm is configured to be stationary, and Naive Bayes classification is performed. The experiments conducted contain three parts. In each part, the robot hits an unknown obstacle within the environment, its position based on location of impact can be determined. When the robot hits an unknown obstacle within the environment, its position based on location of impact can be determined.

D. Environment Exploration

As the manipulator has capability of collision detection, this can be extended further to perform blind exploration (without visual sensors). With the known robot kinematics, each joint location in space can be calculated. When the robot hits an unknown obstacle within the environment, its position based on location of impact can be determined. By simultaneously moving the robot around in space to collect collision data, the point cloud of the environment can be created. With the information of impact direction, each collision point is tagged with a normal vector. The plane can be estimated with this vector to build a surface mesh of the environment.

III. EXPERIMENTS

To evaluate the accuracy of each of the proposed methodologies, detailed laboratory experiments have been performed. The experiments conducted contain three parts. In the first two experiments, arm is configured to be stationary, whereas the arm is manually controlled in the third experiment.

TABLE I: Material properties of the solenoid tips used in the object identification experiment

<table>
<thead>
<tr>
<th>Mat. Tensile strength(MPa)</th>
<th>Shore hardness at break (%)</th>
<th>Elongation at break (%)</th>
<th>Equivalent Material</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 0.8-1.5 26-28 (A)</td>
<td>170-220</td>
<td>Rubber band</td>
<td></td>
</tr>
<tr>
<td>2 2-4 55-65 (A)</td>
<td>80-100</td>
<td>Eraser</td>
<td></td>
</tr>
<tr>
<td>3 15-25 90-100 (A)</td>
<td>25-35</td>
<td>Tyre</td>
<td></td>
</tr>
<tr>
<td>4 50-65 83-86 (D)</td>
<td>10-25</td>
<td>Plastic helmet</td>
<td></td>
</tr>
</tbody>
</table>

In this experiment, each object hits the robotic arm repeatedly 100 times on the same spot. Together with 12 possible combinations of variables, the total number of datasets are 1200. Each material is considered as a class, hence there are total of 4 classes with 300 datasets for each class.

With extracted features, the total number of attributes for each dataset is 397. All datasets are fed into 5 classifiers to perform the classification. The dataset is split into 90% training set and 10% testing set. The data splitting is performed using the cross-validation method so the splitting is randomised and distributed equally. The classification is done using Weka – Waikato Environment for Knowledge Analysis software [23]. The parameters used in the classifiers are default values supplied by the software.

C. Environment Exploration

For environment exploration, the experiment setup includes two scenarios. For the first scenario, the rectangular box is placed to cover the arm workspace. Additional sloped plastic plate is added as another obstacle for the second scenario. The flat surface is chosen for the simplicity for data collection and result evaluation. To simplify the arm trajectory generation, the arm is controlled manually by a human operator. A Phantom Omni (Sensable, Wilmington, MA) haptic device is used as a controller. It has 6 degrees of freedom. All of the degrees of freedom are mapped to the joint angle of the robotic arm. Scaling is applied to make the operating range of the haptic device matches the joint range.
Fig. 6: Experiment setups of environment exploration, Scenario 1: arm in an empty box, Scenario 2: an obstacle is added into the box

IV. RESULTS

A. Collision Detection

The experiment evaluations can be divided into 4 parts: Collision Detection, Collided Link Location Identification, Magnitude Estimation, and Direction Estimation. These experimental results are shown in Fig. 7. Regarding the Collision Detection, the sensitivity of 98% and specificity of 77% are achieved.

B. Object Identification

Fig. 8 shows a comparison of the classification accuracy. Three of them give very accurate results, with the highest of 98%. With further analysis from the attribute selection tool in Weka, it is shown that some of the features contribute a major part of the accurate result, and some are not contributing at all. By using Ranker attribute selection, the result shown in Table II is the list of ranking value sorted by InfoGain evaluation [23]. This gives a rough clue of which features contribute most to the classification accuracy.

C. Environment Exploration

Captured data points from two scenarios are shown in Fig. 9. It also shows the superimposed location of the actual obstacle surface. Both scenarios have approximately 160 collision points. Each colour of the points represents each surface of the learned environment. The Root Mean Square Error of the collected data compared to the nearest obstacle’s surface are 26.7mm and 14.9 mm for the first and second scenario respectively.

V. CONCLUSIONS

In this paper we have presented a blind approach of collision detection for a robotic arm using accelerometer. The result shows that the proposed method has accurate detection while maintaining a reasonable specificity level. The impact location can be also determined in terms of collided link, with a considerable accuracy. However, the estimation of impact direction and magnitude are not yet satisfying. This deserves further investigation. We believe that the mechanical configuration of robot makes the vibration signal distorted.

TABLE II: InfoGain ranking values for the signal features used, higher values mean higher contribution to classification accuracy.

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.92</td>
<td>Auto Correlation</td>
</tr>
<tr>
<td>0.91</td>
<td>Energy</td>
</tr>
<tr>
<td>0.84</td>
<td>Temporal Shape Statistics</td>
</tr>
<tr>
<td>0.79</td>
<td>$f_p$</td>
</tr>
<tr>
<td>0.68</td>
<td>Spectral Shape Statistics</td>
</tr>
<tr>
<td>0.51</td>
<td>Envelope Shape Statistics</td>
</tr>
<tr>
<td>0.50</td>
<td>Zero Crossing Rate</td>
</tr>
<tr>
<td>0.32</td>
<td>$t_p$</td>
</tr>
<tr>
<td>0.23</td>
<td>Spectral Rolloff</td>
</tr>
</tbody>
</table>
Therefore, the magnitude and direction calculations (Equations 1 and 2) can become problematic.

Another possible improvement to the blind collision detection problem is to localise the impact within the link. Since the vibration signal is a wave that propagates through the link material, collisions at different locations make the signals arrive on the sensors at both sides at different times. We can possibly use the time difference of arrival (TDOA) technique to implement the localisation [24].

The accuracy of the experimental results in terms of object identification proves that the accelerometer has very high potential to capture the difference in vibration patterns from different materials. In this experiment, only 4 prototype materials have been used. This should be improved by adding more material in everyday life to prove this approach in the practical level.

The result from preliminary work on blind environment exploration method is promising. This demonstrates one possible application of using simple accelerometer to implement a blind robot perception system. The current method is only limited to collecting point cloud of the environment since the impact direction estimation is not accurate. If this estimation could be improved, however, the normal vector of each point would be available. Therefore, instead of collecting points, planes would be collected. This could be merged into three dimensional mesh and provide more realistic reconstruction of the environment.
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Fig. 9: Exploration results, top plots show the 1st scenario, bottom plots show the 2nd scenario, axes are in millimetres.