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ABSTRACT
There is a large body of literature, spanning multiple disciplines, concerned with the relationship between traditional (physical) shopping and associated travel behaviour. However, despite the recent rapid growth of digital retailing and online shopping, the impact on travel behaviour remain poorly understood. Although the issue of the substitution and complementarity between conventional and virtual retail channels has been extensively explored, few attempts have been made to extend this work so as to incorporate virtual retail channels into modelling frameworks that can link shopping and mobility decisions. Here, we review the existing literature base with a focus on most relevant dimensions for personal mobility. How online activity can be incorporated into operational transport demand models and benefits of such effort are discussed. Existing frameworks of shopping demand are flexible and can, in principle, be extended to incorporate virtual shopping and the associated additional complexities. However, there are significant challenges associated with lack of standard ontologies for crucial concepts and insufficiencies in traditional data collection methods. Also, supply-side questions facing businesses and policy-makers are changing as retailing goes through a digital transformation. Opportunities and priorities need to be defined for future research directions for an assessment of existing tools and frameworks.
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1. Introduction

1.1. Research context

In recent years the pace of innovation in the retail industry has accelerated dramatically, with a proliferation of new retail channels and store formats as well as new service offerings (e.g. deliveries, click and collect, virtual stores). In response, the nature of shopping activity is changing from the consumer side. The share of online retailing in the UK reached 12.5% of all sales in 2015 compared to 0.3% in 1998 and 2.1% in 2002 (ONS, 2015). In the USA e-commerce retail sales accounted for 7% of all sales in 2015, up from 2.8% in 2006 (Bucchioni, Liu, & Weidenhamer, 2015). Governments, retailers, transport,
and town planning professionals are increasingly interested in understanding implications of these trends for personal travel and logistics.

Since the early 1900s, long before the emergence of e-commerce, researchers aspire to better understand how shopping activity changes over time and in response to interventions as shopping is one of the most common purposes for personal trips (19% of all trips in England in 2014 (Department for Transport, 2017) and 20% in US in 2009 (Santos, McGuckin, Nakamoto, Gray, & Liss, 2011)). Numerous conceptual and quantitative models have been developed specifically for shopping travel focusing on different dimensions. Accordingly, travel demand models often treat shopping separately. The literature on online shopping, however, is mostly separate from this traditional shopping literature and focused on quantifying the overall net effects (Section 2). Incorporating new online forms of shopping into conventional and widely applied demand models has received little attention. Yet, doing so might provide additional insights to the substitution or complementarity question. Moreover, emerging temporal and spatial demand profiles can be studied to help answer today’s pressing business and policy questions. There is a rich body of work associated with shopping behaviour as it is an important subject of research in multiple fields including transport research, applied geography, urban planning, competition economics, marketing research, and retail studies. In this paper, we review relevant literature with a view on if and how online shopping can be incorporated within traditional frameworks. We limit our focus to modelling personal travel, hence the discussion on freight transport models is limited.

1.2. Conceptual framework

The retail sector is characterised by the complex integration of multiple agents involved in different decision-making processes. Retail transformation is driven by the interaction of these agents: consumers, retailers, government, and many others such as developers,
land markets. Technology is also acting as an agent of change (Figure 1). Supply-side decision-making has long relied on demand side models, hence there is a rich literature on consumers’ decision-making processes. The individual will make a series of decisions when shopping, these include but are not limited to: timing, retail chain/firm, channel (online vs. in-store), store location and format, choices related to product purchases, shopping alone vs. with others, travel mode to store, home delivery vs. collection from store when shopping online, route choice, and trip chaining. As the retailing environment becomes more complex, the number of options is increasing. Further, equipped with new technology (e.g. smart phones, price comparison capabilities, and access to online reviews), consumers have access to more information in real-time. It is often not possible to capture data on all these different dimensions. Also, treating each dimension as endogenous will complicate the model structure and create problems in estimation. Therefore, models in practice often focus on modelling selected dimensions of choice. For the present review, we focus on the dimensions that are most relevant for mobility implications.

The remainder of this paper is organised as follows. In the next section, we review studies that are specifically focused on impacts of changes in retailing on personal travel. Next, we classify the literature by application areas corresponding to different dimensions of shopping behaviour that are most relevant for mobility implications. For each category, we present a review of previous studies summarising aims, data sets and methodologies, conclusions, and potential for incorporating online shopping into regional travel demand forecasting models. Lastly, we present a summary and critical assessment of the reviewed literature, and a discussion of priorities and opportunities for future work.

2. Impacts of retail change on personal travel

Impacts of retail change on travel was recognised since the 1980s, where increasing number of out-of-town retail developments led to concerns regarding their impact on personal car use and travel (Department for Transport, 2017; Handy, 1993). As a result, impacts of retail decentralisation on personal travel have been studied extensively (e.g. Cairns, 1998; Cervero, 1989, 1996; DCLG, 2014; Handy, 1992, 1996; Handy & Clifton, 2001; Lowe, 2005; Thomas & Bromley, 2003). Digital innovation and ICT is now driving another important transformation of the retail sector. In response, potential implications of online shopping on personal travel and freight travel have been studied extensively in transportation research and retail geography (Cao, 2010; Cao, Douma, & Cleaveland, 2010; Cullinane, 2009; Golob & Regan, 2001; Mokhtarian, 1990, 2002, 2004; Rotem-Mindali, 2014; Rotem-Mindali & Salomon, 2007; Rotem-Mindali & Weltevreden, 2013; Weltevreden & Rotem-Mindali, 2008, 2009).

Four types of travel impacts of ICT use were identified at the conceptual level: substitution, complementarity, modification, and neutrality (Hjorthol, 2002; Mokhtarian, 2002, 2009; Salomon, 1985, 1986). Building on this taxonomy, numerous studies attempted to quantify net effects on journey frequency and miles travelled. We refer the interested readers to Bhat, Sivakumar, and Axhausen (2003), Rotem-Mindali (2014), Rotem-Mindali and Weltevreden (2013), Weltevreden (2007) for comprehensive reviews. Findings from these studies are diverse and sometimes contradictory. There has also been interest in understanding the relationship between frequencies of in-store and online shopping activity to gain insights to the substitution or complementarity question (Cao, Xu, & Douma, 2012; Circella & Mokhtarian, 2010; Lee, Sener, Mokhtarian, & Handy, 2017; Zhen,

Results from cited studies are highly influenced by assumptions, definitions, and modelling decisions regarding sample selection and methodologies. Also, there are multiple and sometimes counter-acting relationships (Golob & Regan, 2001; Keskinen, Delache, Cruddas, Lindjord, & Iglesias, 2001; Mokhtarian, 2004). Shopping as an activity purpose contains a heterogeneous class of activities; shopping for groceries may involve different behavioural mechanisms with different mobility implications than occasional shopping for white goods (Girard, Korgaonkar, & Silverblatt, 2003; Mokhtarian, 2004; Rotem-Mindali & Salomon, 2007; Visser & Lanzendorf, 2004). Different stages of the shopping process are distinct for certain types of products while less so for others (Hsiao, 2009; Mokhtarian, Salomon, & Handy, 2004; Salomon & Koppelman, 1988). The information gathering, for instance, is likely to be relatively long-duration and may involve conducting unique trips for infrequently purchased and high-value items such as personal cars and computers. Grocery shopping, however, mostly does not involve separate visits for information gathering only. Hence, the choice between online and in-store channels for different stages of the shopping process may vary for different product types (Balasubramanian, Raghunathan, & Mahajan, 2005; Farag, 2006; Hsiao, 2009; Mokhtarian & Tang, 2013; Rotem-Mindali & Salomon, 2007, 2009; Weltevreden, 2007). Decisions regarding the delivery of purchased goods (Marker & Goulias, 2007), degree of trip-chaining and multi-purpose shopping (Corpus & Peachman, 2003; Golob & Regan, 2001; Keskinen et al., 2001; Mokhtarian, 2004) will also influence net effects. Online shopping may also lead to generation of new activities with achieved time savings or to increased shopping frequency or spending (Farag, Krizek, & Dijst, 2006; Farag, Schwanen, Dijst, & Faber, 2007; Ferrell, 2005; Gould & Golob, 1997). Due to these complex relationships, a broader perspective of system-wide analysis and a better understanding of individual choice behaviour is required to assess travel impacts of online retailing on travel (Bhat et al., 2003; Mokhtarian & Salomon, 1997). This view also motivated the present review as we believe the rich literature on shopping behaviour offers tools and methodologies to represent complexities needed for a system-wide analysis.

3. Models for different dimensions of shopping

3.1. Shopping location and store choice

The vast literature on shopping location and store choice can be categorised broadly by modelling methodologies, as reviewed in following sub-sections. Differences in models within each category are mostly driven by research aims. Transport researchers, for instance, are often primarily concerned with the geographic location of store alternatives and resulting spatial flows. Market researchers and economists, on the other hand, are more interested in choice with respect to store formats, retail firms or chains, pricing strategies. Such differences influence modelling decisions with respect to formulations, model
structures, data collection, and explanatory variables considered for inclusion as reviewed further below.

3.1.1. Gravity-type models
In line with macroeconomic theory, spatial flows between zones can be modelled by estimating relationships between aggregate travel data and macro-level zonal variables. Gravity and entropy maximisation models, also called spatial interaction models, have been used to compute the total number of trips between zones (Carey, 1867; Haynes & Fotheringham, 1984; Ortúzar & Willumsen, 1994; Sivakumar, 2007; Wilson, 1971). For shopping, magnitude of the aggregate flows are positively associated with shopping zones’ attractiveness and negatively associated with the distance between origin zone and shopping zone. These models are estimated using aggregate data on expenditure or trip flows between zones. Early applications can be traced back to Reilly’s law of retail gravitation where the point of indifference between two shopping centres is computed (Reilly, 1931). Ortúzar and Willumsen (1994) suggested that the first application of the gravity-type models in transport for analysing shopping trips was the model by Casey (1955), followed by Huff (1963) and Lakshmanan and Hansen (1965). Extensions to the basic gravity-type models attempted to incorporate individuals’ perception (Cadwallader, 1975), multiple attributes of shopping centre alternatives (Timmermans, 1981), and competition effects (Fotheringham, 1983; Gibson & Pullen, 1972; Guy, 1987). More recently, Gonzalez-Benito (2005) utilised gravity-type models for studying how different store formats compete over space. Model formulations vary in how they characterise attractiveness of shopping zones (e.g. retail floor space, employment, number of stores, parking, quality and quantity of goods sold) and how they specify the distance function. For models developed by transport researchers trip counts are used for travel flow estimations (Casey, 1955; Guy, 1987; Timmermans, 1981). Retail location planners and economists are more interested in predicting sales volumes and footfall, hence also use consumer expenditure data (Gibson & Pullen, 1972; Gonzalez-Benito, 2005; Lakshmanan & Hansen, 1965; Porojan, 2001). Gravity-type models are criticised for ignoring the heterogeneity between different decision-makers and not incorporating individual consumer characteristics. They are estimated using aggregate data sources (e.g. total number of trips attracted to a shopping zone, total retail expenditure for a given zone, macro-level attributes of spatial zones, and average floor spaces) and do not require data on behaviour of individual decision-makers.

For incorporating online alternatives in a gravity-type model, there is a challenge in representing attractiveness and costs. Physical and online stores do share some characteristics (e.g. quality), yet most commonly used measures of attractiveness in gravity-type models (e.g. floor space) cannot be used for online. Attributes that were found to be influential on channel choice (e.g. payment options) require additional data collection. Similarly, costs associated with in-store alternatives (e.g. travel times) does not apply to online where costs might include delivery fees and times. Further, aggregate data sources often used in estimations will not contain information regarding online shopping activity. Traditional gravity-type models, however, can be attractive for understanding the effects of online shopping on physical retail centres. Some measure of online shopping frequency or expenditure for people living in certain areas may be included as covariates using available data from national travel surveys.
3.1.2. Discrete choice models

Discrete choice models based on random utility maximisation are estimated using disaggregated choice data from individual decision-makers. These models were developed to study individual choice behaviour in situations where decision-makers choose from a set of mutually exclusive and collectively exhaustive discrete alternatives. Rational decision-makers are assumed to select the alternative with the highest indirect utility. The utility has a deterministic part, a function of observable and relevant attributes of alternatives and individual tastes, and a random part. Detailed discussion of discrete choice methods are presented by Ben-Akiva and Lerman (1985) and Train (2009). Numerous applications of discrete choice methods can be found in literature for studying shopping destination and store choice behaviour. Suel (2016) presents a summary list of selected discrete choice models that were developed in the context of shopping location and store choice behaviour (Suel, 2016, p. 50, Table 2.2). Differences result from modelling decisions regarding:

Definition of the choice situation: Some studies model the choice of most frequented store while others are interested in choice of store at each shopping occasion.

Identification of the decision-maker: The decision-maker is generally identified as the individual, or the household (without distinguishing between individual shoppers within the household), or the main shopper (household member who does most of the shopping).

Aggregation of choice alternatives: At the most disaggregate level, it is possible to model the choice of individual stores (Bell & Lattin, 1998; Recker & Schuler, 1981; Rust & Donthu, 1995). However, data on exactly which store was chosen and detailed attributes of each alternative is rarely available especially as choice sets get larger. Most studies in transportation research use zonal aggregates of alternatives (e.g. shopping centres, transportation analysis zones) (Cadwallader, 1975; Koppelman & Hauser, 1978; Miller & O'Kelly, 1983; Thill & Wheeler, 2000). The choice of geographic zones as the unit of aggregation is consistent with the ultimate aim of travel demand models to predict spatial flows between zones and also driven by available data as traditional travel surveys collect specific location information yet do not contain additional information on visited store attributes. Data on attributes of alternatives is more readily available at the zonal level (e.g. total retail employment, total retail floor space, and population). Studies in marketing, retailing, and competition economics typically use aggregates of alternatives based on store types, retail chains, or formats (Aaker & Jones, 1971; Bell, Ho, & Tang, 1998; Bhatnagar & Ratchford, 2004; Burnett, 1978; Fox, Montgomery, & Lodish, 2004; Gonzalez-Benito, 2002; Messinger & Narasimhan, 1997; Reutterer & Teller, 2009; Rust & Donthu, 1995; Schiraldi, Seiler, & Smith, 2011). These approaches are consistent with the aims of research in understanding influence of store format, pricing, branding, and retail chains on store choice.

Model formulation: Different formulations including the basic multinomial logit and its extensions have been used in store choice modelling. Earlier models have adopted the multinomial logit model in its simplest form using a linear specification for the utility function (Dunn & Wrigley, 1985; Fotheringham, 1988; Koppelman & Hauser, 1978; Recker & Schuler, 1981; Richards & Ben-Akiva, 1974; Rust & Donthu, 1995; Timmermans, Van Der Heijden, & Westerveld, 1984; Wrigley, 1988). Linear utility specifications allow for non-
linear spatial effects of agglomeration and competition using different definitions of proximity (Bhat, 1998c; Fotheringham, 1988). More advanced formulations, such as nested logit (Suárez, del Bosque, Rodríguez-Poo, & Moral, 2004; Suel, 2016), cross nested logit (Ding et al., 2014), and mixed logit (Gijsbrechts, Campo, & Nisol, 2008; Popkowski Leszczyc, Sinha, & Sahgal, 2004) have been utilised for more flexible formulations.

**Explanatory variables:** Many attributes and tastes might affect decision-making in the context of shopping destination choice. Covariates considered for inclusion in the observed part of the utility function is influenced by research aims, hypotheses regarding the underlying choice behaviour, and data availability. Transport researchers typically have a very detailed representation of travel-related attributes and a simpler representation of store attributes. Socio-demographic variables used are also more likely to include mobility attributes (e.g. car ownership) (Bhat, 1998c; Limanond, Niemeier, & Mokhtarian, 2005; Miller & O’Kelly, 1983; Richards & Ben-Akiba, 1974; Timmermans, 1996). Conversely, marketing researchers characteristically have a simplified representation of travel-related attributes (e.g. physical distance) and a detailed representation of store attributes (e.g. store format, pricing and promotions, store ambiance). Socio-demographics might include variables related to consumer behavioural characteristics (e.g. price sensitivity, large basket shoppers vs. small basket shoppers) (Aaker & Jones, 1971; Bell et al., 1998; Gonzalez-Benito, 2002). Explanatory variables may also include objective measures of store attributes and costs (e.g. physical distance, employment, floor area, store type, and presence of other stores within a mile), and/or subjective measures based on individual perceptions of alternatives with respect to various attributes (e.g. quality, cognitive distance, reasonable pricing, and store atmosphere). Data for the former is usually more readily available, while customised surveys are conducted for the latter (Cadwallader, 1975).

**Data types:** Disaggregate data required for discrete choice models can be collected through stated preference (SP) (Timmermans, 1996; Timmermans, Borgers, & van der Waerden, 1992) or revealed-preference (RP) surveys (Bhat, 1998c; Limanond et al., 2005; Recker & Kostyniuk, 1978). RP data describes actual choices from real life; hence alternatives and attributes are restricted to existing choice sets. SP data, on the other hand, is collected through controlled experiments where respondents are asked to indicate their choices in hypothetical choice situations with real or hypothetical alternatives. The benefit of SP is the ability to design statistically efficient generation processes that are not affected by unwanted correlations which typically is the case for RP data. Further, SP surveys provide opportunities to explore complex behaviours and effects of potential changes in the choice environment. RP data benefits from realism as people often behave differently in real life than when they are responding to surveys. RP data often only includes attributes of chosen alternatives and there is a challenge in collecting information on un-chosen alternative attributes. Also, different from SP data, true choice set is not known and analysts rely on assumptions for choice set construction. SP and RP data can also be jointly utilised (Bhat & Castelar, 2002; Hensher & Bradley, 1993; Ortúzar & Willumsen, 1994). Synthesised data are also used for demonstrating applications of suggested model formulations and frameworks (Borgers & Timmermans, 1987).

I**ncorporating online alternatives within a discrete choice framework** is relatively straightforward in principle. Online stores simply are additional alternatives in choice sets. The attributes of online and in-store alternatives, however, are largely different. This is problematic in practice for data collection and interpreting coefficient estimates. First, travel
surveys typically collect quite limited information regarding online activity, hence the challenge in finding empirical data sources. Second, there is a difficulty in capturing attributes of virtual alternatives due to their highly personalised and dynamic nature. For instance, delivery prices and windows presented to decision-makers at the time of purchase is often highly personalised and depend on unobserved factors (e.g. time of order, delivery requests by other customers). Such dynamic attributes are difficult to capture using traditional survey methods, thus new data collection tools are needed. Data on perceptions regarding online attributes like website design and attractiveness, quality of delivery service are influential and need to be collected. Thus, existing models of channel choice are mostly developed at the level of aggregated channel alternatives where the decision is between online versus in-store, and heterogeneity within each channel is not represented. Two recent exceptions are Chintagunta, Chu, and Cebollada (2012) and Suel (2016); discrete choice models are estimated at the level of individual stores in the context of grocery shopping (see Section 3.5.2 for a detailed review). Such extension allows for a realistic representation of choice behaviour among available shopping options that consist of both in-store and online alternatives.

3.1.3. Conjoint analysis

Historically, conjoint analysis and discrete choice methods co-evolved and influenced one another (Gustafsson, Herrmann, & Huber, 2013; Louviere, 1988; Louviere, Flynn, & Carson, 2010; Louviere, Hensher, & Swait, 2000). Initially, conjoint analysis methods were used to elicit preference through SP, where respondents are asked to provide a rating of preference for a set of hypothetical alternatives using a bounded integer scale. Ratings for each alternative were used as the dependent variable for estimating taste coefficients for different attributes (Louviere & Meyer, 1981). In later applications, respondents were asked to rank their preference for a set of hypothetical alternatives and provide ratings for selected attributes of each alternative. Collected rankings data were then converted to choice data with the assumption that the highest ranked alternative is chosen among all others, the second ranked is chosen among all others except the first ranked and so on (Ben-Akiva, Morikawa, & Shiroishi, 1991). Resulting data were then used to estimate separate contributions of different attribute levels to overall utility. The underlying assumption is similar to discrete choice: overall utility can be represented as a function of part-worth utilities associated with different levels of alternative attributes. It is also assumed that individuals will choose the alternative that yields the maximum utility; choices of individuals can be predicted based on different assumptions on unobserved utilities and decision rules (e.g. logit model) (Louviere et al., 2010). The main problem with using ranking data is that it is less reliable for lower ranked alternatives; respondents will provide better information on their most preferred alternative yet spend less effort with lower ranked alternatives (Ben-Akiva et al., 1991). Over the years, a choose-one approach emerged as the preferred survey format where respondents are asked to choose one among several alternatives they are presented with to mimic actual choice behaviour closely (Boyle, Holmes, Teisl, & Roe, 2001). Conjoint analysis methods, also called multi-attribute preference models, have been applied in the context of store preferences and related choice behaviour (Koppelman & Hauser, 1978; Recker & Schuler, 1981; Timmermans, 1982, 1984; Timmermans et al., 1984; Timmermans, Van der Heuden, & Westerveld, 1982). Results consistently indicate that prices, variety and quality of products,
speed and quality of service, store atmosphere, parking availability, number of shops within a retail complex, and travel distances affect preferences for shopping location and store.

Incorporating online shopping in conjoint analysis studies is rather straightforward as online stores are additional alternatives in the choice sets as is the case with discrete choice. Doing so will offer ways to start quantifying how shoppers value attributes of online alternatives and measuring trade-offs between them in relation to attributes of physical stores. Attributes of online alternatives are characteristically very different from in-store and there exists a rich literature focusing on identifying influential characteristics (Section 3.2). Based on such background, surveys can be designed using conjoint methods. This will allow researchers, for instance, to quantify relative value of delivery times and prices compared to parking costs and travel times.

3.1.4. Markov chain

Store loyalty or store switching behaviour can be formulated as a Markov-chain model. Markov-chain models are used for modelling sequences of random variables that are representative of states of a stochastic process \( X(t), t = 0,1,2, \ldots \) where the state at time \( t \) depends only on the state at time \( t - 1 \). In this context, the recurrent activity of store choice can be considered as a two state process where \( X(t) = 1 \) if the consumer shops from the most frequently visited store (e.g. defined by chain, format, and specific store), and \( X(t) = 0 \) if any other store is visited in a given shopping occasion. Such representation is used to study store loyalty and switching behaviour (Aaker & Jones, 1971; Burnett, 1977). The probability that the process will make a transition to one state given the current state can be specified to be dependent on selected covariates including socio-demographics or situational factors (Burnett, 1978).

Incorporating online alternatives when estimating of Markov-chain models requires using online and in-store purchase data. Intuition suggests store switching will involve different behavioural mechanisms in the physical and online worlds. To test this hypothesis, it is possible estimate Markov-chain models using online and in-store purchase data separately and compare results. These models can also be used to study switching behaviour between channels. For instance, for a given product category with recurring purchases, effects of personalised advertising, promotions, delivery availability, delivery fee reductions, etc. on switching channels can be studied using Markov-chain models.

3.1.5. Heuristics

Heuristic-based models take an alternative approach to modelling decision processes, where individuals may adopt rule-based strategies (as opposed to utility maximisation) to guide their decision-making. For instance, the decision-making process can be represented as a set of if-then rules (e.g. elimination by aspects proposed by Tversky (1972)) that can then be expressed as a decision tree when modelling choice behaviour. This approach is particularly attractive for complex choice situations involving high numbers of alternatives (e.g. spatial choice, activity scheduling) where it is often cognitively impossible for individuals to gather and evaluate detailed information on each alternative. Heuristics methods also allow for modelling non-compensatory decision strategies where negative attributes of an alternative cannot be compensated by its positive attributes (Johnson & Meyer, 1984; Recker & Golob, 1979). In the context of shopping
location choice, Thill and Wheeler (2000) employed a decision tree induction algorithm to produce spatial decision trees for home-based shopping trips. Independent variables in the choice model included travel distance and time, destination attributes (e.g. population, employment), zonal type (e.g. central city, developed area, and outlying business district), and socio-demographics (e.g. age, gender, income, household size, presence of children, and number of cars). They found attributes of destinations and measures of travel distance are the most discriminating variables, and socio-demographics become important predictors at lower levels of the tree. The destination or location model for shopping in Albatross (Arentze & Timmermans, 2000), an agent-based transport model, also uses decision trees (Arentze, Ettema, & Timmermans, 2011). A combination of heuristic and discrete choice methods can also be used. For example, a deterministic rule based on a distance threshold (e.g. all stores within a certain distance from home (Beynon, Griffiths, & Marshall, 2002; Black, 1984) or maximum number alternatives considered (e.g. nearest $n$ stores (Schiraldi et al., 2011)) can be used to define the choice set. Decision-making processes may then be modelled using discrete choice methods using the generated choice set.

Incorporating and including online stores to decision trees and other heuristic-based models will help shed some light into potential rule-based strategies people use for channel choice. For instance, there may be a threshold value for delivery time (next available delivery slot) or delivery fees for individuals over which they are reluctant to order online similar to travel time thresholds.

### 3.1.6. Activity generation and scheduling

Decisions regarding shopping can be studied in the context of the activity scheduling problem. How people plan and schedule their daily activities and trips have been studied extensively in transport literature for developing activity-based travel demand models (see Bhat and Koppelman (1999) for a comprehensive review). Activity scheduling models aim to predict which activities are conducted, where, at which sequence, for how long, with whom, etc. They incorporate travel behaviour to link activities in space. Examples of activity-based models in transport include Albatross (Arentze & Timmermans, 2000), Famos (Pendyala, Kitamura, Kikuchi, Yamamoto, & Fujii, 2005), and Tasha (Roorda, Miller, & Habib, 2008). In this context, shopping activities compete with other activities and fit into individual daily schedules. Hence, activity-based models offer a framework for studying how shopping activity interacts with other activities. Recently, Rasouli and Timmermans (2013) demonstrated how shopping location choice can be analysed using activity generation and scheduling models using Albatross, where shopping trips are embedded in the prediction of daily activity-travel patterns.

Incorporating in-home (online) and out-of-home (in-store) shopping activity within activity-based models is again relatively straightforward when detailed data on both types of activity is available. Moreover, online shopping activity can actually be conducted while at home, at work, or while travelling. This will fully or partially satisfy the need to do shopping, hence there will be less of a need for a shopping trip. In this framework, it is also possible to account for trip-chaining and multi-purpose shopping when studying effects of online shopping on total number of trips or miles travelled. Data may become available from detailed time-use surveys where respondents are specifically asked about types of online activity they conduct when filling in diaries.
3.2. Travel mode choice

There is a vast amount of literature that studied travel mode choice in general and for specific activity purposes. One of the earliest applications of logit models was in commuters’ mode choice by McFadden et al. (1977), and since then numerous studies have attempted to model travel mode choice for work trips using the discrete choice framework (Ben-Akiva & Lerman, 1985; Bhat, 1998b, 2000; Horowitz, 1993; Swait & Ben-Akiva, 1987; Train, 1980, 2009). Mode choice for shopping trips, and non-work trips more generally, have been studied separately from work trips due to their comparatively flexible nature and potential for managing peaks (Koppelman & Bhat, 2006; Kumar & Levinson, 1995; Steed & Bhat, 2000). Discrete choice have been widely applied to mode choice problems for shopping trips (Ibrahim & McGoldrick, 2003; Jiao, Moudon, & Drewnowski, 2011; Recker & Stevens, 1976; Schmöcker, Quddus, Noland, & Bell, 2008; Timmermans, 1996; Uncles, 1987). Covariates frequently considered and found to be significant include socio-demographics (e.g. income, household size, employment status, and age), individual attitudes towards available modes collected through ad-hoc survey instruments (e.g. value associated with the flexibility of the car mode, perceived safety), and distinctive characteristics of available travel modes (e.g. travel times, costs, parking availability, and costs). Higher street density, accessibility to stores, and other amenities have been found to positively correlate with not driving.

Joint or sequential models of destination and travel mode choice are common in literature. Timmermans (1996) developed a model for sequential choice of mode and destination using the basic multinomial logit form using SP data. Shopping centre attributes included prices, distance, size, and parking facilities; transport mode attributes included travel and parking, travel time, and frequency of service. Limanond et al. (2005) developed a mode and destination choice model for shopping trips using a nested logit form. Joint choice models for travel mode and departure time were developed for shopping trips using nested logit, mixed logit, and generalised extreme value models (Bhat, 1998a, 1998c).

For incorporating online shopping, additional modes for travel or delivery need to be considered. It is possible to get home deliveries, buy online and collect from stores or designated pick up locations using traditional travel modes. Amazon, for instance, have been experimenting with conveniently located collection lockers (Campbell, 2012; Goldfingle, 2014). Uber started using its fleet of cars to offer express deliveries through partnerships with retailers (Hawkins, 2016). Volvo, Daimler, and DHL experimented with the idea of using parked cars as delivery locations (Etherington, 2016; Winter, 2014). Little is known about user acceptance, the level of potential demand, and willingness to pay for these services. Incorporating emerging delivery services as new modes of travel and delivery within existing destination and mode choice models will be valuable to better understand consumer preferences and behaviour.

3.3. Shopping frequency

One approach to studying shopping frequency is to assume individuals allocate monetary and time budgets to competing activities where shopping is one. In the framework suggested by Blaylock (1989) households maximise their overall utility by allocating their monetary budgets to food and non-food purchases and their time budgets to labour participation, grocery shopping, and other activities (e.g. leisure, home production,
and other shopping). Grocery shopping is treated separately from other types of shopping, as it is assumed to have less recreational value when compared to non-maintenance shopping. With more frequent shopping, individuals reduce opportunity costs (i.e. costs associated with inventory holding and not having desired products at a given time) yet increase travel costs and time spent shopping. Similar constrained optimisation models of consumers optimising shopping frequency as a function of non-shopping trip frequencies, inventory costs, and travel costs have been suggested by Bacon (1995) and Bawa and Ghosh (1999). These studies found household size, access to stores, and income level are all positively associated with shopping frequency. Households with all adults employed have lower frequency of shopping due to time constraints. Lundevaller (2009) used Poisson regression to study effects of travel costs, region, income, and frequency of conducting other activities on frequency of grocery shopping. He found a negative correlation between number of shopping and recreational trips, potentially due to time budget constraints. The idea of allocating time between competing activities is also used in activity scheduling models (Section 3.1.6), hence offer a framework for studying shopping frequency (Bhat & Koppelman, 1999; Pinjari & Bhat, 2011).

Shopping frequency can also be studied using a needs-based approach or hazard-based duration models. In the needs-based framework, the frequency of a certain activity is predicted using an underlying growth function for selected human needs. Need levels are reduced after completion of activities that help satisfy the need, and grow again with time. Activities can impact multiple need levels, for example, shopping primarily satisfies the need for replenishing stock but also reduces needs for socialising, entertainment, and physical exercise to some extent (Pattabhiraman, 2012). Building on activity-based ideas, Arentze and Timmermans (2009) developed a need-based modelling framework for activity generation, which can be used to study shopping frequency. In a similar vein, Kim and Park (1997), Schonfelder and Axhausen (2001), and Bhat, Frusti, Zhao, Schonfelder, and Axhausen (2004) applied hazard-based models to analyse inter-shopping duration. The base line hazard function is used to model the increasing likelihood of participation to shopping with increase in time passed without participation due to inventory depletion effects. The models differ in how they define the baseline hazard, selected explanatory variables, and in how they account for heterogeneity across individuals. Bhat et al. (2004) and Kim and Park (1997) distinguish between routine and erratic shoppers. For erratic shoppers, the hazard function is constant over time hence the probability of a shopping event is independent of the time elapsed. For routine shoppers, the propensity to shop increases as time elapsed since last shopping increases. Explanatory variables found to be significant in determining inter-shopping duration include gender, age, employment details, income, household type, income, number of vehicles, car use for shopping, and percentage of shopping episodes chained with other activities. For instance, longer working hours are associated with higher inter-shopping durations in line with expectations. Shoppers who use cars as their primary travel mode for shopping trips have larger inter-shopping durations potentially due to the ability to carry and hence stock more items. Interestingly, different variables were found to be significant for erratic and routine shopper groups when separate models are estimated.

Activity generation, needs-based and hazard-based models can be extended to incorporate online shopping activity to understand the interrelationship between in-store and online shopping frequency. In an activity generation framework, as above, online shopping
may be modelled as a type of shopping activity. Similarly, online shopping can be represented as an alternative to satisfy the need to go for shopping in a needs-based framework (Schonfelder & Axhausen, 2001) and as a shopping event in a hazard-based model (Suel et al., 2016).

3.4. Multi-purpose multi-stop shopping and trip chaining

Individuals may choose to combine purchases of different types of goods when shopping (Arentze et al., 2011; Baker, 1996). This might involve single-stop or multi-stop shopping trips (Brooks, Kaufmann, & Lichtenstein, 2008). Shopping activities might also be chained or combined with other activities (Adler & Ben-Akiva, 1979; Strathman, Dueker, & Davis, 1994; Thill & Thomas, 1987). Multi-purpose multi-stop shopping and trip chaining is likely to influence store choice, hence should ideally be incorporated in shopping location and store choice models (Arentze et al., 2011). These aspects might be especially interesting when studying effects of virtual channels on activity and travel patterns; online shopping will not necessarily replace a full length trip if physical shopping trips are combined or chained with other activity purposes.

In earlier gravity-type models, benefits of agglomeration resulting from consumers’ desire to do multi-purpose shopping was recognised. In Ghosh (1986)’s suggested framework, shoppers are allowed to combine trips to minimise the total cost of shopping for multiple goods. Total cost included travel, purchased goods, and inventory costs. For modelling trip-chaining behaviour in a discrete choice framework, Kitamura (1984) characterised the prospective utility for each chain of destinations as the sum of their individual utilities for modelling multi-stop trips. Building on this framework and Arentze, Borgers, and Timmermans (1993)’s work on multi-purpose trip making, Dellaert, Arentze, Bierlaire, Borgers, and Timmermans (1998) proposed a utility-based model for multi-purpose and multi-stop shopping. The utility for each destination is computed as a weighted sum of individual store utilities based on types of products and their frequencies of purchase giving them an order of importance. Yun and O’Kelly (1997) used a three-level nested logit model to model whether to participate in shopping at all on a given day, scheduling of the trip, and the number of shopping stops. Arentze and Timmermans (2001) and Arentze, Oppewal, and Timmermans (2005) developed nested logit models for trip purpose and destination choice where the purpose is defined based on different product categories to capture multi-purpose shopping. Popkowski Leszczyc and Timmermans (2001) reported results from a conjoint choice experiment for understanding how shoppers choose from different shopping strategies when organising their weekly shopping allowing multi-stop multi-purpose trips to smaller convenience stores and single-stop trips to larger stores, concluding the former is preferred in the sampled set of consumers. Popkowski Leszczyc et al. (2004) showed their multi-purpose shopping model outperformed the single-purpose model and the former brought out effects not revealed in the latter. Activity-based models account for interdependencies between different activity types and multiple activity purposes combined in a single location, hence can be used to study multi-purpose multi-stop shopping trips and chaining with other activities (Arentze & Timmermans, 2000; Pendyala et al., 2005; Rasouli & Timmermans, 2013; Roorda et al., 2008). Accounting for the often ignored dimensions related to combining trip purposes and chaining of activities improves behavioural realism as single-stop single-purpose
shopping trips assumption is often violated in reality. This is especially important for quantifying the effects of online shopping on travel frequency and miles travelled as discussed.

3.5. Channel choice

Retailers and market researchers are interested in channel choice behaviour to find optimal multi-channel strategies as consumers use an increasing variety of shopping channels (Dholakia, Zhao, & Dholakia, 2005; Schoenbachler & Gordon, 2002). Urban planners are primarily interested due to potential negative effects of online shopping on physical stores which might in turn have implications for land use patterns and built environment attributes (Couclelis, 2009). Travel implications of online retailing for personal travel and freight logistics have also attracted significant attention in transport research. Researchers have developed a number of conceptual frameworks for behavioural mechanisms involved in choice of shopping channel (Balasubramanian et al., 2005; Bosnjak, Galesic, & Tuten, 2007; Broekhuizen & Jager, 2004; Couclelis, 2009; Dholakia et al., 2010; Nagurney, Dong, & Mokhtarian, 2001; Salomon & Koppelman, 1988; Schoenbachler & Gordon, 2002). Distinctive benefits (e.g. reducing uncertainty, value of physical assessment, recreational aspects, time savings, lower prices, comparison capabilities, and gratification for additional information) and costs (e.g. travel to store, delivery costs, and browsing time) associated with in-store and online shopping were identified. Attributes of available shopping channels (e.g. prices, quality, intra-personal service quality, store design and ambiance, delivery service quality, user friendliness of the online interface, delivery times, and windows) are also hypothesised to influence choice behaviour. Individual preferences and recreational aspects of conventional in-store shopping also play an important role.

Building on conceptual studies, empirical work in this area have focused on modelling (i) adoption of online shopping and (ii) choice of channel for a specific shopping occasion. The focus of studies in the first group is to develop models for understanding whether an individual adopts the channel (i.e. does any shopping via the online channel). Previous work in the second group is limited and has been separate from shopping destination and store choice literature that was discussed in Section 3.1.

3.5.1. Adoption of online shopping

Liao and Cheung (2001) presented a comprehensive review of empirical studies that aim to identify determinants of online shopping adoption. Variables frequently considered include internet’s distinctive characteristics as a retailing channel (e.g. degree of privacy, security, convenience, delivery service attributes, comparison capabilities, ability to access additional information, prices, and recreational value), characteristics of individual retailer websites and apps (e.g. available products, brands, reputation, website and app design, and payment options), and consumer socio-demographics (e.g. gender, income, age, experience with online shopping, internet use, and time availability). Liao and Cheung (2001) found perceptions regarding transaction security, prices, level of internet usage, and vendor quality significantly affect initial willingness to shop online in Singapore. Lee and Tan (2003) reported perceived service risks are higher for online shopping and found no significant difference in perceived product risks between channels. Numerous other studies in marketing and transportation literature use different statistical methods to explore potential factors for adoption using ad-hoc survey data (Bellman,
Lohse, & Johnson, 1999; Crocco, Eboli, & Mazzulla, 2013; Ha & Stoel, 2009; Huang & Oppewal, 2006; Liu & Forsythe, 2011; Pauwels & Neslin, 2011; Rhee, Riggins, & Kim, 2009; Schröder & Zaharia, 2008; Soopramanien & Robertson, 2007; Teltzrow, Meyer, & Lenz, 2007). Most studies find a positive relationship between income, education level, time pressures, and adoption. Males and younger adults are more likely to be online shoppers, while most online grocery shoppers are female (Farag et al., 2006). Farag (2006) found that accessibility to physical stores is a significant determinant for adoption in addition to socio-demographic and attitudinal variables. Studies in this part of the literature are not intended to identify how online shopping interacts with in-store shopping. Furthermore, findings regarding the impacts of specific covariates are frequently mixed or inconclusive (Figure 1 in Chang, Cheung, and Lai (2005).

3.5.2. Channel choice for specific shopping occasions

A separate segment of the literature investigated choice of shopping channel for specific shopping occasions. These models, in fact, are store choice models that use aggregates of alternatives based on channel (Section 3.1). All types of conventional physical stores including corner shops, convenience stores, big-box stores are categorised under a single in-store category. Mobile stores, web-based stores of different chains, and other types of virtual stores are categorised under a single online category. Cao (2012), Chocarro, Cortiñas, and Villanueva (2013), and Hsiao (2009) used binary logit models. Data are either sourced from stated-preference experiments with simulated attributes (e.g. website design, in-store atmosphere, prices, travel and delivery costs, delivery times) and contextual variables (e.g. time pressure, presence of other decision-makers) (Chocarro et al., 2013; Hsiao, 2009), or from revealed-preference surveys where respondents are asked about the channel used for their most recent purchase of a given product category (Cao, 2012; Mokhtarian & Tang, 2013). Additional data on behavioural covariates (e.g. online purchase frequencies, choice of channel in pre-purchase stages, and experience with internet) and socio-demographics are also often collected, and have been found to significantly correlate with channel choice. For instance, Mokhtarian and Tang (2013) and Zhai, Cao, Mokhtarian, and Zhen (2016) studied interactions between pre-purchase and purchase channels for clothes and books shopping using revealed-preference data, where respondents were asked about channel choice for different shopping stages on their most recent purchase. Similarly, Weltevreden (2007) examines the links between channel choice at information gathering and buying stages. Chocarro et al. (2013) reported differences in channel choice behaviour for different product categories (e.g. books, clothing, IT, and airline tickets). With a slightly different focus, Rotem-Mindali and Salomon (2007) focused on choice between different delivery methods for online shopping. Ad-hoc survey data, often used in this line of work, is not always readily available. Use of a novel dataset was introduced by Chintagunta et al. (2012), who analysed channel choice for grocery shopping using scanner data from a single retail chain. They found that choice of channel is significantly influenced by what is being bought (e.g. total basket cost, heavy/bulky, or perishable items in the basket) in addition to situational variables (e.g. weekday/weekend, time of day, weather conditions, delivery costs, and in-store promotions).

The literature on channel choice for a specific choice occasion, crucially, has largely focused on modelling the choice between online and in-store using aggregated
alternative categories. In reality, however, shoppers choose from a set of alternatives that include both online and in-store alternatives available to them. Using aggregated alternatives based on channel, therefore, ignores the heterogeneity within each channel.

4. Priorities, opportunities, and conclusions

In this paper, we have examined how shopping behaviour has been addressed by the travel demand modelling community and closely related disciplines such as marketing and retail studies. Our review has highlighted the existence of a huge body of knowledge on conventional shopping and related travel behaviour, covering multiple inter-related dimensions. Moreover, the existing modelling frameworks used in practice and for research are flexible and can, in principle, be extended to incorporate online shopping and associated complexities. However, the review also demonstrated that the bulk of the work carried out on the mobility impacts of online shopping has been undertaken largely separately from the research on conventional shopping and shopping-related mobility behaviour. Whilst this parallel development is perhaps understandable in circumstances where online shopping was a minority and fringe behaviour, as online shopping has become increasingly mainstream, it becomes necessary to integrate these two bodies of work. In particular, there is an urgent need to develop practical approaches to incorporating online shopping into operational transportation planning models. This integration raises a number of significant challenges. In this section, we identify these challenges and lay out a road map of key developments that need to be made to enable better accommodation of new digital modes of shopping in operational travel forecasting models.

The first requirement is at a conceptual level. We do not yet have standard ontologies for relevant concepts and elements used in quantitative models. This is a problem for the shopping literature in general, but becomes more severe for online shopping. Individual studies use different definitions for crucial concepts, e.g. online shopper, shopping trip, main shopper, store availability, attribute measurements (accessibility, retail mix, population, or employment density). Empirical results are heavily influenced by assumptions and definitions; it becomes impossible to reach conclusions or comment on the degree of consistency that exists between different studies. Being a relatively new field of research, there is an urgent need for convergence onward to some sort of typology of concepts and appropriate definitions.

Second, capturing the interaction between online and physical shopping requires modelling shopping patterns over multiple days and even weeks as there are temporal interactions between them coupled by replenishment. To capture these dependencies, activity-based models of travel demand (Section 3.1.6) need to span longer periods for activity generation. This will require collecting detailed empirical data covering longer periods, which we highlight below under the fourth point.

Third, online alternatives need to be introduced as part of the choice sets in destination choice to offer a realistic representation of the choice situation involved in store choice. Additionally, customers often have the option to obtain home deliveries, or to collect from stores or designated pick up locations. These services need to be modelled as new modes of travel or delivery within existing destination and mode choice frameworks. As reviewed in Sections 3.1 and 3.2, existing discrete choice frameworks are sufficiently flexible in principle to accommodate online alternatives as well as new delivery modes.
as part of existing choice sets. The challenge here is again finding the empirical data sources for model estimation as we detail below under the fourth point.

Fourth, existing data collection procedures and methods need to be extended in a variety of ways. In particular, diary-based instruments should ideally cover longer periods of time (to capture temporal links between online and physical shopping occasions) and record online shopping occasions and details of the delivery modes used. This will enable the incorporation of online stores and delivery modes into existing choice sets in operational transport planning models. Currently, most regional and national travel surveys collect data on online shopping activity through questions on frequency or last purchase as part of the survey and not of the detailed travel diary. We note that attributes of digital options are highly dynamic and personalised. The amount of data needed for estimations also increases with additional dimensions and complexity. Emerging capabilities of digital data collection should be better utilised to make relevant data available as part of travel diaries or other instruments.

Fifth, traditional travel demand models and developed capabilities for traditional shopping assume that individuals will make trips to stores for their purchases. With online shopping, delivery of goods becomes much more complex. Individual trips to stores may be replaced by home deliveries by retailers or third party carriers. Alternatively, ordered goods might be delivered to designated pick up locations for collection hence will generate individual trips to these collection points. Shopping travel needs, therefore, can be fulfilled by logistics or individual trips or a combination of the two. Traditionally, however, freight demand models have been entirely separate from personal travel models and this separation makes it difficult for practitioners to model interdependencies. Transport agencies are interested in bringing freight components into travel forecasting models as they recognise the growing importance of urban logistics in planning with increasing digitalisation of services (Lee & Ross, 2016). It is crucial for such efforts to continue to develop modelling frameworks that successfully can combine urban logistics and individual travel demand models. Such capability will also serve to answer some of the emerging and pressing questions from the business side. For example, understanding preferences for delivery slots and how their availability influences physical trip decisions is important to manage peaks in demand both for efficient logistics operations and reducing trucks on urban roads. Similarly, peer-to-peer business models in retailing and logistics will give rise to new questions regarding demand and supply relationships.
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