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Abstract — In order for a PV system to provide a full range of ancillary services to the grid, including frequency response, it has to maintain active power reserves. In this paper, a new control scheme for the dc/dc converter of a two-stage PV system is introduced, which permits operation at a reduced power level, estimating the available power (maximum power point - MPP) at the same time. This control scheme is capable of regulating the output power to any given reference, from near-zero to 100% of the available power. The proposed MPP estimation algorithm applies curve fitting on voltage and current measurements obtained during operation to determine the MPP in real time. This is the first method in the literature to use the non-simplified single-diode model for the determination of the MPP and the five model parameters while operating at a curtailed power level. The developed estimation technique exhibits very good accuracy and robustness in presence of noise and rapidly changing environmental conditions. The effectiveness of the control scheme is validated through simulation and experimental tests using a 2 kW PV array and a dc/dc converter prototype at constant and varying irradiance conditions.

Index Terms — Active power control, curve fitting, linearized converter model, maximum power point tracking (MPPT), photovoltaic (PV), power reserves, single-diode model.

I. INTRODUCTION

NETWORK codes impose increasing ancillary service requirements to distributed generation, including renewable energy plants [1], [2], which are gradually extending to the provision of frequency response. In order for a PV system to provide such services, it needs to maintain active power reserves and perform up/down regulation of its output power in response to commands issued by the system operator [3]–[7].

In principle, two methods exist to implement power reserve capabilities in a PV system: either installing energy storage, at increased system cost and complexity, or employing a power curtailment technique [4], [8]. The latter approach is readily realized modifying the maximum power point tracking (MPPT) algorithm to operate at a suboptimal power level, rather than at the MPP [3]–[7], [9]–[13]. This is the focus of this paper.

In single-stage inverters, power reserves capability is achieved by enhancing the inverter control [10]–[13]. On the other hand, in two-stage systems as addressed in this paper, the dc/dc converter control has to be modified instead [3]–[6], [9], which is a more challenging task [4]. In [9], a typical Incremental Conductance (INC) MPPT algorithm is adopted and properly enhanced, offering simple implementation, yet limited dynamic response properties. In [3]–[6], improved dynamic response and controllability are achieved employing PI regulators. However, since the $P-V$ curve is non-monotonic, a simple PI controller regulating the output power is not effective. For this reason, the PI controller employed in [3]–[5] regulates the operating voltage, rather than the power, which in turn does not permit accurate tracking of a specific power reference command. In [6], this problem is partially overcome by changing the sign of the error input of the PI power controller, which may still lead to undesirable operation on the left-hand side of the $P-V$ curve [7], [10], [14].

Furthermore, an important consideration for a power reserves control scheme is whether the MPP can be estimated while operating at a curtailed output. This is necessary for the PV station in order to provide a given amount of reserves, either in terms of absolute power (kW/MW) or as a fraction of available maximum power (reserve ratio). References [3]–[7], [10], [12] implement techniques that follow external power commands, in addition to frequency response, employing different MPP estimation methods. In [12] and [7], irradiance and temperature measurements are utilized to extrapolate datasheet information to the actual conditions, whereas in [3]–[6], [10] a mathematical model is applied to voltage and current measurements acquired by the dc/dc converter sensors. The former approach is simpler, but compromised by the inevitable deviations of actual PV modules characteristics from datasheet values, as well as by the translation formulae employed. In [3]–[6], [10], adaptation to the actual system characteristics is achieved, but the circuit models employed are oversimplified or do not present sufficient immunity to noise. In particular, [3], [4] and [10] apply linear-quadratic or quadratic models to only two or three previous measurement samples. To improve robustness in noisy environments, a quadratic curve fitting approach is proposed in [5] and further improved in [6], employing a simplified version of the single-diode PV model.

In order to address the aforementioned limitations, a new power reserves control scheme for the dc/dc converter of a two-stage PV system is introduced in this paper. Its novelty lies in the fact that a single PI controller is applied to regulate power, rather than voltage, permitting operation at a specific power reference provided by an external command. This is not possible with voltage regulators adopted in other works. The operating point of the PV generator is kept always in the preferable right-hand side of the $P-V$ characteristic, allowing for operation at any power reference, from near-zero to 100% of
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the available maximum power. The proposed scheme employs also a ripple control method to regulate the power fluctuation to the appropriate levels.

Furthermore, a new method to estimate the MPP in real time, while operating at a reduced power level, is introduced. The proposed algorithm is based on the fundamental non-simplified single-diode PV model and applies least squares (LSQ) curve fitting to a large set of voltage and current samples. The method not only estimates the MPP voltage and power, but it actually determines the five model parameters and hence the entire P-V characteristic in real time. The curve fitting employed provides good accuracy and robustness in presence of noise, as well as under rapidly changing irradiance conditions. The MPP estimator relies on the standard voltage and current sensors of the dc/dc converter, requiring no additional equipment, like irradiance or temperature sensors. This is the first method in the literature to estimate the MPP and the model parameters when the system operates at a suboptimal power level (away from the MPP), benefiting from the enhanced accuracy offered by the complete single-diode PV model.

Small-signal analysis is employed to linearize the system model and tune the PI controllers to ensure good response under any possible operating conditions. To validate the effectiveness of the proposed control scheme, simulations are first performed in MATLAB/Simulink considering noisy environment. Then, a 2 kW prototype converter is developed and tested under both static and dynamic irradiance conditions. The results validate the reliable and efficient operation of the control technique.

In Section II of the paper, the proposed control scheme is described in detail, while the MPP estimation algorithm is discussed in Section III. The linearization of the system model and tuning of the PI controller is presented in Section IV. Validation is provided through simulations in Section V and experimental tests in Section VI.

II. POWER RESERVES CONTROL SCHEME

The topology of a transformerless two-stage inverter and the block diagram of the proposed control are illustrated in Fig. 1. The dc/dc converter, hereafter referred to simply as the converter, regulates the operating point of the PV generator and adapts the output voltage to meet the dc link requirements. In the following, a boost converter is considered for simplicity, but the control scheme is applicable to any type of dc/dc converter. The inverter performs the dc link voltage control and transfers the power to the grid, applying a P-Q control algorithm and implementing any ancillary services policy [4], [15].

In order for the PV system to maintain active power reserves, the converter has to regulate the PV generator to a suboptimal/reduced/curtailed power level, according to a reserves command. In Fig. 1, this is expressed as a reserves ratio, i.e. as a fraction of the available PV power (p.u.), while a direct power reserves command (in absolute kW/MW) is also possible. The overall controller consists of three individual subsystems, highlighted in color in Fig. 1. The Main Control block is responsible for regulating the duty cycle of the converter, \( D_{\text{main}} \), to meet the reserve command requirement. The actual MPP of the PV array is continuously estimated through the MPP Estimation module, using available measurements of the PV generator’s voltage and current. To guarantee the robustness of the MPP estimation, a Ripple Control module is employed to appropriately adjust the ripple on measurements, by adding a perturbation signal \( D_{\text{ref}} \) on \( D_{\text{main}} \). All three subsystems operate at the same control period \( T_{\text{control}} \), and are discussed in detail in the following sections.

A. Main Control Module

The objective of this module is to adjust the duty cycle \( D_{\text{main}} \) to allow operation at a specific power reference \( P_{\text{ref}} \), provided either externally by the grid operator or internally by a frequency response block. As \( P_{\text{ref}} \) is a power reference, a power regulator is implemented, rather than a simple voltage controller tracking a voltage reference signal, which would not be effective to accurately follow power commands.

Since the relationship between power and duty cycle is not monotonic, a special manipulation of the measurements is necessary, as shown in Fig. 1. To facilitate understanding, an indicative P-V curve of a PV string is shown in Fig. 2 (blue continuous line), along with the desired power reference level \( P_{\text{ref}} \) (green dotted line). There are two possible operating points lying at either side of the MPP: Operating Point 1 (blue square marker) and Operating Point 2 (purple circle marker). Most of the relevant studies favor operation at the right-hand side of the P-V curve [5], [6], [9], [11], [13], i.e. at voltages greater than the MPP voltage, \( V_{\text{mp}} \), rather than on the left part of the characteristic [3], [4], [7], [10]. This is because of the improved converter efficiency at a higher voltage [3], [10] and the faster dynamic response due to the steeper slope [7], [11]. Further and more importantly, in this case power regulation over the entire range from near-zero to maximum power \( P_{\text{mp}} \) can be easily

![Fig. 1. Power circuit and control scheme of the proposed technique.](image1)

![Fig. 2. Indicative P-V characteristic and required power reserves level, illustrating operation at both sides of the P-V curve.](image2)
achieved [11]. On the contrary, in the left-hand side of the characteristic minimum voltage restrictions of the dc/dc converter will limit the maximum reserve levels supported [4].

However, even while operating at the right-hand side of the $P-V$ curve, the operating point may be shifted to the other side, e.g. when operating close to the MPP or under fast irradiance variations. The control scheme should be able to perform a transition towards Operating Point 1, from any location on the $P-V$ curve, as the yellow arrows indicate in Fig. 2. A simple PI controller would not be effective for this task over the entire range of possible operating points.

This is overcome by the Main Control scheme proposed in this paper (Fig. 1). The concept of the algorithm is graphically illustrated in Fig. 2. Instead of the actual $P-V$ curve (blue continuous line), the PI controller considers a modified version (red dashed line), found by mirroring the left-hand side of the $P-V$ curve against a horizontal line passing through the MPP. The modified curve is given by:

$$P'_{pv} = \begin{cases} P_{pv} & V_{pv} \geq V_{mp} \\ 2P_{mp} - P_{pv} & V_{pv} < V_{mp} \end{cases}$$  \hspace{1cm} (1)$$

where the notations $V_{pv}$, $P_{pv}$ and $V_{mp}$, $P_{mp}$ refer to the voltage and power of the actual operating point and the MPP. $V_{pv}$ and $P_{pv}$ are calculated by averaging the measured voltage and power over a control period, while the MPP properties are provided by the MPP Estimation module (Fig. 1).

If the operating point is located on the left-hand section of the curve (e.g. Operating Point 2 in Fig. 2), then the modified power $P'_{pv}$ from (1) (corresponding to the Extrapolated Operating Point 2 in Fig. 2) is fed to the PI controller, rather than the actual power measured. This results in a strongly negative error (Fig. 1) that shifts the operating point towards the right-hand side of the curve (e.g. to Operating Point 1 in Fig. 2). Thus, a monotonic relationship between power and duty cycle is established, retaining a smooth slope at the MPP region and a steeper negative slope at the left-hand side of the $P-V$ curve. The proposed control permits operation over the entire range of available power in a continuous manner, obviating any need to switch between operating modes (MPPT or Reserves) as done in other works [4], [10], [11], [13].

B. MPP Estimation Module

In order to estimate the MPP voltage and power while operating suboptimally, a least squares curve fitting method is introduced in this paper, graphically illustrated in Fig. 3. The fundamental equation of the single-diode PV model is fitted to a set of past measurements ($V_i$, $P_i$) (green circle markers) around the current operating point, denoted as measurement window. The model parameters are thus estimated and the MPP (red circle marker) is determined. The window is created by variations of the operating point due to the inherent switching ripple of the converter, assisted by a perturbation signal deliberately introduced by the Ripple Control module. The samples maintained in the measurement window correspond to the last $T_{control}$ period. The mathematical formulation of the curve fitting method is described in Section III.

C. Ripple Control Module

MPPT algorithms are available in the literature utilizing the ripple in voltage and current measurements of the PV generator. The switching ripple caused by the power transistor is used in [16], whereas [17] relies on the oscillation of the instantaneous power transferred to the grid. Yet, the level of this inherent ripple may not suffice, as it depends on characteristics of the inverter, such as the switching frequency and the size of the filter capacitors [16], [17]. For this reason, standard MPPT algorithms, like P&O and INC, perturb the converter duty cycle to introduce additional variation of the operating point [18]. A triangular perturbation signal is superimposed on the duty cycle in [19] to provide a smoother oscillation of the operating point.

However, in all aforementioned methods the perturbation level remains constant regardless of the operating point on the $P-V$ curve. This leads to an unregulated level of ripple, as explained in the following. On the other hand, with the Ripple Control scheme shown in Fig. 1, the ripple intensity is continuously regulated to ensure an appropriate measurement window. This is achieved by adjusting the amplitude of a fixed-frequency triangular perturbation signal via a PI controller. Notably, this is the first study in literature to employ ripple correction in an active power reserves control scheme.

1) Amplitude of $D_{ripple}$

The oscillation of the operating point around the reference power can be quantified in terms of the corresponding voltage, current or power fluctuation. Yet, the robustness of the curve fitting algorithm essentially depends on the length of the measurement window on the $P-V$ curve, rather than the power or voltage ripple, i.e. its projections on the $y$- or $x$-axis. To quantify this length, the Euclidean distance of the boundary samples within the window can be used, assuming that the respective section of the $P-V$ curve included in the measurement window is approximately linear. The ripple metric thus introduced, denoted as curve ripple, $R_{curve}$, is given (in p.u.) by:

$$R_{curve} = \sqrt{\left(\frac{V_{oc0} - V_2}{V_{oc0}}\right)^2 + \left(\frac{P_{mp0} - P_2}{P_{mp0}}\right)^2}$$  \hspace{1cm} (2)$$

where $(V_1, P_1)$ and $(V_2, P_2)$ are the boundary samples within the measurement window; $V_{oc0}$ and $P_{mp0}$ are the nominal open circuit voltage and maximum power of the PV generator, used only for normalization purposes.

To facilitate understanding, in Fig. 4 two alternative approaches are examined: a triangular perturbation signal with a constant amplitude (green markers) as in [19], and adjustable perturbation amplitude to achieve a constant curve ripple $R_{curve}$ (red markers). Three operating conditions (A, B and C) are
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examined, corresponding to widely different levels of reserves. With a constant perturbation amplitude, the resulting oscillation of the operating point varies significantly (green markers), being clearly excessive in case C. On the contrary, the proposed Ripple Control scheme maintains the desirable curve ripple, regardless of the operating conditions (red markers).

Furthermore, with the proposed scheme (red markers), although the curve ripple is always equal to 1%, the resulting power ripple varies depending on the slope of the P-V curve at the operating region. At the MPP (0% reserves, point A), the P-V curve is nearly horizontal, leading to minimum power ripple and thus high MPPT efficiency. At other operating regions, where the slope of the P-V curve is steeper, the power ripple is increased, yet never exceeding the respective curve ripple value (less than 1% in Fig. 4). Consequently, the Ripple Control scheme of Fig. 1 ensures an appropriate measurement window for successful curve fitting under any conditions, limiting at the same time the power fluctuations below the curve ripple level.

2) Period of Ripple

The period of the perturbation signal is maintained constant and equal to the control period $T_{control}$. Thus, the superposed ripple is filtered out by the Mean blocks of the Main Control module of Fig. 1 and does not affect the operation of the power controller. $T_{control}$ should be sufficiently small to permit adaptation under fast varying irradiance conditions, but not too small especially in presence of parasitic inductances and capacitances. In this paper, $T_{control}$ is set to 20 ms (50 Hz), which provides satisfactory performance and lies beyond the frequency range of power-line flicker.

III. REAL TIME MPP ESTIMATION ALGORITHM

Several methods to estimate the MPP voltage and current in real-time, mainly for MPPT reasons, are available in the literature [3]–[7], [10], [11], [20]–[24]. Most of them utilize measurements of the PV generator voltage and current. In particular, a few past samples are used to fit a polynomial equation in [3], [4], [10], [11], [24] or a simplified single-diode model in [21], [22], whereas a curve fitting technique is applied to a larger set of previous measurements in [5], [6], [20], [23].

Although the curve fitting approach addresses the issue of noise satisfactorily, none of these methods employs the more accurate non-simplified single-diode PV model, due to its complexity. This is resolved in the following by reducing the unknowns from five to two, providing estimation accuracy and affordable computational cost at the same time. It is worth noting that the proposed method is not limited only to MPP estimation; it calculates the five parameters of the single-diode model, essentially providing all PV generator properties, such as the $I$-$V$ and $P$-$V$ curves.

A. Single-Diode PV Model

The electrical equivalent circuit of the single-diode PV model adopted is depicted in Fig. 5. The five parameters of the model are the photocurrent $I_{ph}$, the diode saturation current $I_s$, the modified diode ideality factor $a$, the series resistance $R_s$, and the shunt resistance $R_{sh}$. This model applies to any PV system operating under uniform irradiance and temperature conditions, while its voltage-current equation is given by:

$$ I = I_{ph} - I_s \left( e^{\frac{V+IR_s}{aR_s}} - 1 \right) - \frac{V+IR_s}{R_{sh}} \Leftrightarrow (3) $$

$$ a \log \left( \frac{I_{ph} - I_s - \frac{V+IR_s}{R_{sh}}}{I_s} \right) + V - IR_s = 0 \quad (4) $$

The five parameters depend on the PV modules properties, as well as on the irradiance $G$ and temperature $T$. Usually, these parameters are first determined at standard test conditions (STC) using datasheet information, and then are translated to the actual operating conditions. In this work, the translation equations given in [25] are adopted, as manipulated in [26]:

$$ I_{ph} = I_{phSTC} G(1 + \alpha_{sc} \Delta T) \quad (5) $$

$$ I_s = I_{sSTC} e^{47.1(1 - \frac{1}{T})} \quad (6) $$

$$ a = a_{STC} \lambda T \quad (7) $$

$$ R_s = R_{sSTC} \quad (8) $$

$$ R_{sh} = R_{shSTC} \frac{T_{STC}}{T} \quad (9) $$

where the subscript “0” indicates parameter at STC and $\alpha_{sc}$ denotes the normalized temperature coefficient for the short circuit current. $\Delta T = T - T_{STC}$ is the temperature deviation from STC temperature $T_0$, and $\lambda = T/T_0$ the respective ratio (values in Kelvin). The coefficient 47.1 in the exponent of (6) incorporates the energy bandgap of silicon cells and other constants [26].

Given the five parameters at the actual operating conditions, the MPP voltage and current are easily determined by the explicit equations introduced in [27]:

$$ V_{mp} = \left( 1 + \frac{R_s}{R_{sh}} \right) a(w-1) - R_s I_{phSTC} \left( \frac{1}{w} - 1 \right) \quad (10) $$

$$ I_{mp} = I_{phSTC} \left( \frac{1}{w} - 1 \right) - a(w-1) \frac{1}{R_{sh}} \quad (11) $$

where $w=W(I_{mpp}/I_{ph})$ is an auxiliary parameter calculated using the Lambert $W$ function. Similar expressions are proposed in [28] and [29].
B. Least Squares Curve Fitting

As discussed in Section II.B, the LSQ curve fitting method fits the PV model’s equation (3) or (4) to the measurement window samples, to determine the five parameters and then the MPP voltage and power. This is achieved by minimizing the difference between measurements (green circle markers in Fig. 3) and estimated values (red dashed line in Fig. 3). Due to the high slope of the right-hand side of the I-V curve, it is more effective to express this deviation in terms of voltage, rather than current (especially when there is noise in measurements). Thus, (4) is used as the model’s equation, rather than (3).

This is a non-convex optimization problem with a search space of five dimensions, which is very difficult to initialize and solve in this form [30]. To overcome this issue, the translation equations of the five parameters (5)-(9) are substituted into (4), leading to (12) below as the equation to be fitted, instead of (4). Thus, the search space dimensions are limited to only two: the normalized irradiance $G$ and the temperature ratio $\lambda T$. The calculation of the reference values $I_{ph0}$, $I_{d0}$, $a_0$, $R_{s0}$ and $R_{sh0}$ is discussed in Section III.C. The resulting problem is convex, exhibiting a single minimum, it can be readily initialized using the STC values ($G_{ref}=1$, $\lambda T_{ref}=1$), and is easily solved due to the different effects of irradiance and temperature on the I-V curve. It is worth noting that this approach is in agreement with the theoretical investigation of [30], which concludes that only two of the five parameters are really independent.

The LSQ optimization method minimizes the sum of squared ordinal deviation between measurements and estimations, by zeroing the partial derivatives of (12) with respect to $G$ and $\lambda T$ [31]. Since this is a non-linear problem, the Levenberg-Marquardt algorithm is employed [32]:

$$
\beta^{k+1} = \beta^k - \left( J^T \times J + \lambda \cdot diag(J^T \times J) \right)^{-1} \times J^T \times r^k
$$

(13) where $\beta$ is the parameters vector $[G, \lambda T]^T$, $J$ is the Jacobian matrix, $r$ is the residual, $\lambda$ a damping factor and $k$ the iteration.

The residual $r$ and its partial derivatives $\partial r/G$ and $\partial r/\lambda T$ required for the Jacobian matrix evaluation, are given by:

$$
r = a_0 \lambda T \ln \left( \frac{I_d}{\lambda T^2 I_{d0}} \right) - 47.1 I_{d0} (\lambda T - 1) - V - IR_{s0}
$$

(14)

$$
\frac{\partial r}{\partial G} = a_0 \left( 1 + \frac{I}{I_d} \right) \frac{\lambda T}{G}
$$

(15)

$$
\frac{\partial r}{\partial \lambda T} = a_0 \left[ \ln \left( \frac{I_d}{\lambda T^2 I_{d0}} \right) + G \lambda T \frac{I_{ph0} I_0 a_0 T_0}{I_d} - 50.1 \right]
$$

(16)

where the auxiliary parameter $I_d$ (diode current) is given by:

$$
I_d = G I_{ph0} \left[ 1 + a_0 T_0 (\lambda T - 1) \right] - I - G \frac{V + IR_{s0}}{R_{sh0}}
$$

(17)

Substituting (14)-(16) into (13) and after some manipulation, the iteration step is finally derived:

$$
G^{k+1} = G^k \left( \frac{1}{a_0 \lambda T \ln \left( \frac{I_d}{\lambda T^2 I_{d0}} \right) - 47.1 I_{d0} (\lambda T - 1) - V - IR_{s0}} \right)
$$

(18)

and the iteration step is finally derived:

$$
\begin{align*}
\text{Calculate } I_d & - (17) \\
\text{Determine } r, \chi G, \frac{\partial r}{\partial G}, \frac{\partial r}{\partial \lambda T} & - (14)-(16) \\
\text{Update sums } S_{xyz} & - (19) \\
\text{End of } T_s & \text{ cycle}
\end{align*}
$$

Fig. 6. Flowchart of the LSQ curve fitting, involving (a) update of all $S_{xyz}$ terms every sample period, and (b) MPP estimation every control period.

where $S_{xyz}$ stands for ($n$ is the samples in the window):

$$
S_{xyz} = \sum_{i=1}^n \left( \frac{\partial r}{\partial G} \right)^T \left( \frac{\partial r}{\partial \lambda T} \right) (\tau_i)^2
$$

(19)

Hence, the proposed curve fitting algorithm consists of two nested procedures: first calculation (update) of summation terms (19) at every sampling period $T_s$ and then estimation of the MPP at the end of each control period $T_{control}$ employing the entire measurement window. As shown in the flowchart of Fig. 6(a), with every new measurement sample obtained, first $I_d$ is determined and then the residual and partial derivatives are calculated to update all sums $S_{xyz}$.

When one full window period $T_{control}$ has elapsed (Fig. 6(b)), one iteration of the Levenberg-Marquardt algorithm is performed to update $G$ and $\lambda T$, subsequently used to calculate the five parameters and determine the MPP voltage and current. A single iteration performed every $T_{control}$ suffices for continuous adaptation to the relatively slow changing environmental conditions; this way, the calculation burden is minimized, permitting implementation of the method on a typical microcontroller. For the Lambert W function in (10)-(11), the simplified series approximation of [26] is used.

C. Calculation of the Reference Parameters

The reference model parameters $I_{ph0}$, $I_{d0}$, $a_0$, $R_{s0}$ and $R_{sh0}$ of a PV system may be calculated either from datasheet information or a measured I-V characteristic [26]. While the former approach is suitable for simulation studies, the latter provides greater accuracy when measurements from the actual PV system are available. This because the properties of a PV array often deviate from the datasheet for several reasons (manufacturing tolerances, ageing, cables resistance etc.).

In this work, the reference parameters are determined applying the simple explicit method of [33] on the measured I-V characteristic of the system. The latter is obtained through a curve scan operation, varying the duty cycle of the converter from 0% to 100% within a short interval, e.g. 10 seconds. This procedure has to be performed initially when installing the system, and then be repeated periodically to account for long-term changes due to ageing or degradation. Since these changes are very slow, typically at a rate of 0.75% per year for crystalline PV modules [34], a scan frequency of once per month or year should suffice.

$$
\begin{align*}
\text{Start of } T_{control} & \text{ cycle} \\
\text{Measure } I_{ph0}, I_{d0}, a_0, R_{s0}, R_{sh0} & \text{ to} \\
\text{End of } T_{control} & \text{ cycle}
\end{align*}
$$

$$
\begin{align*}
\text{Start of } T_s & \text{ cycle} \\
\text{Determine } r, \chi G, \frac{\partial r}{\partial G}, \frac{\partial r}{\partial \lambda T} & - (14)-(16) \\
\text{Update sums } S_{xyz} & - (19) \\
\text{End of } T_s & \text{ cycle}
\end{align*}
$$

$$
\begin{align*}
\text{Start of } T_{control} & \text{ cycle} \\
\text{Extrapolate } I_{ph0}, I_{d0}, a_0, R_{s0}, R_{sh0} & \text{ to} \\
\text{End of } T_{control} & \text{ cycle}
\end{align*}
$$

$$
\text{Begin of } T_s \text{ cycle} \quad \text{Calculate } I_d - (17) \\
\text{Determine } r, \chi G, \frac{\partial r}{\partial G}, \frac{\partial r}{\partial \lambda T} & - (14)-(16) \\
\text{Update sums } S_{xyz} & - (19) \\
\text{End of } T_s \text{ cycle}
$$

(12)
are the current, voltage and $1/P$-s

\[
\Delta P_{pv} = \left( I_{pv} + \frac{V_{pv}}{r_{pv}} \right) \Delta V_{pv}
\]  \hspace{1cm} (20)

where $I_{pv}$, $V_{pv}$ and $r_{pv} = \Delta V_{pv}/\Delta I_{pv}$ are the current, voltage and dynamic resistance of the PV generator at the actual operating point. The linearized model derived is a typical second-order system, with a transfer function:

\[
G(s) = \frac{P_{pv}(s)}{D(s)} = \frac{K_0}{s^2 + 2\omega_0 s + \omega_0^2}
\]  \hspace{1cm} (21)

where the gain $K_0$, the undamped natural frequency $\omega_0$ and the damping factor $\zeta$ are given by:

\[
K_0 = -\frac{V_{dc}}{L_{dc}C_{pv}} \left( I_{pv} + \frac{V_{pv}}{r_{pv}} \right) \omega_0 = \frac{1}{\sqrt{L_{dc}C_{pv}}} \zeta = -\frac{1}{2r_{pv}C_{pv}\omega_0}
\]  \hspace{1cm} (22)

Apparently, system dynamics are affected by the PV operating point through the parameters $I_{pv}$, $V_{pv}$ and $r_{pv}$.

**B. Closed Loop System**

The block diagram of the closed-loop system, including the power PI regulator of the Main Control module, is shown in Fig. 7. As discussed in Section II.A, using the modified PV power guarantees operation in the right-hand side of the P-V curve, thus $P_{pv}$ is used as the feedback signal. The power error fed to the PI controller is normalized on the nominal PV power $P_{mp0}$. The “delay” block in Fig. 7 is a first-order Pade approximation [35] of the aggregate (digital) delay $T_d$ corresponding to the PWM and execution time delays (in this case equal to the switching period $T_s=50$ $\mu$s). Therefore, the closed-loop transfer function is:

\[
H(s) = \frac{K_0}{P_{mp0} s} \left( K_p s + K_i \right) \frac{2 - s T_d}{2 + s T_d}
\]  \hspace{1cm} (23)

For the hardware implementation of the PI controller, a bilinear transformation of the continuous-time transfer function to the Z-domain is employed [36]:

\[
y[n] = \frac{K_p (x[n]-x[n-1]) + \frac{T_{control}}{2} K_i (x[n]+x[n-1]) + y[n-1]}{2}
\]  \hspace{1cm} (24)

where $y[n]$ and $x[n]$ are the output and input signals at step $n$.

**C. Selection of PI Controller Gains**

The root locus diagram of (23) is depicted in Fig. 10 for the indicative case of STC and 0% reserves, using $K_p$ as a varying parameter while considering a time constant $\tau = K_p/K_i = 2$ ms for the controller (1/10 of the control period $T_{control}$). Selected gains and other system parameters are given in Table I.

Bode plots of the open-loop transfer function are shown in Fig. 9 for operation at various reserve levels; minimum stability margins are indicated with circle markers. Plots do not differ considerably, with the exception of the magnitude diagram at 0% reserves. The phase margin is close to 90 degrees for low reserve ratios, while it is reduced down to 42 degrees in the worst case of 100% reserves (blue marker).

The system remains stable at any possible operating conditions. This is confirmed by the diagram in Fig. 11, illustrating the phase margin variation with the operating reserves for six cases of widely different irradiance and temperature conditions. In the worst cases, a phase margin near
40 degrees is obtained, which is fully acceptable [37], [38]. A similar process can be employed to tune the ripple PI controller. Here, the same gains are used as for the main PI regulator (Table I).

V. SIMULATIONS IN MATLAB/SIMULINK

To investigate the effectiveness of the proposed control scheme, simulations are first performed in MATLAB/Simulink for a 2 kW PV string coupled to a boost converter which in turn feeds in a grid connected inverter, as shown in Fig. 1. The parameters of the investigated system are given in Table I, corresponding also to the experimental setup of Section VI.

System operation is simulated over a 30 s period, during which the reserve command varies from 0% to 90% (Fig. 12(a)). To investigate the performance of the algorithm at the most demanding conditions, simultaneous irradiance and temperature variations are considered (Fig. 12(b)), assuming a trapezoidal profile and high rates of change (50 W/(m² s) and 1 °C/s respectively), while Additive White Gaussian Noise (AWGN) is superposed on the measurements (SNR=75). Two curve ripple references, $R_{\text{curve,ref}}$, of 1% and 3% are considered.

In Fig. 12(a), it is shown that the controller successfully tracks step changes of the power reserves command (red dashed line), with a response time of around 0.4 s. Satisfactory results are obtained for both ripple levels, although the PV generator power expectedly exhibits increased fluctuation in the 3% $R_{\text{curve,ref}}$ Scenario (blue line). In Fig. 12(b), the irradiance and temperature variations are illustrated, along with the respective estimated values. While a 3% ripple level ensures accurate estimation over the entire simulation period (blue and green lines), with 1% ripple the estimation error becomes noticeable (yellow and light blue lines), especially at 15-19 s, where both the reserves and the irradiance become maximum.

The estimated maximum power $P_{\text{mp}}$ and the output power $P_{\text{pv}}$ of the PV generator (PV side) are shown in Fig. 12(c). While the estimation error is imperceptible in the 3% case (green line), it reaches 7% for 1% ripple (light blue line). The PV generator output power meets the regulation requirements (red dashed line) in both cases. In Fig. 12(d), the operating windows on the respective P-V curves are illustrated at four indicative instances. The measurement window for the 3% ripple is larger (yellow markers), compared to the 1% case (red markers), resulting in a near-perfect match of the estimated P-V curve (yellow dashed line) to the actual characteristic (blue line). This figure is indicative of the capabilities for accurate real-time estimation of all five model parameters under varying conditions.

The results at the grid side of the system are shown in Fig. 12(e)-(g). The actual power $P_{\text{grid}}$ fed into the grid is depicted in Fig. 12(e) for the two ripple cases, exhibiting good tracking of the reference (red dashed line) and negligible ripple, as further discussed below. The dc link voltage $V_{\text{dc}}$, shown in Fig. 12(f), presents spikes of less than 7 V during reserves changes. As expected, the 3% ripple case results in increased voltage fluctuation, yet not exceeding 2 V peak-to-peak. Fluctuation is larger while maintaining 0% reserves (0-5 s and 26-30 s time
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**Table I**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal power $P_{\text{mp,0}}$</td>
<td>2 kW</td>
</tr>
<tr>
<td>Input capacitance $C_{\text{pv}}$</td>
<td>470 μF</td>
</tr>
<tr>
<td>Converter inductance $L_{\text{c}}$</td>
<td>500 µH</td>
</tr>
<tr>
<td>Sampling frequency $F_{\text{c}}$</td>
<td>20 kHz</td>
</tr>
<tr>
<td>Control frequency $F_{\text{control}}$</td>
<td>50 Hz</td>
</tr>
<tr>
<td>$K_p$ of main PI controller</td>
<td>0.01</td>
</tr>
<tr>
<td>$K_i$ of main PI controller</td>
<td>5.0</td>
</tr>
<tr>
<td>$K_p$ of ripple PI controller</td>
<td>0.01</td>
</tr>
<tr>
<td>$K_i$ of ripple PI controller</td>
<td>5.0</td>
</tr>
</tbody>
</table>

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSTE.2017.2674693, IEEE Transactions on Sustainable Energy.
intervals), as in this case the voltage ripple becomes maximum (flat section of the P-V curve); yet, this voltage fluctuation is not reflected to the output. The line current to the grid is illustrated in Fig. 12(g), presenting a response time of 0.4 s in the worst case (zoom box).

Fig. 12(h) illustrates the effectiveness of the Ripple Control module for the 3% \( R \) curve, ref case. The curve ripple (green line) effectively tracks its 3% reference (red dashed line), except at step changes of the reserve command, when a short time of around 1 s is needed to adapt to the new operating point. The ripple of the PV generator power \( P_{pv} \) (purple line) is very low when operating at the MPP (0% reserves) (0-5 s and 26-30 s time intervals), leading to high MPPT efficiency greater than 99% in this mode. When operating with substantial reserves, \( P_{pv} \) fluctuation is at the same level as the curve ripple (measured slightly higher due to noise). In any case, the output power of the system at the grid side (blue line) remains very smooth (ripple lower than 0.1% in steady-state), due to the filtering effect of the dc link capacitors and the inverter control.

The main conclusion from this investigation is that a curve ripple level of 2-3% is adequate for accurate MPP estimation in the presence of noise and rapidly changing environmental conditions. At MPP operation (0% reserves), MPPT efficiency is very high and the resulting power ripple at the PV side is negligible, while in power reserves mode it is effectively filtered out to a level well below 1% at the grid side.

VI. EXPERIMENTAL VALIDATION

The experimental setup built to validate the proposed controller is depicted in Fig. 13 and corresponds to the system presented in Fig. 1. A 2 kW PV string is connected to a boost converter prototype that feeds a resistive load for simplicity. The main characteristics of the converter are summarized in Table I. Information on the basic components is given in Table II. A SiC MOSFET is used as a switching device for increased efficiency, while the entire control scheme is implemented in a 150 MHz microcontroller. The user interacts via an interface card, employing a LCD display and buttons, while the recorded data are transferred to a computer using a JTAG Emulator. All experimental tests are conducted with 3% curve ripple.

Fig. 13. Experimental setup used to validate the proposed control scheme.
A. PV String Testing under Constant Irradiance Conditions

In this section, the entire PV string operates under constant irradiance to evaluate the performance of the controller in steady state conditions. The proposed converter control is applied, imposing changes to the instructed reserve levels, as shown in Fig. 14(a), over a 30 s interval of constant irradiance. From the diagrams in Fig. 14 it is evident that the reserve command is successfully implemented throughout the experiment (Fig. 14(a)), while the maximum power estimation is sufficiently accurate and the PV output power tracks its reference, as shown in Fig. 14(b). The actual $P_{mp}$ (green dashed line in Fig. 14(b)) is determined by the mean output power recorded during MPPT mode intervals (0-5 s and 26-30 s), when the string operates at 0% reserves.

Four measurement windows recorded during the testing interval that correspond to different levels of reserves (0-40%) are shown in Fig. 14(c). The respective estimated (dashed lines) and actual (continuous line) $P-V$ curves are shown in different colors, the latter found via a curve scan performed afterwards. It is worth noting that window lengths are slightly different in the four cases, due to measurement noise that causes a small deviation of the achieved curve ripple from the 3% reference.

Nevertheless, all four estimated curves practically coincide with the actual (measured) one, validating estimation accuracy over the entire range of the $P-V$ curve.

The extraction process of the reference parameters, which was performed prior to the experiment (different day and time), is validated in Fig. 14(d). The measured (scanned) $I-V$ characteristic and the one reconstructed using the extracted parameters practically coincide with each other.

The induced power ripple is further evaluated in the oscillograms of Fig. 15. The converter output power $P_{dc}$ (red line) presents a much lower ripple than the PV power $P_{pv}$ (blue line), while the slight difference between their mean values observed in Fig. 15(a) is due to the converter losses. In Fig. 15(b), four intervals of operation at different reserve levels are illustrated on the same diagram. The $P_{pv}$ fluctuation (blue line) strongly depends on the reserve command, being negligible at MPP operation (reserves 0%). The MPPT efficiency in this case is measured close to 99%. The ripple of the output power $P_{dc}$ (red line) is essentially due to converter switching and measurement noise: an FFT analysis of $P_{dc}$ reveals a 50 Hz ripple component of only 0.1% of the dc component.

Fig. 14. Experimental results of the proposed control scheme for a 2 kW PV string at constant irradiance conditions, obtained via JTAG emulation. (a) Reserves ratio (requested and achieved), (b) PV output power (ideal and achieved) and maximum available power (actual and estimated), (c) operating windows on estimated $P-V$ curves for various reserve levels, and (d) $I-V$ curve (scanned and estimated) at reference conditions.

Fig. 15. Oscillograms of the measured power at the input and output of the converter (2 kW PV string at constant irradiance) for (a) the entire test duration and (b) 250 ms periods at different reserve levels.
B. PV Module Testing under Variable Irradiance Conditions

In order to validate the effectiveness of the proposed converter control under rapidly changing environmental conditions, a single PV module is used as a source, rather than the entire string. This way, fast irradiance variations are emulated by changing the module’s tilt angle within a few seconds (irradiance reduced by 410 W/m² in 17 s, at a rate of almost 25 W/m² per second). This procedure is performed twice: first the system operates with the reserve command profile of Fig. 16(a); then the experiment is repeated, with the converter running in MPPT mode (0% reserves) to acquire the actual maximum power, for comparison reasons.

The results are depicted in Fig. 16. The achieved power reserve levels (blue line) match the requested ones (red dashed line) in Fig. 16(a), while the estimated $P_{mp}$ (purple line) in Fig. 16(b) almost coincides with the actual (green line). Hence the good match between the produced power (blue line) and its reference (red dashed line) throughout the experiment.

In Fig. 16(c), four measurement windows recorded are depicted along with the respective estimated $P-V$ curves. Again, the achieved curve ripple is not exactly 3%, hence the small difference observed in the window lengths. However, this does not impact estimation accuracy, as discussed above. Successful extraction of the PV module reference parameters is verified in Fig. 16(d), performed a different day than the experiment. This test demonstrates the excellent performance of the controller under fast irradiance variations, as well.

VII. CONCLUSION

In this paper, a new control scheme is introduced for the dc/dc converter of a two-stage PV system, in order to maintain active power reserves over the entire operating range of the system (from near-zero to 100% of the maximum available power). The core element and novel feature of the proposed scheme is the real-time estimation of the MPP and model parameters via a curve fitting method that employs the fundamental single-diode PV model. No extra energy storage system or irradiance and temperature sensors are required, keeping the system cost and complexity to a minimum.

The stability of the proposed control strategy is analytically assessed and its effectiveness is validated through simulations and experimental testing at constant and varying irradiance conditions, using a 2 kW converter prototype. The results confirm estimation accuracy and reliable operation under the most demanding conditions.
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