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The crystallization kinetics of sodium dodecyl sulfate (SDS)-water micellar solutions, under linear cooling conditions, were experimentally investigated using optical microscopy, differential scanning calorimetry and infrared spectroscopy. Cooling rates were systematically varied, from 0.1 to 50 °C min-1, encompassing environmental to near-“isothermal” temperature changes, between 22 to -5 °C, for a reference concentration of 20% SDS-H2O. The cooling rate was shown to determine the dominant crystal morphologies, with platelets and needles predominating at the lowest and highest rates, respectively. The results were rationalized in terms of isothermal crystallization data and the time-temperature cooling profile. Rates 0.1, 5.0 and 10 °C min-1 yield morphologies and kinetics analogous to those of isothermal quenches at the corresponding crystallization temperature window. Nontrivial deviations were observed for intermediate rates (0.5, 1.0 °C min-1), due to commensurate changes in temperature and crystallization mechanism, accompanied by solute depletion. The polythermal metastable zone width was estimated, and the non-isothermal nucleation described by the Nývlt equation, while the Avrami and Kissinger models described overall crystallization kinetics. Our measurements quantify the impact of temperature gradients in the crystallization of ubiquitous SDS micellar solutions, for a range of practically relevant profiles incurred during manufacturing and storage.
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ABSTRACT: The crystallization kinetics of sodium dodecyl sulfate (SDS)-water micellar solutions, under linear cooling conditions, were experimentally investigated using optical microscopy, differential scanning calorimetry and infrared spectroscopy. Cooling rates were systematically varied, from 0.1 to 50 °C min-1, encompassing environmental to near-“isothermal” temperature changes, between 22 to -5 °C, for a reference concentration of 20% SDS-H2O. The cooling rate was shown to determine the dominant crystal morphologies, with platelets and needles predominating at the lowest and highest rates, respectively. The results were rationalized in terms of isothermal crystallization data and the time-temperature cooling profile. Rates 0.1, 5.0 and 10 °C min-1 yield morphologies and kinetics analogous to those of isothermal quenches at the corresponding crystallization temperature window. Nontrivial deviations were observed for intermediate rates (0.5, 1.0 °C min-1), due to commensurate changes in temperature and crystallization mechanism, accompanied by solute depletion. The polythermal metastable zone width was estimated, and the non-isothermal nucleation described by the Nývlt equation, while the Avrami and Kissinger models described overall crystallization kinetics. Our measurements quantify the impact of temperature gradients in the crystallization of ubiquitous SDS micellar solutions, for a range of practically relevant profiles incurred during manufacturing and storage.
INTRODUCTION
Surfactants solutions are common in ‘formulations’ used in household, personal care, agricultural and pharmaceutical products.1–3 These formulations are expected to be (meta-)stable across a range of conditions,2–6 including variations in temperature during manufacturing, transport and storage,3,4,7 which can otherwise induce phase transitions. Temperature profiles range from subtle environmental changes, for instance diurnal temperature fluctuations, to rapid, intentional heating or cooling, related to processing, transport or use. Environmental temperature variations are comparatively slow, typically ranging from ≈ 0 to 0.1 °C min-1.8 Induced thermal changes, caused for instance by a rapid transfer from indoor to outdoor environments, can be considerably steeper, of the order ≈ 0.5 to ≥10 °C min-1. Elucidating the mechanism and kinetics of phase transformations under non-isothermal conditions, which depend on both time and rate ( = dT/dt), as well as temperature, is therefore practically relevant and fundamentally important.
Crystallization processes are commonly investigated by various techniques including differential scanning calorimetry (DSC),9–12 X-ray diffraction (XRD)13 and optical microscopy.14–16 Conversion profiles are computed from the evolution of the crystalline (area or volume) fraction, or heat flow, with non-isothermal kinetics typically interpreted using the Avrami,9–11,17–19 Ozawa12 or Avrami-Ozawa20 models. In addition, determination of the nucleation,16,21 growth rates14 and the metastable zone width (MSZW)15,22–24 provides a useful means to  regulate crystallization.
Sodium dodecyl sulfate (SDS), also termed sodium lauryl sulfate (SLS), depicted in Figure 1(a), is an anionic surfactant, ubiquitously used in detergents3,25,26 and emulsions.27 Equilibrium structures and transition temperatures for the SDS-H2O system have been established using DSC,28 optical microscopy, nuclear magnetic resonance (NMR) spectroscopy and X-ray diffraction,29 and its (partial) phase diagram is shown Figure 1(b).28,30 Studies on the crystallization of SDS-H2O have established the single crystal structure of four (of five) hydrates: the anhydrous,31 1/8,32 hemihydrate33 and monohydrate,34 but not the dihydrate. An additional form similar to the 1/8, called the “alpha” phase, has also been reported.35,36 Fourier transform infrared spectroscopy (FTIR) and Raman spectroscopy have also been used to investigate the crystalline phase.37–40 Linear cooling experiments using microscopy and turbidity, for  = 0.1 to 0.75 °C min-1, determined the MSZW and transition temperatures for four micellar concentrations of SDS-H2O solutions (between 5 and 20%),42,43 in addition to computational modelling of the crystal structures.42,44 We previously reported an isothermal study on the crystallization kinetics and morphologies of SDS-H2O micellar solutions as a function of temperature, via microscopy, DSC and attenuated total reflection (ATR)-FTIR at  = 50 °C min-1.41 The temperature dependences of overall nucleation and growth rates, and single crystal growth rates, were systematically quantified between 20 and -6°C, and the crystal morphologies and polymorphs characterized.  
This paper investigates the crystallization of SDS-H2O micellar solutions subject to linear cooling profiles, corresponding to a linear temperature variation with time, at (constant) rate  = dT/dt, between two well defined initial (Ti) and final (Tf) temperatures. Specifically, a wide temperature window was investigated, between Ti=22 to Tf =-5 °C, and a range of cooling rates  =0.1 to 50 °C min-1, to encompass those experienced by formulations under a variety of contexts. A combination of optical microscopy and DSC was employed to elucidate the nucleation, growth rates and crystal habits, as a function of both temperature (T) and time (t), for various , with polymorph assignment via ATR-FTIR. The results are benchmarked against data acquired under “isothermal” conditions, obtained at the fastest quenches (50 °C min-1) to a series of temperatures, to rationalize the impact of non-isothermal conditions, enabling predictions over a wide parameter space. The MSZW was estimated using the polythermal method, from which the nucleation order was calculated. Additionally, crystallization kinetics were quantified with the Avrami9–11,17–19 and Kissinger45 models, to parameterize the non-isothermal crystallization.
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Figure 1. (a) Skeletal drawing of a SDS molecule. (b) Partial phase diagram of SDS-H2O (adapted from28,30); the arrow represents the temperature range investigated, 22 to -5 °C, at 20% SDS-H2O. (c) Temperature profiles employed for the linear cooling experiments, with rates ( = dt/dT) = 0.1, 0.5, 1.0, 5.0 and 10 °C min-1, as well as the “isothermal” quench at 50 °C min-1, to a constant, final temperature (Tf) = -5 °C.

EXPERIMENTAL SECTION
Materials and Methods
SDS (ACS reagent grade, ≥99.0% purity, Sigma-Aldrich) was used as received; a high purity grade was selected to minimize impurities, which can affect transition temperatures, morphologies and so forth. Deionized water (Centra ELGA filtration system) was freshly collected prior to sample preparation. 20 wt % SDS-H2O was chosen as a reference micellar concentration, prepared by stirring the SDS until full dissolution, before equilibrating at 22 °C for ≥24 h. Solutions were regularly monitored for impurities and the onset of hydrolysis46,47 via 1H NMR spectroscopy, and were employed for no longer than one week.
Solutions were filtered through 0.2 µm PTFE syringe filters prior to use, filled into flat, rectangular capillary tubes (CM Scientific, 50 x 500 µm2), closed with an epoxy-based adhesive (Araldite Rapid) and were left overnight. Capillaries were employed to keep atmospheric impurities to a minimum,48,49 and to enable fast temperature equilibration. New capillaries were used for each experiment to prevent inadvertent concentration gradients and seed crystals from repeated temperature cycling.

Optical Microscopy
Optical microscopy was conducted with a reflection microscope (Olympus BX41M-LED, 10x objective), equipped with a CCD camera (Allied Vision, Prosilica GX 1050C); the images were analyzed using ImageJ 1.49v (NIH). A temperature-controlled stage (Linkam Scientific THMS600) with a stability and accuracy of ±0.1 °C was used to implement the ramps. Samples were equilibrated at 22 °C for 20 min and were cooled linearly, at fixed  to -5 °C, as depicted in Figure 1(c). The measurements were repeated at least three times for each . The following cooling rates were investigated:  = dT/dt = 0.1, 0.5, 1.0, 5.0 and 10 °C min-1, which were compared to 50 °C min-1, taken as an isothermal reference41 (where nucleation and thermal equilibration times becomes comparable). Time zero (t = 0) is defined at the thermodynamic crystal-to-micellar transition temperature of 19.1 °C (the determination is discussed later), as opposed to the starting point of 22 °C. The ramps therefore take between 145 and 14460 s after crossing the boundary, depending on . The data was analyzed in both temperature (T) and time (t), to decouple their combined effects on the crystallization process. 

Analysis Procedure
Optical microscopy image analysis was carried out on a representative area (ΣA = 0.2 mm2), from T = 22 to -5 °C to determine: the area number density of nuclei (Nd), total crystal number density (N∞) and the maximum nucleation rates in both time ((dNd/dt)max) and temperature ((dNd/dT)max). Details of this procedure, including the definition of ‘representative area’, are included in Supporting Information Figures 1-2. Additionally, the induction (tind, Tind), completion (tf(N), Tf(N)), and duration (∆t(N), ΔT(N)) times for nucleation and the corresponding temperatures were extracted. Similar analysis was performed for the growth, based on the crystal area fraction (Af = α = A/ΣA); the growth finish time (tf,), temperature (Tf,) and duration (∆t, ∆Tf). A detailed example of the analysis and these notations are provided in the Supporting Information (Figure S1). Values for tind represent upper limits, given the finite spatial resolution of optical microscopy.50 Data were fitted to the Nývlt equation24 for nucleation, and the Avrami9–11,17–19 and Kissinger45 equations for overall crystallization kinetics.

Differential scanning calorimetry (DSC)
[bookmark: _GoBack]Thermal analysis was conducted on a heat flux DSC (TA Instruments Q2000) with an accuracy of ±0.1 °C, calibrated with indium. Samples (10 – 15 mg) were freshly prepared for each experiment, using hermetically sealed aluminum pans (Tzero 901683.901 & 901684.901); these were weighed before and after the run to verify that no mass loss had occurred. Samples were held at 23 °C for 10 min, before being cooled at the same rates used in the microscopy studies:  = 0.1, 0.5, 1.0, 5.0, 10 °C min-1, to -10 °C, with at least two repetitions per cooling run. This lower final temperature was selected to ensure the precision of the heat flow baseline beyond -5 °C. Additionally, three samples of varying mass (10 – 20 mg), were investigated to compare the effects of volume on the temperature of crystallization, as variability has previously been reported for aqueous systems in the literature.48,51 This also tests the robustness of the results, as sample weights can vary between preparations and larger masses are often preferred for slower  to improve the signal-to-noise ratio.52 TA Instruments Universal Analysis 2000 software was used for data extraction and analysis.












RESULTS AND DISCUSSION
Overview
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Figure 2. Optical microscopy images of the crystallization of 20% SDS-H2O micellar solutions, at the cooling rates () indicated on the left, showing the progression of nucleation and growth as a function of time (t) and temperature (T), to a final temperature (Tf) of -5 °C. On the right, the  are associated to environmental (0.1 °C min-1) and induced (0.5 to 10 °C min-1) cooling profiles, and an “isothermal” quench (50 °C min-1). The top graph summarizes the start of nucleation (Tind, tind) and the completion of growth (Tf, tf). The red region is the metastable zone where nucleation was not observed; crystallization was noted in the light blue region, reaching completion entering the purple region. The dotted lines correspond to the T, t trajectory of the employed ; where t = 0 is at T = 19.1 °C.

The crystallization of micellar SDS-H2O solutions yields a sequence of morphologies ranging from platelets to bundles and isolated needles, upon decreasing the T from 6 to -5 °C, under isothermal conditions.41 The associated crystallization timescales are relatively short, ranging from a few to hundreds of seconds, across the stated temperature window. As a result, the imposed cooling rates () are expected to have a considerable impact both qualitatively and quantitatively on the crystallization process: clearly, at low  crystallization occurs predominantly at relatively low supersaturation and comparatively high temperatures; while at high , large supersaturation levels are achieved earlier, at lower temperatures, directly impacting both nucleation and growth.53,54
Figure 2 shows the evolution of crystal morphologies obtained from optical microscopy images at the investigated  as a function of temperature (T) and time (t). Evidently, even though the final temperature (Tf) is constant in all cases (Tf = -5 °C), with increasing , Nd increases while the crystal size decreases. The nucleation process is clearly governed by both T and t. Lower  rates trigger nucleation at higher T, as the solution spends longer time in the labile zone before reaching -5 °C. As an illustration, for 1.0 °C min-1 nucleation was observed, on average, at 1.3 ± 0.9 °C, whereas for 50 °C min-1, the ‘isothermal’ rate, nucleation was observed after 7.8 ± 0.9 s at -5 °C.
At the end point of -5 °C, for which dense single needles are found under isothermal conditions, a variety of fully crystallized morphologies are found, including large macroscopic crystals at the lowest . The resulting morphologies are also found to be largely governed by the temperature at which they nucleate. This can be rationalized based on the isothermal data; for example at = 10 °C min-1, a needle bundle is observed when the temperature reaches -2.6 °C (Figure 2) while, isothermally, bundles are found at -2.0 °C, and predominantly single needles are found at -5.0 °C. Cooling at the slowest = 0.1 °C min-1 did not result in needle formation, as crystallization is complete before this characteristic T is reached; instead a “rounded” octagon is observed, as shown in Figure 2, in agreement with the formation of octagons at 6 °C under isothermal conditions. At intermediate  the crystal form becomes distorted as the T is lowered, discussed below. For the purpose of brevity, henceforth 0.1, 0.5 and 1.0 °C min-1 will be termed the slower rates, while 5.0 and 10 °C min-1 will be the faster rates, where applicable.

Nucleation Kinetics
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[bookmark: OLE_LINK5]Figure 3. Nucleation data for 20% SDS-H2O solutions cooled linearly to -5 °C at the various  indicated; graphs are as a function of T. (a) Nucleation (number) density (Nd) of crystals. (b) Slope of the data shown in panel (a), given as a nucleation rate per degree Celsius (dNd/dT). (c) Maximum nucleation rate ((dNd/dt)max − blue, left axis) and total number density (N∞ − gray, right axis). (d) Nucleation type, classified as primary if the nucleation event was isolated, or secondary if initiated from another crystal. In panels (c) and (d), the horizontal lines indicate the T range during which nucleation takes place (ΔT(N)), at the indicated . The dashed lines show the isothermal (“iso”) data, measured at various Tf with = 50 °C min-1, for comparison.

The crystal number density (Nd) has been computed as a function of T, as shown in Figure 3(a), and forms the basis of subsequent analysis. Its first derivative yields dNd/dT, provided in Figure 3(b). Complementary data can also be extracted as a function of t, as done conventionally (Supporting Information Figures S2a,b). The evolution of Nd is clearly non-monotonic, as with decreasing T increased levels of supersaturation are achieved, resulting in an acceleration in Nd followed by a plateau (before -5 °C) due to solute limitations.54 For the faster  in particular, a sharp transition is observed below -3.5 °C, with a corresponding peak in its derivative. This is related to a crossover into a regime where isolated needles predominate, with high N∞ and dNd/dt values in the isothermal studies. Likely due to this sharp change in nucleation rate at the highest , when single needles predominate, master curves for Nd and dNd/dT do not appear feasible. At all rates investigated, nucleation reaches completion at, or before -5 °C, corresponding to the various plateaus in Nd.
Figure 3(c) summarizes the maximum rates ((dNd/dt)max) and final crystal number density (N∞) for the various . The horizontal lines indicate the T range over which nucleation (ΔT(N)) is observed for the corresponding . (dNd/dt)max), as opposed to (dNd/dT)max) is considered to allow comparison with the isothermal (“iso” = 50 °C min-1) quench data, included as dashed lines, for measured T points. These ramps are considered a suitable approximation to isothermal crystallization, taking ≤29 s to reach T ≤-5 °C after crossing the phase boundary. This comparison yields two important observations: that (dNd/dt)max increases exponentially with increasing , and that these values consistently fall below their isothermal counterparts, converging, as expected, at the highest . As shown in Supporting Information (Figure S2c), (dNd/dT)max also increases with . Both the estimated final number of nuclei (N∞) and nucleation rates (dNd/dT)max and (dNd/dt)max vary by 3 to 5 orders of magnitude respectively across the  range. For the slower rates, N∞ values are notably lower than their isothermal counterparts as the solution spends a prolonged period at higher T where nucleation is slower and growth dominates, thereby depleting the solute and reducing further nucleation when lower T are reached.54 As expected, the number of nuclei and nucleation rates (N∞, (dNd/dt)max and (dNd/dT)max) increase rapidly with increasing , as lower T and higher supersaturation levels are obtained at earlier times, thus converging towards their isothermal values.  
Nucleation was classified as primary or secondary, as shown in Figure 3(d). Experimentally, these events were determined by manual inspection if the optical images, by the evolution of the crystal morphology with time, by detecting whether the nucleation event was isolated (primary nucleation) or initiated from another crystal (secondary), within measurement resolution (~1 m). Again the horizontal lines represent ΔT(N), with the isothermal quench data shown as dashed lines. Secondary nucleation can include both contact and shear nucleation,55 however in these experiments the latter is unlikely as the solution is stationary. Both data sets are non-monotonic with T, with secondary nucleation reaching a maximum at intermediate  = 1.0 °C min-1; the data plotted as a function of  are provided in Supporting Information (Figure S2d).
At low , primary nucleation dominates as platelets grow with relatively few imperfections and N∞ is low, reducing the likelihood of contact nucleation. At intermediate , the increase in secondary nucleation is attributed to both a rise in crystalline defects with faster growth rates56 and an increase in N∞ as lower T (nucleation favored regimes) are reached faster, increasing the likelihood of contact nucleation. However, at the faster rates, primary nucleation again dominates as dNd/dt becomes sufficiently high such that nucleation occurs over a short Δt(N). Comparison with isothermal measurements indicates that finite  data are slightly offset towards low temperatures, corresponding to a higher proportion of secondary nucleation. This effect is more pronounced at low  due to the gradual time spent cooling, as the presence of crystals in solution increase the chance of contact nucleation.




[bookmark: OLE_LINK2]Metastable Zone Width 
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[bookmark: OLE_LINK3]Figure 4. (a) Induction time (tind) comparison for the isothermal (smooth lines) and linear cooling data (square points) as a function of T. The dotted lines correspond to the T, t trajectory of the employed ; for the linear cooling data and this graph only t = 0 is set at T = 6 °C, which the is the lower boundary of the isothermally established metastable zone. The gray shaded area (t ≈ tind) represents the tind window required to observe nucleation at that T, under isothermal conditions. Below this, the purple zone (t < tind) indicates the T, t combination for which isothermal nucleation was not observed, and is thus not expected under linear cooling conditions, with the green area corresponding to t > tind. (b) Metastable zone width (MSZW or ΔTmax) dependence on . (c) Nývlt fits of log  as a function of log ΔTmax, the slope of which is the nucleation order (m), detailed in the text
The effect of  on nucleation was considered by comparing the induction times (tind) of isothermal and non-isothermal (finite ) quenches. The T, t trajectories for the investigated  are represented by the dotted lines in Figure 4(a), with the square points indicating the experimentally measured tind for each . Isothermal nucleation was previously not observed between 19.1 to 6 °C,41 which was therefore classified as the metastable region.55–57 For the purpose of this analysis only, t = 0 was therefore set at T = 6 °C (instead of 19.1 °C), for the linear cooling data. The gray region (t ≈ tind) denotes the distribution of tind values measured experimentally during the isothermal studies. The regions indicated in green (t > tind) and red (t < tind) correspond to conditions for which isothermal crystallization is expected, and not expected, respectively, based on the distribution of tind. For nucleation to be detected, a solution has to be at <6 °C for at least the red period in t for a given T.
For the slowest  = 0.1 °C min-1, tind falls within the gray region, as the rate of cooling (600 s per 1 °C) becomes commensurate with tind ≈ 600 s, effectively behaving as an isothermal quench at high T past the metastable boundary. At intermediate  = 0.5 and 1.0 °C min-1, significant deviations between the isothermal and linear tind are observed, with computed differences provided in the Supporting Information (Figure S3). This temperature offset (or equivalent time ‘delay’) in observing crystallization cannot be simply explained by the fact that temperature is continually changing throughout the metastable region during cooling, as dT/dt x tind  does not provide a reasonable estimate for the offset T, in particular for the intermediate . Such differences result from a complex interplay between the cooling time and the continuously varying (isothermal) tind requirements for crystallization which, combined, yield a longer non-isothermal tind than expected at a given T. For the faster , a convergence towards the isothermal data is observed, as the cooling time to -5 °C decreases, approaching isothermal conditions.
The metastable zone width (MSZW or ΔTmax) corresponds to the window between the saturation temperature (T0) and the temperature at which crystallization is detected (Tind) for a given cooling rate. The polythermal method was employed to calculate the MSZW according to ΔTmax = T0 – Tind22,23,57 for each  For this system, T0 = 19.1 ± 0.1 °C, based on several DSC measurements for three different sample preparations, at the slowest  = 0.1 °C min-1 upon heating, as shown in Supporting Information (Figure S4),  and in (apparent) agreement with previously reported values.28,43
The dependence of the MSZW with  is given in Figure 4(b), yielding values between ≈ 13.9 to 21.2 °C, for  = 0.1 to 10 °C min-1, with the labile region at <6 °C. As expected, ΔTmax increases with , corroborating the nucleation data shown in Figure 3(a), showing that Tind decreases with increasing . Evidently, decreasing the cooling time with higher  leads to crystallization taking place at lower temperatures. The ΔTmax data is found to depend logarithmically on , according to ΔTmax = 1.5225 ln() + 17.671, where  is given in °C min-1, indicated by the solid line in Figure 4(b). The MSZW trend43 and Tind values (for measured  ≤ 0.75 °C min-1)44 are in agreement with observations previously reported for this system, although these studies do not appear fully consistent with each other. The values for the MSZW are relatively large by comparison to other systems, for instance simple inorganic salt-H2O solutions,58 but similar to organic moieties dissolved in polar solvents (for instance paracetamol in ethanol59 or L-isoleucine in H2O,60 measured at low  ≤ 1.0 °C min-1). Qualitatively, a large MSZW can be expected for this SDS-H2O composition, given the rearrangement that must occur when a micellar solution crystallizes into a lamellar31–34 structure.
From the experimentally determined ΔTmax, the nucleation order (m) can be determined using the Nývlt relation.24 A plot of log  as a function of log ΔTmax provides a slope (m), shown in Figure 7(c).  While m does not have a clear physical meaning,24 it is beneficial to parameterize the dependence of MSZW with . From the data, m ≈ 11.1. A previously reported value for 20% SDS-H2O gave m ≈ 4.9,43 however a different criterion was used for T0 (defined as the melting point of the equivalent heating rate). By re-calculating m with the more common definition utilized in this work,22,23,57 m ≈ 9.3 for their data, in closer agreement in with these findings.



Morphology and Size Distributions 
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Figure 5. Characterization of the crystal sizes and morphologies from the optical microscopy images of 20% SDS-H2O solutions cooled linearly. (a) Average crystal size (<Asingle>), calculated via the sum of the representative area over the total crystal number density (ΣA/N∞). The vertical bars represent the measured size distribution at Tf. (b) Broad classification of the morphologies as needles and platelets and (c) a further classification of the needles as single needles and bundles. For graphs (b) and (c), the square and circular symbols correspond to the linear cooling data and the horizontal lines indicate the ΔT(N), at the  shown in the adjacent label. For comparison, the dashed lines are the isothermal (“iso”) data for each T.

The average single crystal area <Asingle> = ΣA/N∞ at Tf, depicted in Figure 5(a), decreases with increasing , as  large nucleation rates restrict crystal sizes (cf. Figure 2). The measured crystal size distribution or polydispersity, indicated by the vertical bars around the average estimates, also decreases with increasing  (note the vertical log scale). An approximate dependence of <Asingle> ∝ , where  ≈ 1.1-1.4, describes the measurements within the observed polydispersity. These trends can be rationalized based on the competition between nucleation and growth within a finite volume: at faster  nucleation-favored regimes (lower T) are reached quicker, where dNd/dt is high and Δt(N) is low, yielding crystals of smaller, similar sizes before the solute is depleted.54
The dominant crystal morphologies are also affected by . Surfactants typically crystallize as platelets or needles with a high surface area to volume ratio.37 In this work, needles were classified further as bundles or single needles, which are evident in Figure 2. The distribution of crystal morphologies at the various  as a function of t is in shown in Figures 5(b) and (c), and has been compared to the isothermal data, shown by the dashed lines. With increasing , the proportion of needles to platelets increases, in agreement with the decrease in <Asingle> as N∞ increases. Intermediate rates impose a prolonged cooling period during which nucleation, growth and a crossover of dominant crystal morphology takes place.  Further, the crystals that grow non-isothermally are distorted when compared to those grown isothermally, particularly visible at the intermediate  = 0.5 and 1.0 °C min-1, which are not readily comparable to the morphologies observed isothermally. This effect is pronounced as lower T are reached because growth rates rise, thereby introducing additional defects into the system.56 The dependence of the morphologies with  is detailed in Supporting Information (Figure S5). Characterization of the platelets and needles was also conducted via ATR-FTIR, available in Supporting Information (Figure S6), assigned to the monohydrate and hemihydrate polymorphs respectively.
As expected, the results at the highest and lowest rates are comparable with the isothermal measurements. The results at the slowest  = 0.1 °C min-1 yield one large platelet at ≈5.2 °C, as this  essentially behaves as an isothermal quench at a comparatively high T. At the highest  = 10 °C min-1 the solution is primarily composed of needles, as nucleation begins at low T (<-2 °C) where this morphology predominates isothermally. The largest deviations are found at intermediate rates  = 0.5 and 1.0 °C min-1, which exhibit a higher proportion of platelets than expected. The prolonged cooling is likely responsible for this shift, as nucleation starts at higher T (≈2.1 to 1.3 °C) in a regime favored still favored by growth and this morphology, thus leading to a depletion of solute available for the crystallization of needles when lower T are reached. Figure 5(c) further establishes that a similar deviation is observed between single needles and bundles, with the latter yielding a larger fraction of single needles, as bundle formation appears to be disproportionally affected by solute removal from solution.
 
Crystallization Kinetics – Optical Microscopy and DSC
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[bookmark: OLE_LINK1]Figure 6. Overall crystallization kinetics obtained from optical microscopy (OM) and DSC. (a) Crystalline area fraction (OM) as a function of T, for the various . (b) Growth temperature window, ΔT = Tf – Tind as a function of . (c) Representative data extraction from a DSC trace for a solution cooled linearly at 1.0 °C min-1, showing the induction time (tind), temperature (Tind), peak temperature (Tp), final time (tf) and temperature (Tf). (d) Crystalline fraction determined by DSC (DSC) as a function of t; curves have been shifted to tind = 0 for analysis purposes.

Following on from the quantification of nucleation and crystal morphologies under  conditions, the overall crystallization kinetics based on optical microscopy and DSC data is examined. From optical image analysis, the crystalline area (A) for each image was normalized by the total representative area (ΣA) to yield an area fraction (OM). Sigmoidal crystallization curves were observed at all , as shown in Figure 6(a) and Supporting Information (Figure S7a) for T and t respectively. The ΔT between the (observed) start of nucleation (Tind) and completion of crystallization (Tf) is plotted as a function of  in Figure 6(b); complementary Δt data is provided in Supporting Information (Figure S7b). For the slower , the profiles in Figure 6(a) are relatively narrow, as the crystallization processes explore a small T range, before completion. Upon increasing  the system experiences a larger ΔT, with the conversions profiles becoming elongated at the higher temperatures, as nucleation is initially slower and then increases sharply upon further cooling. At the highest  ≥ 10 °C min-1, however, ΔT decreases again as dNd/dT becomes sufficiently high such that solute depletion occurs within a short timescale Δt (thus smaller ΔT).
DSC measurements at the same  provide complementary data to the optical microscopy studies, employing a larger sample volume. Figure 6(c) details a representative DSC trace for  = 1.0 °C min-1, cooled linearly from 23 to -10 °C. The slightly wider T window explored (beyond -5 °C) allows for clear heat flow stabilization and does not affect the results, since crystallization is complete before -5 °C. Profile parameters determined are based on the extrapolated onset (Tind, tind) and finish (Tf, tf) points, as well as the peak temperature Tp (at the maximum heat flow value).61 DSC traces for all  are provided in the Supporting Information (Figure S8a). The relative degree of crystallinity was calculated using:10,20
												  (1)
where dHc/dT is the heat flow, yielding normalized values between 0 and 1. This data can also be reported in t, as shown in Figure 6(d); for the purpose of the analysis, times are shifted to tind = 0 for all . At the fastest  = 10  and 50 °C min-1, the measured sample T was not able to follow the imposed , therefore these data have not been included in the analysis. In order to estimate parameter sensitivity due to changes in mass (or volume), a series of samples ranging from 10–20 mg, at fixed  = 1.0 °C min-1, was investigated. Supporting Information (Figure S8b) provides the obtained Tind and Tf values, the variation of which was found to be within 1.0 and 1.2 °C respectively, thus taken as the experimental error.
[image: ]
Figure 7. Representative analysis and extracted crystallization parameters from the DSC and optical microscopy (OM) data. (a) Avarmi plots in the linear form, log [-ln(1-α)] against log t*, obtained from the DSC data. KJMA parameters (b) n and (c) K for OM (blue) and DSC (gray). (d) Kissinger fit; from the slope the activation energy (E) can be estimated.

Various models reported in the literature were considered to analyze the data, including the Ozawa12 and the combined Avrami and Ozawa20 equations. These, however, require a finer variation of  for this system, as shown in the Supporting Information (Figure S9), and were thus not pursued further. Instead the Kolmogorov−Mehl−Johnson−Avrami equation (Avrami or KMJA) equation17–19 was utilized, which, although not strictly valid for nonisothermal crystallization, is often employed to parameterize  crystallization data:9–11
log [–ln (1 – α)] = n log t* + log K										  (2)
where α is the degree of conversion, n = nd + nv, where nd is the dimensionality of growth (assuming values between 1 to 3), nv the time dependence of crystallization (between 0 and 1),62 K (s-n) is the crystallization rate constant and t* ≡ (Tind – T)/ (s).10,20,63 The Avrami plots for the DSC  are shown in Figure 7(a), with model parameters extracted from the initial, linear portion of the curve, considered as the primary crystallization stage.9 Both optical microscopy and DSC measurements are found to be in good agreement. Parameter n increases slightly with , yielding an average value ≈ 2.6, as shown in Figure 7(b), in agreement with the isothermal value, n ≈ 2.6. Parameter K is found to increase exponentially with , depicted in Figure 7(c). In nonisothermal crystallization, n and K are simply taken as a fitting parameters, as T is not constant.10,11 The activation energy for nonisothermal cooling can be calculated using the Kissinger equation:45
 = - 												   (3)
where Tp (°C) is the peak maximum, E the activation energy (kJ mol-1) and R the ideal gas constant (kJ K-1 mol-1). From the slope of ln  against 1000/Tp in Figure 7(d), E = 272 ± 8 kJ mol-1 is obtained. This value is comparable, but higher that the activation energy obtained under isothermal conditions (E = 218 ± 46 kJ mol-1).41 We have added a comment in the manuscript to this effect. The above parameterization provides a full description of crystallization for a reference micellar SDS-H2O solution under linear cooling conditions, enabling the predictive estimation of nucleation and overall crystallization kinetics, as well as crystal morphologies, under practically relevant conditions of temperature variation.  


CONCLUSION
The crystallization mechanisms and kinetics of the binary SDS-H2O system, at a reference concentration of 20%, was investigated under linear cooling conditions from 22 to -5 °C. Cooling rates ( were systematically varied from 0.1 to 50 °C min-1, spanning conditions comparable to diurnal temperature fluctuations through to rapidly induced changes. The practical utilization of surfactant solutions, and SDS in particular, in ubiquitous personal care and pharmaceutical formulations, involves frequent temperature (T) fluctuations – both deliberate and inadvertent. Understanding their effect on the stability of micellar solutions is thus important. A combination of optical microscopy and calorimetry was employed, supported by ATR-FTIR for polymorph assignment, to estimate the effects of non-isothermal temperature profiles on crystallization. 
Given the T dependence on nucleation, growth and the dominant crystal habits, our hypothesis was that varying T profiles would result in a nontrivial superposition or convolution of crystal kinetics and morphologies. The time spent by the solution at each T during a cooling ramp was believed to play a key role, therefore  was precisely controlled. Given the metastable nature of the nucleation process, several repetitions for each experimental condition were carried out to ensure statistical significance. Despite this complexity, the findings were rationalized by comparing the data to an “isothermal” benchmark, as well as employing relevant non-isothermal crystallization models, in a remarkably consistent manner.  
As expected,  plays a key role in determining the morphologies, yielding platelets at the slowest  = 0.1 °C min-1, with a progression towards a mixture of needles by the highest  ≥ 10 °C min-1. Consequently, the crystal size and polydispersity decrease with , which can have important implications on processing and performance. While these morphologies evidently differ from those observed isothermally at -5 °C, the final temperature for all cooling profiles, the data can be quantitatively rationalized by comparison with the isothermal data from T = 6 to -5 °C. At the lowest , crystallization is completed well before reaching the final temperature (of -5°C) and thus the temperature profile explored by the sample is relatively narrow. Isothermal kinetics data, at those relevant temperatures, provide an effective means to estimate the evolution of the crystallization process as well as its dominant morphologies. While  = 0.1, 5.0 and 10 °C min-1 approached isothermal holds, nontrivial deviations were found for  = 0.5 to 1.0 °C min-1 due to the time spent cooling; a higher proportion of platelets and notably lower crystallization rates were observed. Two distinct regimes were identified for the faster ( = 5.0, 10.0 °C min-1) and slower ( = 0.1, 0.5, 1.0 °C min-1) rates, with the former exhibiting an acceleration in nucleation rates (dNd/dt) at low T, corresponding to the transition from platelets (and bundles) to predominantly single needles. 
A comparison between the crystallization induction times (tind) for various  against the isothermal values enabled a quantitative prediction of how the  affects the nucleation kinetics. Evidently, the data begins to converge at the faster , as the cooling period is sufficiently short such that the final T is reached within a short timescale compared to tind. The slowest  = 0.1 °C min-1 also begins to converge, as conditions are almost equivalent to a high T isothermal quench. For the intermediate , a significant offset from the isothermal values was found, attributed to the plethora of rates contributing across a broad T range.
The dependence of the metastable zone width (MSZW) with  was quantified using the polythermal method and the Nývlt equation to give a rate dependent MSZW between ≈ 13.9 to 21.2 °C for  = 0.1 to 10 °C min-1 and m ≈ 11.1. The overall crystallization kinetics were found to be well parameterized using a generalized Avrami model, with dimensionality n ≈ 2.6 and a-dependent K, while the activation energy was determined from the Kissinger equation to be E ≈ 272 ± 8 kJ mol-1. Overall, the combined effects of rate and final temperature, instead of just the latter, are found to determine the crystalline habits and kinetics of the ubiquitous SDS-H2O system, with important consequences for most practically relevant temperature gradients in both industry and academia.
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The crystallization of SDS-H2O micellar solutions was investigated under linear cooling conditions, from 0.1 to 50 °C min-1. The morphologies and kinetics were significantly impacted by rate, in particular at intermediate values, as crystallization takes place over a large temperature range. All data could, however, be rationalized based on isothermal measurements, across the relevant temperature window. 
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