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Abstract
Horizontal flows of two initially stratified immiscible liquids with matched refractive indices, namely an aliphatic hydrocarbon oil (Exxsol D80) and an aqueous-glycerol solution, are investigated by combining two laser-based optical-diagnostic measurement techniques. Specifically, high-speed Planar Laser-Induced Fluorescence (PLIF) is used to provide spatiotemporally resolved phase information, while high-speed Particle Image and Tracking Velocimetry (PIV/PVT) are used to provide information on the velocity field in both phases. The two techniques are applied simultaneously in a vertical plane through the centreline of the investigated pipe flow, illuminated by a single laser-sheet in a time-resolved manner (at a frequency of 1 – 2 kHz depending on the flow condition). Optical distortions due to the curvature of the (transparent) circular tube test-section are corrected with the use of a graticule (target). The test section where the optical-diagnostic methods are applied is located 244 pipe-diameters downstream of the inlet section, in order to ensure a significant development length. The experimental campaign is explicitly designed to study the long-length development of immiscible liquid–liquid flows by introducing the heavier (aqueous) phase at the top of the channel and above the lighter (oil) phase that is introduced at the bottom, which corresponds to an unstably-stratified “inverted” inlet orientation in the opposite orientation to that in which the phases would naturally separate. The main focus is to evaluate the role of the subsequent interfacial instabilities on the resulting long-length flow patterns and characteristics, also by direct comparison to an existing liquid–liquid flow dataset generated in previous work, downstream of a “normal” inlet orientation in which the oil phase was introduced over the aqueous phase in a conventional stably-stratified inlet orientation. To the best knowledge of the authors this is the first time that detailed spatiotemporally resolved phase and velocity data have been generated by advanced measurement techniques in such experiments, specifically devoted to the study of long-length liquid–liquid flow development. In particular, the change in the inlet orientation imposes a Rayleigh–Taylor instability at the inlet. The effects of this instability are shown to persist along the tube, increasing the propensity for oil droplets to appear below the interface. Generally, the characteristics of the flows generated with the two inlet orientations are found to be comparable, although only six flow regimes are identified here, as opposed to eight for the original “normal” inlet orientation. The unobserved regimes are: (1) three-layer flow, and (2) aqueous-solution dispersion with an aqueous solution film. Furthermore, similar mean axial-velocity profiles are observed in the current study to those reported for the corresponding “normal” inlet orientation liquid–liquid flows. These findings are important to consider when interpreting published data from experiments performed in laboratory environments and attempting to draw conclusions relating to applications in the field. The generated data promote not only a qualitative, but importantly and uniquely, a quantitate understanding of the role of multiple instabilities on the development of these complex interfacial flows, with detailed insight into how the deviations manifest at distances 244 pipe-diameters downstream of the inlet (from high level information such as regime maps, to detailed flow information such as phase and velocity profiles). The data can be used directly for the development and validation of advanced multiphase flow models that require such detailed information.

1. Introduction
The co-current flow of two immiscible liquids is encountered in a range of settings and industrial processes, such as in continuous-flow chemical processes (CFCP) featuring reactions or separations, e.g., on microchips (Toskeshi et al., 2002). At larger scales of application, theses flows are observed in the transportation of immiscible liquids in subsea pipelines from petroleum production facilities, where the motivation for the current research activity originates. The most common pair of immiscible liquids encountered in this case is oil and naturally occurring water from the reservoir (“connate water”). However, these can also arise from operational activities, including: water injection for Enhanced Oil Recovery (EOR), and dead-oil displacement in which hot dead-oil is circulated through the subsea pipelines to mitigate hydrate formation.
The industrial relevance of liquid–liquid flows underpins the necessity to develop a better understanding of the phenomenological mechanisms that govern their global behaviour and to enhance the predictive capability of relevant multiphase flow models. This is exemplified in the offshore oil and gas industry, where the ability to accurately predict intermittent flow behaviour (e.g., slugging) is essential for the development of concept designs and operating philosophies.
Early research into liquid–liquid flows was premised on improving the pumping requirements when transporting viscous, heavy oils by injection of water into oil lines (Russell and Charles, 1959). However, these early studies concentrated on the measurement of global flow parameters such as pressure gradient and phase fractions (Arirachakaran et al., 1989; Trallero, 1997; Angeli and Hewitt, 1998). Subsequently, laser-based optical diagnostic techniques have proved to be one of the most powerful tools for the detailed diagnostic inspection of multiphase flows, when utilizing refractive index matching and the addition of particles and/or fluorescent dyes (e.g., Hewitt and Nicholls, 1969; Liu et al., 2006). More recent investigations have accelerated the rate at which data is made available for the development of closures in modern multiphase flow models. Contributions have focused on the measurement of the interfacial characteristics of various flows, including phase distributions using Planar Laser-Induced Fluorescence (PLIF) (Zadrazil et al., 2014; Charogiannis et al., 2015), and instantaneous velocity profiles using Particle Image/Tracking Velocimetry (PIV/PTV) (see Zadrazil and Markides, 2014).
	A number of complex geometrical flow configurations can be encountered in oil–water flows for a given pipe material, inlet design, pipe inclination, fluid properties and flow rates. The resulting flow patterns range from separated flows (e.g., stratified smooth, stratified wavy and stratified with droplets at the interface) to fully dispersed flows (e.g., dispersion of oil in water). For an intermediate range of velocities, dual continuous flows can be observed (Lovick and Angeli, 2004). These types of flow patterns, identified by having two continuous phases with dispersions in one or both layers, are commonly encountered in a wide variety of configurations (e.g., three-layer flow, dispersions of oil in water with an oil layer). In addition to the aforementioned flow patterns, intermittent and annular flows can be also observed in liquid–liquid systems; however, only a few researchers have reported observing these configurations, e.g., oil slugs in water were observed by Charles et al. (1961) and Oglesby (1979) for intermediate viscous systems in horizontal pipes, and by Lum et al. (2006) and Kumara et al. (2009) for slightly inclined upward flow. These previous studies have been carried out with different inlet configurations, i.e., ‘T’-, ‘Y’- and ‘Y’-junctions with a separation plate along the pipe centreline.
The development of the flow from an (initially) stratified state to the more complex flow regimes (e.g., dual continuous and dispersed flows) can arise due to increased flow complexity and enhanced mixing that is associated with turbulence. Turbulence arises at higher flow velocities (i.e., higher liquid flow rates), from nonlinear inertial effects (described by the Reynolds number) that cannot get damped out (or, dissipated) by viscosity. It is no surprise that the regime maps published in previous studies showed stratified flows at lower superficial mixture velocities, and increasing phenomenological flow complexity at higher velocities (Trallero et al., 1997; Soleimani, 1999; Angeli and Hewitt, 2000; Morgan et al., 2012; 2013).
The flow complexity can also be augmented by additional instability mechanisms, which are mentioned briefly (along with turbulence) in the listing below.
Inertia – In a pipe flow the macroscale Reynolds number (Re) is defined as:
	
	(1)


where ρ is the density and μ the dynamic viscosity of the fluid, U the bulk flow velocity, and D the inside diameter of the pipe, and represents a ratio of inertial to viscous forces in the flow. At low Re, when the viscous forces dominate, instabilities are damped leading to laminar, stratified flow. At high Re, when the inertial forces dominate, the flow becomes turbulent leading to instabilities, spatiotemporal complexity and higher dimensionality that manifests as multiscale unsteadiness, eddies/vortices in the bulk of the flow, and waves at the interface.
Yih instability – This instability mechanism is relevant to flows of immiscible liquids with a non-unity viscosity ratio, i.e., for sharp interfaces between immiscible fluids of different viscosity. In early work on this mechanism, Yih (1967) demonstrated the existence of an unstable mode associated with this interfacial discontinuity in viscosity (viscous stratification), which is present at all Re (although in the limit of Re = 0 the growth rates are asymptotically small).
The Yih mode arises from instabilities that “nucleate” initially in the single-phase fluid regions (“matching regions”) that surround the viscous boundary layer. Theofanous et al. (2007) postulated that the viscosity changes which initiate this instability arise from a diffusion (heat or mass) process and that instability character of the Yih case can be approached continuously and monotonically by letting δ → 0 (thickness of diffuse layer) and Sc → ∞ , where the Schmidt number (Sc) is the ratio of momentum diffusivity (viscosity) to mass diffusivity,
	
	(2)


where υ denotes the kinematic viscosity and D is the mass diffusivity. Sahu et al. (2007) studied the linear stability of pressure-driven two-layer flow on a channel (i.e., Newtonian fluid layer above a non-Newtonian fluid. Their analytical and numerical analysis showed that instabilities are enhanced as increasing the yield stress and the power-law behaviour of the non-Newtonian fluid. A single interfacial unstable mode was found at small and moderate values of Re.
Rayleigh–Taylor (RT) instability – This mechanism is observed in flows where a dense liquid is situated above a lighter one with gravity acting. During the development of this interfacial instability, the heavier liquid sinks under gravity into the lighter liquid while the lighter liquid is displaced and flows upwards. This is associated with the formation of droplets (arising from the fingering process) and spikes of the lighter and heavier liquid, respectively. Of relevance here is the Atwood number (A), which is a ratio of buoyancy to gravity that is employed in the study of hydrodynamic instabilities in density stratified flows. It is written as a ratio of the density difference between the two liquids to the sum of the same densities,
	
	(3)


where the subscripts “1” and “2” denote the heavier and lighter fluids, respectively.
[bookmark: _GoBack]During the growth of this instability, the formation of “spikes” and “bubbles” cause the interface to penetrate a normal distance y into the two phases from its initial state (see Fig. 1(a), where y = hi; i = 1, 2 for the spikes and bubbles respectively). Equivalently, the two distances y can also be considered as defining the two outer edges of the “mixing zone” and, therefore, the size of the zone. In particular, it has been observed that after initial transients have decayed both measures y obey asymptotic scaling laws of the form y = ατ, where α is function of the time scale τ = Agt 2 and where t is the time from the initial disturbance, as shown in Fig. 1(b).
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[bookmark: _Toc328331232]Figure 1: (a) Bubble and spike definitions from Dimonte and Schneider (2000); and, (b) results from the simulations of the late time interface separating liquids with different densities from Glimm et al. (2001).

Dimonte and Schneider (2000) investigated the RT instability over an extensive range of density ratios (R = ρ2/ρ1) 1.3 < R < 50 (or 0.15 < A < 0.96, where A = (R – 1)/(R + 1) as in Eq. 3) using a linear electric motor, backlit photography and LIF to diagnose the mixing layer in the flow. For a constant acceleration, the bubble (Glimm et al., 2001) and spike (Dimonte and Schneider, 2000) amplitudes were found to increase as:
	
	(4)


with α2 ~ 0.05 ± 0.005 and α1 ~ α2 RDa, where Da ~ 0.33 ± 0.05.
[bookmark: _Toc328331340]The present paper is an extension of the experimental investigation of initially stratified liquid–liquid flows in horizontal tubes reported in Morgan et al. (2012; 2013). Contrary to these previous publications, where the two liquids were introduced into the test section using a “normal” injector configuration, we focus here on the investigation of instabilities arising from the use of an “inverted” injector (i.e., the heavier liquid is introduced over the lighter one). The main objectives of this present study are: (i) to determine whether the flow becomes fully developed at the measurement location (if the results for these two extreme injection scenarios are similar, then it can reasonably be argued that fully-developed flow has been achieved); and (ii) to investigate whether the additional (Rayleigh–Taylor) instability mechanism that arises as a result of the change in injection orientation (i.e., due to the heavier aqueous phase flowing over the lighter oil phase at the inlet) gives rise to different flow structures and patterns (regimes) at the measurement location. Specifically, the RT instability may be expected to give rise to a phase-breakup (dispersion) mechanism whose effects may persist from the inlet to the measurement section.
In the following section the flow facility is briefly introduced along with the laser measurement system and data processing routines (full details of the experimental methodology can be found in Morgan et al. (2012; 2013)). Following this, the experimental results are presented and discussed. Specifically, the results contain a comparison of: (i) flow regime maps; (ii) vertical phase distribution profiles; (iii) in situ phase fractions; and (iv) velocity profiles for the “inverted” (and comparison with the “normal”) liquid–liquid injector orientation. Finally, the main conclusions arising from the present work can be found at the end of the paper.

2. Experimental Methods
2.1 Flow facility
The experimental campaign was carried out on the Two-Phase Oil–Water Experimental Rig (TOWER) at Imperial College London; see Fig. 2a. TOWER is a multiphase-flow experimental facility, purposely designed for the investigation of horizontal co-current liquid–liquid flow over long development lengths. The facility, together with the selected ranges of the investigated flow conditions and liquids used, were described in detail in previous publications (Morgan et al. 2012; 2013), but we repeat the main features here for completeness.
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(a) Flow facility schematic
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(b) “Normal” inlet orientation
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(c) “Inverted” inlet orientation


Figure 2: (a) Schematic illustration of the TOWER two phase (liquid-liquid) flow facility; and, (b-c) aqueous and oil phase inlet orientations.

The flow facility consists of a 7.3 m long horizontally oriented stainless steel pipe with an inside diameter (ID) of 25.4 mm (1 inch). The inlet orientation is “inverted” with respect to that used in Morgan et al. (2013), so as to induce a RT instability in the flow; the denser liquid (glycerol-water solution) is introduced at the inlet above the lighter one (oil), see Fig. 2b.
Specifically, the test fluids employed are a kerosene-like aliphatic hydrocarbon (Exxsol D80) as the oil phase and a homogeneous solution of glycerol and water (82:18 w/w) as the aqueous phase. The relevant physical properties of the two selected liquids are given in Table 1. The main criterion in the selection of this liquid–liquid pair was the matching of the respective refractive index of the two liquid phases at ambient conditions (noil = naq = 1.44).

Table 1: Physical properties of the selected test fluids.
	Parameter
	Oil phase (i = “oil”)
	Aqueous phase (i = “aq”)

	Density, ρi [kg/m3] (at 35 °C)
	792
	1204

	Viscosity, μi [mPa s] (at 35 °C)
	2.1 × 10-3
	40.8 × 10-3

	Refractive index, ni
	1.44
	1.44



An experimental campaign comprising 48 flow conditions was performed, defined by a set of two independent flow parameters: (i) superficial mixture velocity Um = 4(Qoil + Qaq)/πD2; and (ii) phase fraction of oil (by volume) at the inlet in = Qoil/(Qoil + Qaq), where Qoil and Qaq are the volumetric flow-rates of the two phases and D is the pipe ID. The investigated conditions in this campaign spanned the ranges Um = 0.11 – 0.84 m/s and in = 0.10 – 0.90, corresponding to Re ranges (Reoil = ρoilUoilD/μoil and Reaq = ρaqUoilD/μaq for the oil and aqueous glycerol-solution phases, respectively) given in Table 2. Here, Uoil = 4Qoil/πD2 and Uaq = 4Qaq/πD2 (with Um = Uoil + Uaq) are the oil and aqueous-phase superficial velocities, which are defined as the volumetric flow-rate of the corresponding phase divided by the area of the entire pipe). The experiments were carried out at a monitored ambient temperature (i.e., 21 °C) with a maximum deviation of ±2 °C.

Table 2: Reynolds numbers for the current experimental matrix.
	Um (m/s)
	in
	Reoil (Oil)
	Reaq (Aqueous)

	0.11
	0.25 – 0.75
	240 – 730
	18 – 54

	0.17
	0.17 – 0.83
	250 – 1,240
	19 – 92

	0.22
	0.12 – 0.87
	230 – 1,700
	17 – 126

	0.28
	0.10 – 0.90
	250 – 2,220
	18 – 164

	0.33
	0.25 – 0.75
	730 – 2,180
	54 – 161

	0.42
	0.25 – 0.75
	930 – 2,780
	68 – 205

	0.49
	0.25 – 0.75
	1,080 – 3,240
	80 – 239

	0.56
	0.10 – 0.90
	500 – 4,450
	36 – 328

	0.67
	0.25 – 0.75
	1,480 – 4,450
	109 – 327

	0.84
	0.10 – 0.90
	740 – 6,700
	55 – 492



2.2 Measurement methods
Two planar laser-based diagnostic techniques have been applied to the flows of interest in the current work; namely, PLIF and PIV/PTV. The laser-based measurements were performed along a vertical plane through the pipe centreline at a distance LE = 6.2 m (LE/D = 244) downstream of the inlet, by employing a circular cross-section visualization section.
The development length in the experimental configuration employed in this work can be estimated from the vertical movement of the droplets and spikes formed due to the RT instability. Assuming that bubbles and spikes are formed in the liquid–liquid flows under investigation in accordance at the interface between the two liquids, the time for the bubbles to move to the bottom of the pipe can be estimated from Eq. (4): t2 = (D/α2Ag)1/2 = 0.45 s; where: R = 1.5, A = 0.2, a1 ~ 0.05 × 1.50.33 = 0.057 and a2 ~ 0.05. Similarly, the time needed for the spikes to reach to the top of the pipe is: t1 = (D/α1Ag)1/2 = 0.42 s. The distance travelled by the bulk flow during this (advection) time is 0.07 0.3 m/s × 0.45 s = 0.03 0.14 m. This is at least 44 times smaller than the 6.2 m distance from the inlet to the visualization section. Even at the highest investigated mixture velocity of Um = 1.46 m/s, the distance travelled is 1.46 m/s × 0.45 s = 0.66 m, which an order of magnitude shorter than the 6.2 m development length. Hence, it is expected that there is enough time for the bubbles and spikes to extend all the way across the pipe and for the fluid to mix in the vertical direction due to the development of the RT instability alone.
The visualization section consists of an LS = 100 mm long (LS/D = 3.6) borosilicate glass pipe (nBG = 1.44) with an internal diameter of HT = 27.6 mm, housed within a Perspex box. A smooth transition between the stainless steel pipe and the test section was configured to mitigate the effect of the small diameter difference between the respective tubes. The void between the pipe section and the internal walls of the box was filled with Exxsol D80 in order to minimize distortions arising from the curvature of the round part of the visualization section. A high-speed pulsed Cu-vapour laser (Oxford Lasers LS20-10) emitting at 510.6 and 578.2 nm (2:1 ratio) fitted with a dedicated light-sheet generator was used for the planar illumination of the two-phase flow. The thickness of the laser sheet at the measurement point was approximately 1 mm. Images were recorded at either 1 or 2 kHz, depending on the flow velocity, exactly as in our previous work (Morgan et al., 2012; 2013).
The aqueous phase was seeded with the fluorescent dye Eosin Y at a mass fraction (of the dye in the glycerol/water-dye mixture) of 1.7 × 10-5. It should be stressed that: (i) the test fluids are immiscible; and (ii) Eosin Y is only soluble in the aqueous phase. Hence, the normalized concentration of the two phases is either locally zero (oil phase) or unity (glycerol/water-dye phase). Thus, the purpose of the PLIF measurements here is to correctly identify the location of the interface between the two fluid phases (Mathie et al., 2013; Markides et al., 2016) rather than the acquisition of instantaneous concentration information as done elsewhere (Markides and Mastorakos, 2006; 2008). The liquid phases were also seeded with micro-bubbles (aqueous-phase only) and micro-droplets (diameters in the range of 10 100 μm in both cases) in order to allow for the simultaneous measurements of 2-D velocity fields with PIV/PTV.
A 10-bit monochromatic high-speed CMOS camera with a resolution of 1280 × 1024 pixels (iSPEED3, Olympus) was used to record the fluorescent and scattered light in the measurement field of view. The camera was fitted with a Macro 105 mm F2.8 EX DG medium telephoto lens (Sigma Imaging) equipped with a long-pass filter while the recorded area was 58.3 × 46.9 mm. The spatial (pixel) resolution of the acquired images was 46 μm. The flow was recorded at 2000 fps over a period of 2 s (i.e., 4000 images). In some flow conditions with longer time scales, multiple such recordings where made. The PLIF and PIV/PTV configuration was identical to that used in Morgan et al. (2013).

2.3 Data processing
All raw images were initially corrected for perspective distortion, after being imported into the DaVis software package (LaVision). This was done by imaging a graticule, with a printed target of crosses of known dimensions and spacing, placed at the measurement plane with oil filling the pipe section. In the first PLIF processing step, performed in MATLAB (MathWorks), the corrected images were converted into binarized black and white equivalents using an in-house intensity threshold algorithm. The threshold value was chosen as a compromise between smaller values that were more sensitive in identifying the location of the interface and larger values which were less sensitive to noise. The binarization procedure generated images in which the black regions represent the oil phase and white regions represent the aqueous (glycerol-solution) phase.
The binarized images were then processed using additional in-house codes in MATLAB to generate: (i) vertical oil-phase distribution profiles; (ii) in situ phase fraction; and (iii) interface level data. These analyses assume that (horizontally) the interface between the two phases is flat, and as such, that the phase fraction analysis performed on the PLIF images, which were recorded at the central plane of the circular cross-section, is representative of the entire flow cross-section. This assumption ignores the effects of interfacial tension and the contact angle at the pipe wall.
The interface will be flat if Eq. (5) is satisfied (Ng et al., 2001) when the two phases are in the laminar flow region:
	
	(5)


where θ is the contact angle. This was measured to be θ = 51.3° with a standard deviation of σθ = 3.3°.
Now, applying the contact angle to Eq. (5), it is found that ε = 0.13. This implies that when the glycerol solution hold-up is ε = 0.13 (i.e., the in situ oil phase fraction is ⟨φ⟩y,t = 0.87) the interface will be a flat surface. However, for hold-up values less than this, ε < 0.13 (i.e., in situ oil phase fraction is ⟨φ⟩y,t > 0.87), the interface is expected to be convex, and conversely, for hold-up fractions greater than this, ε > 0.13 (i.e., in situ oil phase fraction is ⟨φ⟩y,t < 0.87), the interface is concave.
A glycerol solution hold-up value of ε = 0.13 (i.e., the in situ oil phase fraction ⟨φ⟩y,t = 0.87) was not studied in this experimental campaign (all recorded hold-up values were higher). Now, considering that all measured glycerol solution hold-up values are higher than the value yielded from Eq. 5, it is expected that the liquid-liquid interface for stratified flow will be concave. Therefore, it is necessary to calculate the Bond number (Bo), which is a ratio of gravitational to inertial forces, in order to assist in the evaluation of the interface curvature:
	
	(6)


where Δρ is the density difference between the phases, g is the acceleration due to gravity, r is the pipe radius, α is the inclination of the pipe (for the current system α = 0°), and γAB is the interfacial tension. As the Bond number increases the common interface tends towards a flat surface. The Bond number for the experiments reported in this paper amounts to Bo ≈ 26.
Ng (2002) presented a predictive technique for determining the shape of the interface based upon the calculated Bond number (Bo ≈ 26) and the contact angle (θ = 51.3°). Figure 3 presents the shape of the interface for different in situ oil phase fraction ⟨φ⟩y,t values, determined using the Ng et al. (2002) method. From Fig. 3 it is seen that the interface shape for the current conditions (i.e., Bo ≈ 26, θ = 51.3°) it is seen that the interface shape for stratified flow is flat apart from the immediate vicinity of the pipe wall. This is an important finding, as it validates the in situ phase fraction results, which were calculated from the phase distribution profiles using a numerical integration technique assumed a flat surface at the interface. However, it should be noted that at low in situ oil phase fractions (i.e., ⟨φ⟩y,t < 0.2), the interface curvature at the wall region becomes more pronounced.

[image: ]
Figure 3: Variation in the interface shape with hold-up for a constant Bond number (Βο = 26) and a constant contact angle (θ = 51.3°), where ε = 0.1, 0.2, …, 0.9 (see definition in Eq. (5)).

In addition, 2-D velocity field data were generated in the same plane as the PLIF data by using conventional PIV/PTV algorithms in DaVis (version 7.2). Initially the images were pre-processed by subtracting a sliding minimum over time to improve the signal-to-noise ratio. This was followed by a multipass PIV algorithm where the velocity vectors were initially estimated within 128 × 128 pixel PIV interrogation windows with 50% overlap of adjacent windows. A 64 × 64 pixel window with 50% overlap was used for the final PIV algorithm pass. Based on the intermediate PIV results, the final velocity vectors were calculated using PTV in which individual particles within 8 × 8 pixel interrogation windows were tracked by employing the knowledge of the interrogation window displacement calculated previously by the PIV calculation.
Finally, all instantaneous PTV velocity vector maps corresponding to a given flow condition were time-averaged, to which a permissibility range on the velocity vectors and a 3 × 3 median filter were applied to remove spurious vectors and improve the quality of the remaining vectors, respectively. The spurious vectors were either removed or replaced by a secondary or ternary cross-correlation peak. The resulting time-averaged PTV velocity vector map was then spatially averaged in the streamwise direction and filtered, which yielded a vertical velocity profile. Further details on the thresholding technique, the resulting relative (systematic) uncertainty in the interface location and in the calculation of instantaneous phase distribution fraction, the criteria for micro-droplet and micro-bubble selection, and the PIV/PTV processing techniques as applied here, are all provided in Morgan et al. (2012; 2013).

2.4 Error analysis
The binarization of the raw PLIF images was conducted using an adaptive thresholding technique, with the selected threshold value being a compromise between smaller values that were more sensitive to identifying the exact location of the interface and larger values that were more robust to noise. The final choice of the threshold value results in a relative (systematic) uncertainty in the result for the interface locations and consequently the instantaneous vertical phase fraction profiles of approximately ±10% at a 95% confidence level. The corresponding (systematic) uncertainty in the result for the instantaneous phase fraction of ±4%. At least 1000 frames were used to evaluate the time-averaged vertical phase fraction profile for each condition. The relative experimental uncertainty in the estimation of the time-averaged profiles amounts to less than ±1% at a 95% confidence level. 


3. Results and Discussion
The PLIF and PIV/PTV results presented in this section cover 48 experimental flow conditions investigated with the “inverted” inlet configuration. Of particular interest is the direct comparison of these results with “normal” inlet configuration data reported in Morgan et al. (2013). Specifically, the results for the two configurations are compared with respect to phenomenological flow observations, flow regime maps, oil distribution profiles along a vertical axis perpendicular to the flow centreline, time-averaged in situ phase fraction data, and time-averaged vertical velocity profiles.

3.1 Flow phenomenology and regime maps
Six different flow regimes were observed in the current experimental campaign using “inverted” inlet flow conditions, namely: stratified flow, stratified flow with droplets, oil droplet layer, aqueous solution droplet layer, oil dispersion over aqueous solution and oil flow over aqueous solution dispersion with aqueous solution film (see Fig. 4a-f). The classification criteria used to identify individual flow regimes can be found in Morgan et al. (2012). It should be pointed out that two additional flow regimes, three-layer flow, and aqueous solution dispersion with an aqueous solution film, were identified with the “normal” inlet configuration (see Fig. 4g-h) and were not observed in the present study.
A flow regime map is presented in Fig. 5a relating the regime classifications to the independent flow parameters, namely the superficial mixture velocity Um and inlet (volumetric) oil phase fraction in. The map is in good qualitative agreement with those presented in previous studies (Soleimani, 1999; Lovick and Angeli, 2004; Hussain, 2004) including with the results of the “normal” inlet orientation campaign (Morgan et al. 2013). Stratified flows are observed at low velocities and dispersions at higher velocities due to the destabilizing action of inertia against that of capillarity, viscosity, characterized by Re, and shearing at the interface due to the Yih instability mechanism (both of which are active in both inlet-orientation flows), in particular when the oil phase fraction is low or high; at intermediate phase fractions an extended region of more stable mixed flows is observed that covers regimes featuring droplet layers over the wavy liquid-liquid interface.
The above observations are consistent with expectations. Laminar, low-sheared flows are expected at low mixture velocities Um when stratified flow regimes are observed (Um < 0.2 m/s). At the high velocities when the oil phase is expected to be transitional or turbulent and the shear larger, instabilities at the interface are expected to grow quickly leading to wave steepening, interface pinch-off and droplet formation. For these conditions, flow regimes such as oil droplet layer and aqueous solution droplet layer are observed. Capillary action, characterized by the interfacial tension in this case and non-dimensionally by the Weber number We (amongst other), is another crucial phenomenon in these flows which also acts to control the size of the droplets when these are formed.
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(a) Stratified flow
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(b) Stratified flow with droplets
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(c) Oil droplet layer
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(d) Aqueous solution droplet layer
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(e) Oil dispersion over aqueous solution
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(f) Oil flow over aqueous solution dispersion with aqueous solution film
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(g) Three-layer flow
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(h) Aqueous-solution dispersion with aqueous-solution film


Figure 4: (a-f) Instantaneous high-speed images of the six distinct flow regimes observed in the circular pipe cross-section experimental campaign with both the “inverted” and “normal” inlet configurations. (g-h) Instantaneous high-speed images of the two additional flow regimes only observed with the “normal” inlet configuration (from the same experimental runs as those used to generate Fig. 5e and h in Morgan et al. (2013), respectively).
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(b) Flow regime transitions comparison


Figure 5: (a) Flow regime maps for the “inverted” inlet configuration; and, (b) flow regime transitions comparison between the “inverted” (solid lines) and “normal” (dashed lines) inlet configurations.

Figure 5b presents the major flow regime transition boundaries for both the “normal” and “inverted” inlet orientations. On visual inspection of the flow regime transition boundaries for the two inlet orientations, it can be seen that although the flow regime maps are qualitatively largely comparable. Nevertheless, the transitions from stratified to mixed flow, and from mixed flows to dispersions, occur at lower velocities for the same inlet phase fraction, thereby indicating a faster development of instabilities at the interface between the two liquid-liquid phases leading to an accelerated generation of droplets. Specifically, for the “normal” inlet configuration (dotted lines in Fig. 5b) the transition from stratified to mixed flow is seen to occur at a superficial mixture velocity of about Um ≈ 0.40 m/s for in < 0.4 and Um = 0.22 m/s at oil inlet phase fractions in > 0.5, whereas for the “inverted” inlet configuration the same transition occurs at the much lower superficial mixture velocity of Um = 0.17 m/s for all oil input phase fractions investigated. The predominant difference between the flows at low oil input phase fractions (in < 0.4) for the two inlet orientations is the existence of an oil droplet layer below the interface and, to a lesser degree, a lack of aqueous-water droplets above it. These differences are discussed later in this paper.
Some preliminary arguments were made in relation to the RT instability in the Introduction section, based on Eqs. (3) and (4), and considering the elapsed/advection time associated with the flow entering the test section and reaching the measurement location. Specifically, it was estimated that sufficient time and length should have elapsed for the effect of the inlet to fade, and therefore for the flow to develop, given the distance of the measurement location downstream of the inlet. However, from the experimental flow-regime maps given in Fig. 5, it can be concluded that the flow is still displaying characteristics different to those observed in the work described in Morgan et al. (2013). It may be possible to attribute these flow-regime deviations to the difference in the inlet arrangement used, and therefore the existence in the “inverted” inlet case of the (additional) RT instability mode. Some evidence to support this may be evident in Fig. 6, which shows instantaneous images of flows with the same independent parameter values for both the “inverted” and “normal” inlet configurations. After comparing the two inlet-condition results, it can be seen that the inlet configuration does have an effect on the instantaneous flow observed at the distance far downstream of the inlet (L/D = 244) where the measurements were made and that the impact of the imposed RT instability still persists.
With increasing mixture velocity, instabilities at the interface increase as a result of inertial effects, which are expected to have the effect of destabilizing the interface, and also to increase the velocity gradient mismatch across the liquid-liquid interface (Yih instability). These instability mechanisms can also be observed in the flow regime transitions in Fig. 5.
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Figure 6: Instantaneous high-speed flow images for: (a) and (b) Um = 0.28 m/s and in = 0.10; (c) and (d) Um = 0.28 m/s and in = 0.25; and, (e) and (f) Um = 0.33 m/s and in = 0.25. In each horizontal panel/image-pair, the left image is associated with the “inverted” inlet configuration (a, c, e) and the right image is associated with “normal” (b, d, f) inlet configuration.

3.2 Vertical phase-distribution profiles
Figures 7a and b show time-averaged vertical phase-distribution profiles (y), where y is the vertical distance from the bottom of the pipe, for a range of superficial mixture velocities Um and for different input oil-fractions in: (a) 0.10; and (b) 0.25. Figure 7c shows the height of the two-phase mixed region as a function of superficial mixture velocities Um for different input oil fractions in. Results for both “normal” and “inverted” inlet configurations are shown in this figure.
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(b)
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(c)


Figure 7: Vertical profiles of the time-averaged oil phase fraction for the “inverted” (filled symbols) and “normal” (empty symbols) inlet for an input oil fraction in of: (a) 0.10; (b) 0.25; and, (c) height of the mixed zone taken from profiles such as those in (a) and (b) for different input oil fractions. The arrows in (a) and (b) indicate the presence of kinks in (y).

The flow is seen to adhere to the zone characterization, i.e., there are three distinct regions to the flow: (1) an oil region; (2) an aqueous solution region, and; (3) a mixed region separating them. The dynamics of the mixed region parallel the findings of our previous experimental campaigns (Morgan et al. 2012; 2013). Specifically, the mixed region covers a very narrow vertical band for stratified flows and increases for a given superficial mixture velocity; as oil input fraction is increased the height of the mixed band increases. In addition, the height of the aqueous solution layer at the bottom of the test section decreases under the aforementioned conditions. The vertical height covered by the mixed region is also seen to increase as the superficial mixture velocity (for a given oil input fraction) increases.
However, on further inspection it is seen that the phase distribution profiles for several of the runs (i.e., independent parameter combinations) feature discontinuities (“kinks”) in the mixed zone (see arrows in panels (a) and (b) in Fig. 7). These are found exclusively at low oil input phase fractions, predominantly at in = 0.10 0.25. On visual inspection of the associated instantaneous flow images (Fig. 6) it is observed that these can be attributed to an oil droplet layer below the interface. A more complex mixed-zone profile is seen for the conditions Um = 0.28 m/s and in = 0.10 (at approximately y = 0.7). An instantaneous image of the flow for these conditions is presented in Fig. 6a; this is presented alongside an instantaneous image of the flow for the same independent parameter values but taken for the “normal” inlet configuration (see Fig. 6b). Analysis of the profile in Fig. 7a in relation to Fig. 6a reveals that there are three distinct regions to the oil dispersion in the flow. These correspond to a layer of small oil droplets at the top of the pipe, below which there is a layer of fast-moving long oil droplets overlying another layer of oil droplets of approximately the same size as those at the top of the channel. On comparing with Fig. 6b it is seen that the flow is significantly different. This may be attributed to the inlet configuration and the expected action of the RT instability on the interface, thereby enhancing the mixing in the flow. As calculated using Eq. (4), enough time has elapsed for the droplets to reach the top of the channel, which is what is observed in Fig. 6. However, these oil droplets have not coalesced to form a continuous oil region at the top of the channel. The reasons for this result are discussed below.
The coalescence of two droplets of one phase (in this case, oil) in a continuum of another phase (in this case, the aqueous solution) is governed by the dynamics of the intervening film. For coalescence to occur, the film must drain away under the pressure created by the two droplets coming together until the film is sufficiently thin locally for intermolecular effects to come into operation to rupture it. However, this drainage, and ultimately coalescence, is retarded by the viscosity of the film (and also any surface active molecules present that can rigidify the interface). In this case, the aqueous solution film has a significantly higher viscosity than the oil phase and hence results in the drainage process being slower (compared to a case where a pure water is used as the aqueous phase), retarding the coalescence process.
It is possible to estimate the time taken for the film to drain based on the viscosity of the continuous phase. This consideration offers a possible explanation of why oil droplets are more readily observed in these flows, compared to aqueous solution droplets; should aqueous solution droplets form, the oil film drainage time necessary for their coalescence may be much lower than the aqueous solution film drainage time for the coalescence of two oil droplets. Furthermore, this reasoning may offer an explanation for the differences in the observed flow regimes arising from the two different inlet orientations; if a “fully developed” flow regime does exist for a given set of independent flow parameters (superficial mixture velocity and input oil phase fraction) the time necessary for its formation (for the “inverted” inlet case, in particular) cannot be solely based on the times scales set by interfacial instabilities, but must also account for the dynamics of droplet interactions, and in particular the conditions necessary for the droplets to coalesce. In other words, the droplet coalescence dynamics may persist far downstream of the inlet, and certainly much further than classical development length expectations from conventional “normal” inlet orientation data, thereby giving rise to very different flow regimes. This also emphasizes the need to consider the inlet conditions when comparing results from modelling predictions to actual liquid–liquid flows.

3.3 In situ phase fraction
This section presents the results for in situ oil-phase fractions ⟨φ⟩y,t. The in situ oil phase fractions have been calculated using the phase distribution profiles coupled with a numerical integration technique to account for the curvature of the visualization section cell. For a given image, the instantaneous phase fraction ⟨φ⟩y (t) is calculated via the integral: 
	
	(7)


For a given run (i.e., fixed combination of Um and in) the average in situ oil fraction ⟨φ⟩y,t is: 
	
	(8)


Results using the “inverted” inlet configuration concur with those obtained with the “normal” inlet configuration, showing a similar trend to that seen in Fig. 7. The in situ oil fraction ⟨φ⟩y,t is lower than the input oil fraction in for almost all flow conditions; indicated by the data points being below the homogeneous flow model line (S = 1) in Fig. 8.
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Figure 8:  In-situ oil phase fraction ⟨φ⟩y,t as a function of input oil fraction ϕin for different superficial mixture velocities Um. The filled symbols correspond to “inverted” inlet configuration flows, and the empty symbols to “normal” inlet configuration flows, as in Fig. 7.

The flow-section-averaged in situ phase fraction data were compared with predictions from the “laminar-flow drag” model. This form of analysis is based on considering an equilibrium between the viscous drag due to laminar flow and pressure drop in the pipe. A detailed derivation of this model with reference to the “normal” inlet configurations flows can be found in Morgan et al. (2012; 2013).
The laminar-flow drag model predictions, denoted by mod,1 in Fig. 8, show good agreement with the low mixture velocity experimental results. Better agreement is seen at like-for-like flowing conditions (i.e., input oil fraction in and mixture velocity Um values) for the “normal” inlet configuration. This can be attributed to the density inversion (RT instability) in the “inverted” inlet flows that gives rise to increased mixing (e.g., the oil droplet layer seen in Fig. 5) and consequently flows whose behaviour is closer to dual continuous flow for which the predictive ability of the model deteriorates as opposed to simple stratified flow for which the laminar drag model is derived). An improved prediction can be made if one accounts for the entrained flow difference in the viscosities of the flowing material above and below the interface.

3.4 Velocity profiles
Figure 9 shows a comparison of the mean vertical velocity profiles normalized by the mixture velocities (i.e., velocity profile divided by the mixture velocity of that run) between the “inverted” and “normal” inlet configuration, along with respective instantaneous flow images. Of the three selected input oil fractions in, the case with the greatest deviations between “normal” and “inverted” inlet configuration profiles is the case with the lowest in (= 0.25). The “normal” inlet orientation flows exhibited flow transitions (and associated velocity profiles) that may be accounted for by the change in the mixture velocity (inertia), and the effect of the Yih instability (expected to be enhanced at the extreme inlet phase fractions close to zero or unity when the velocity gradients across the interface are also larger for a given mixture velocity). However, in the current study there is an additional instability mechanism at play that can influence the flow regime and thus the velocity profiles due to the density inversion, namely, the RT instability. This can result in the entrainment of oil droplets below the interface for some flow cases. However, the velocity profiles for like-for-like independent parameter combinations are highly comparable for the two inlet orientations.
The difference in the velocity profiles for the two inlet configurations for an input oil phase fraction of in = 0.25 can be attributed to the formation of oil droplets below the interface for the “inverted” inlet arrangement as seen in the instantaneous flow images. Increasing the input oil fraction in for the same mixture velocity Um leads to virtually identical velocity profiles (see Fig. 9b and c) for the “inverted” and “normal” inlet configurations. The instantaneous images show similar flows in which for both cases only aqueous-solution droplets are encountered above the interface.
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Figure 9: Comparison of “normal” (solid) and “inverted” (dashed) normalized velocity profiles ⟨Ux⟩/Um  and instantaneous flow images for Um = 0.49 m/s and an input oil fraction ϕin of: (a) 0.25; (b) 0.50; and, (c) 0.75. The “normal” results are from the experimental campaign first presented in Morgan et al. (2013).


4. Conclusions
A combination of advanced optical-diagnostic techniques capable of the high-speed spatiotemporally resolved simultaneous measurement of liquid phase (with PLIF) and flow velocity distribution (with PIV/PTV) have been applied to horizontal, initially stratified liquid–liquid pipe flows in a plane along the pipe centreline at a distance of 244 pipe-diameters downstream of the inlet to ensure a significant development length. Results are provided from an experimental campaign that goes beyond the study presented in Morgan et al. (2013), by investigating the influence of introducing the heavier (aqueous) phase over the lighter (oil) phase, as opposed to the case in the experiments described in Morgan et al. (2013). This change introduces the possibility of further interface destabilization by the Rayleigh–Taylor instability. The effects of this instability near the inlet may persist for long distances along the tube and influence the observed flow behaviour over this region. To our best knowledge, this is the first time that such detailed spatiotemporally resolved phase and velocity data have been generated by advanced measurement techniques in experiments specifically devoted to the study of long-length liquid–liquid flow development while employing such an unstably-stratified inlet configuration.
The following conclusions can be drawn:
(1) The findings of the current study, in terms of flow regimes and their characteristics, are comparable though not identical to those of Morgan et al. (2013). An increased propensity for oil droplets to appear below the interface has been observed, and only six of the eight flow regimes identified in Morgan et al. (2013) were observed in this study, where the aqueous phase was introduced over the oil phase. The regimes not observed in this case were: (1) three-layer flow, and; (2) aqueous solution dispersion with an aqueous solution film. However, if the flow regime maps of Morgan et al. (2013) and the current campaign are evaluated on the more general basis of transition to dual continuous flow, then the two flow regime maps are very similar qualitatively.
(2) From the flow regime map it is seen that for flows in which roughly equal volumetric flowrates (i.e., in ≈ 0.5) of the two-liquids are injected into the pipeline, the velocity necessary for transition from stratified flow to other mixed-flow regimes (i.e., dual continuous) and in turn dispersed flow, is higher than for input oil phase fractions that approach the limits (i.e., in = 0 and 1). This is expected because at intermediate phase fractions, flow regime transition is governed by velocity gradients across the interface (which act to establish a Yih instability at the interface), inertial effects and transition to turbulence (i.e., as described by the Reynolds number).
(3) The flow regime transition boundaries occur at lower superficial velocities for an “inverted” inlet orientation compared with a “normal” inlet; this is attributed to the density inversion and the action of a further, Rayleigh–Taylor, instability mechanism.
(4) Similar velocity profile behaviour has been found in the current study as were found in Morgan et al. (2013). A significant discrepancy between the velocity profiles of the “normal” and “inverted” inlet configurations is found for an input oil fraction of in = 0.25, which may be attributed to the formation of oil droplets below the interface for the latter inlet arrangement as observed in instantaneous flow images.
It is important to consider these findings carefully when interpreting data from experiments performed in laboratory environments and attempting to draw conclusions relating to applications in the field. The generated data promote not only a qualitative, but a quantitate understanding of the role of instabilities on the development of these complex interfacial flows, with detailed insight into how the deviations manifest 244 pipe-diameters downstream of the inlet (from high level information such as regime maps, to detailed flow information such as phase and velocity profiles). The data can also be used for the development and validation of advanced multiphase flow models that require such detailed information.
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