Behaviour of structural stainless steel cross-sections under combined loading – Part II: Numerical modelling and design approach
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Abstract

In parallel with the experimental study described in the companion paper [1], a numerical modelling programme has been carried out to investigate further the structural behaviour of stainless steel cross-sections under combined loading. The numerical models, which were developed using the finite element (FE) package ABAQUS, were initially validated against the experiments, showing the capability of the FE models to replicate the key test results, the full experimental load–deformation histories and the observed local buckling failure modes. Upon validation of the FE models, parametric studies were conducted to generate additional structural performance data over a wide range of cross-section slenderness and combinations of loading. The experimental and numerical results were then compared with the design capacity predictions from the current European Standard EN 1993-1-4 (2006) [2] and American Specification SEI/ASCE-8 (2002) [3] for stainless steel structures. The comparisons revealed that the current design standards can significantly under-estimate the
resistance of stainless steel cross-sections subjected to combined loading; this under-
prediction of capacity can be primarily attributed to the lack of consideration of strain 
hardening of the material under load. The Continuous Strength Method (CSM) is a 
deformation-based design approach that accounts for strain hardening and has been shown to 
provide accurate predictions of cross-sectional resistance under compression and bending, 
acting in isolation. In the present paper, proposals are made to extend the scope of the CSM 
to the case of combined loading. Comparisons between the CSM design proposals and the 
test and FE results indicated a high level of accuracy and consistency in the predictions. The 
reliability of the proposals was confirmed by means of statistical analyses according to EN 
1990 [4].

1. Introduction

Recent years have witnessed increasing interest in the use of cold-formed stainless steel 
tubular sections in a variety of engineering applications owing to their durability and 
appearance, combined with excellent mechanical properties. Although a number of 
established structural design codes for stainless steel exist, previous studies [5–12] have 
highlighted limitations and undue conservatism in some of their provisions. This has 
prompted research aimed at broadening the scope and enhancing the efficiency of these codes. 
A brief review of the key studies relevant to the context of the present paper follows. At 
cross-sectional level, existing design codes [2,3] generally utilise traditional methods for the 
treatment of structural stainless steel cross-sections, namely section classification and the 
effective width concept. More recent design codes and guidance [13,14] have included more 
advanced design methods, including the Continuous Strength Method (CSM) for the design 
of stocky stainless steel cross-sections [13] and the Direct Strength Method (DSM) for
slender cross-sections and members [14]. The underpinning research for the CSM was reported in [15–18], while the DSM developments were described by [19–21]. At member level, the European provisions for stainless steel member design mirror those for carbon steel but with different imperfection factors to reflect the particular characteristics of stainless steel. The American Specification SEI/ASCE-8 (2002) [3] utilises the tangent stiffness in the design of stainless steel members, which yields accurate capacity predictions, but needs iterative calculations. Revised buckling curves, covering both flexural and lateral torsional instabilities, were proposed in [22–24]. With regards to beam-column design, both EN 1993-1-4 (2006) [2] and SEI/ASCE-8 (2002) [3] employ interaction formulae, with the end points being the member capacities under the individual loading conditions. Revised interaction formulae have been proposed by Greiner and Kettler [25], Lopes et al. [26] and Huang and Young [27].

The focus of the present paper is the assessment of existing codified approaches and the development of new efficient methods for the design of stainless steel cross-sections under combined loading, based on the experimental results from the companion paper [1] and numerical simulations conducted herein. The numerical modelling programme was carried out initially to replicate the test results reported in the companion paper [1]. Upon validation of the FE models, parametric studies were performed to expand the available results over a wider range of cross-section slenderness. The experimental and numerical results were then compared against the strength predictions determined according to EN 1993-1-4 (2006) [2] and SEI/ASCE-8 (2002) [3], enabling the accuracy of each codified method to be assessed. Finally, the accuracy of the deformation-based CSM was assessed for combined loading, with both a simplified and more complex treatment examined.
2. Numerical modelling

2.1 Introduction

In conjunction with the experimental study described in the companion paper [1], a numerical modelling programme was performed using the general-purpose finite element analysis package ABAQUS [28]. The aims of the numerical investigations were initially to replicate the full experimental load–deformation histories and to assess the sensitivity of the FE models to various input parameters, and subsequently to conduct parametric studies to generate further structural performance data to supplement the experimental results.

2.2 Basic modelling assumptions

The four-noded doubly curved shell element with reduced integration and finite membrane strain, S4R [28], was selected as the element type throughout the present numerical investigation, which has been shown to perform well in similar studies [8,9,29–31] concerning the modelling of thin-walled structures. An element size equal to the cross-section thickness was assigned to the flat parts of the modelled cross-sections, and a finer mesh of 5 elements was used in the corner regions to ensure that the curved geometry could be accurately represented. The two-stage Ramberg–Osgood (R–O) material model [32], which is an extension of the basic Ramberg–Osgood formulations [33,34] and followed developments by Mirambell and Real [35] and Rasmussen [36], was employed to represent the experimental stress–strain curves. Since ABAQUS requires the material properties to be defined in the format of true stress and log plastic strain, the measured engineering stress–
strain curves were converted into the true stress–log plastic strain curves, by means of Eq. (1) and Eq. (2), before inputting into ABAQUS

\[ \sigma_{\text{true}} = \sigma_{\text{nom}} (1 + \varepsilon_{\text{nom}}) \]  
\[ \varepsilon_{\ln}^{pl} = \ln (1 + \varepsilon_{\text{nom}}) - \frac{\sigma_{\text{true}}}{E} \]

in which \( \sigma_{\text{true}} \) is the true stress, \( \varepsilon_{\ln}^{pl} \) is the logarithmic plastic strain, \( E \) is the Young’s modulus, and \( \sigma_{\text{nom}} \) and \( \varepsilon_{\text{nom}} \) are the engineering stress and strain, respectively.

The examined cross-sections were produced by cold-rolling. This process induces plastic deformations, resulting in strength enhancements, which are most notable in the corner regions. It has been both experimentally [37,38] and numerically [29,39] verified that the high corner strength enhancements are not restricted only to the curved portions of the section, but also extend into the adjacent flat parts by a distance approximately equal to two times the cross-section thickness. This finding has been adopted in the present numerical study by assigning corner material properties to both of the aforementioned regions. Note that strength enhancements also arise in the flat regions of cold-rolled hollow sections, but these are already reflected in the stress–strain properties of the tested flat coupons.

Residual stresses are also introduced into the specimens during the production process, with a combination of through-thickness bending residual stresses due to cold-forming and membrane residual stresses from welding. For cold-rolled and seam-welded stainless steel tubular sections, Young and Lui [40], Cruise and Gardner [41], Jandera et al. [42] and Huang and Young [43] carried out careful residual stress measurements and concluded that the magnitude of the membrane residual stresses was small compared to that of the bending residual stresses. In addition, as highlighted in [40–42,44], the effect of the through-thickness
bending residual stresses is inherently incorporated into the measured material properties, since the coupons straighten during tensile testing. Thus, explicit inclusion of residual stresses in the numerical models was deemed unnecessary.

FE models were created to simulate the tested concentrically and eccentrically loaded stub columns, and beams. The following end section boundary conditions were employed in the respective models: For the concentric stub columns, which had fixed ends, the nodes of each end cross-section were coupled to a concentric reference point, where all degrees of freedom were restrained at one end and all degrees of freedom except for longitudinal translation were fixed at the loaded end. For each combined loading stub column FE model, the end section was coupled with an eccentric reference point, allowing rotation about the axis of buckling at one end and the same rotation plus longitudinal translation at the loaded end, in order to simulate pin-ended boundary conditions. In addition, the eccentric reference point was offset longitudinally from the end section by a distance equal to the thickness of the welded end plate (25 mm) in order to accurately model the effective member length. Similar end section boundary conditions as those for the combined loading stub column FE models were applied to the four-point bending FE models, with the only difference being that the reference point was located at the mid-point of the bottom flange; these boundary conditions replicated the simply-supported conditions employed in the beam tests.

Initial local geometric imperfections exist in all thin-walled structural members and can influence the development of local buckling, the local level at which plasticity initiates, the ultimate load-carrying capacity and the post-ultimate response. Hence, it is necessary to include suitable geometric imperfections into the FE models in order to accurately replicate the observed experimental response. Previous numerical studies [29,39,45,46] have adopted
an imperfection pattern along the member length in the form of the lowest buckling mode shape, which was determined by performing a prior elastic eigenvalue buckling analysis; this approach was also employed herein. Upon the incorporation of the initial geometric imperfection into the FE model, geometrically and materially nonlinear analyses were carried out, using the modified Riks method [28] to trace the full load–deformation response of the specimens, including the post-ultimate path. The sensitivity of the models to imperfections was examined by considering three different imperfection amplitudes. The three considered values were the maximum measured imperfection amplitude \( \omega_b \), as reported in the companion paper [1], 1/100 of the cross-section thickness and the imperfection amplitude \( \omega_{D\&W} \) derived from the modified Dawson and Walker (D&W) predictive model [29,47], as given by Eq. (3), where \( \sigma_{cr,\text{min}} \) is the minimum elastic buckling stress of all the plate elements making up the cross-section and \( \sigma_{0.2} \) is the 0.2% proof stress.

\[
\omega_{D\&W} = 0.023 \left( \frac{\sigma_{0.2}}{\sigma_{cr,\text{min}}} \right) t
\]

2.3 Validation of the numerical models

The accuracy of the FE models was assessed by comparing the key results, full load-deformation histories and local buckling failure modes obtained from tests with those derived from the numerical simulations. The key results (i.e. ultimate load and deformation at ultimate load) from the numerical simulations, for the various considered imperfection levels, have been normalised by the corresponding experimental results from the stub column tests, four-point bending tests, uniaxial bending plus compression tests and biaxial bending plus compression tests, and tabulated in Tables 1–4 respectively. It may be observed that the ultimate loads \( N_u \) and moments \( M_u \) derived from the numerical models generally showed
relatively insensitivity to the changes in the imperfection amplitudes whereas the corresponding deformation parameters, including the end-shortening $\delta_u$ from the stub column FE models, the curvature $\kappa_u$ from the four-point bending FE models and the end rotation $\phi_u$ from the combined loading stub column FE models, were substantially more sensitive. The best agreement between the test and FE results was generally achieved when the measured imperfection amplitudes were employed in the models, but using the imperfection amplitudes predicted by the modified Dawson and Walker expression also yielded accurate and consistent results.

Typical numerical load–deformation curves using the measured imperfection amplitudes are compared with the corresponding experimental curves from the stub column tests, four-point bending tests, uniaxial bending plus compression tests and biaxial bending plus compression tests in Figs 1–4, respectively, where the solid lines represent the test curves while the dashed lines are the numerical counterparts. The comparisons show that the key characteristics, including the initial stiffness, the general shape of the experimental curve and the post-ultimate response, are all accurately captured. The local buckling failure modes from numerical studies are also in good agreement with those from experiments, as displayed in Figs 5–8. Overall, it may be concluded that the finite element models are capable of accurately predicting the key test results, replicating the full experimental load–deformation histories and capturing the observed failure modes.

2.4 Parametric studies

Upon validation of the numerical models, a series of parametric studies was carried out to generate further structural performance data over a wider range of cross-section slenderness.
The parametric studies focus primarily on austenitic stainless steel, although comparative studies are also performed on the duplex grade. Further to the basic modelling assumptions described previously, some supplementary details are provided herein. For each stainless steel grade, the average material properties from the tensile coupon tests carried out in this study were adopted in the FE parametric studies. The initial local imperfection amplitudes were determined by means of the modified Dawson and Walker model. For all the modelled cross-sections, the outer width was set equal to 100 mm while the outer depth was equal to either 100 mm or 150 mm. The internal corner radii were equal to the cross-section thickness and the length of each model was set to be equal to four times its mean outer dimension. The cross-section thickness was varied from 3.0 mm to 12 mm and the initial loading eccentricities ranged between 5 mm and 210 mm, leading to a wide range of cross-section slenderness and loading conditions being considered. The numerical results from the parametric studies, together with the experimental data, are used in the following section for the assessment and development of design expressions for stainless steel cross-sections under combined loading.

3 Assessment of codified design rules and development of new design methods

3.1 General

In this section, the codified design provisions for stainless steel cross-sections under combined loading, as given in EN 1993-1-4 (2006) [2] and SEI/ASCE-8 (2002) [3], are firstly examined. Then, extension of the deformation-based Continuous Strength Method (CSM) to the case of combined loading is described. The accuracy of each method is evaluated, as reported in Tables 5 and 6 and Tables 7 and 8 for austenitic and duplex stainless
steels, respectively, by means of the ratio of the test (or FE) to predicted capacities 
\( R_u / R_{u,\text{pred}} \), in which \( R_u \) is the distance from the origin of the N–M interaction curve to the test (or FE) data point (see Fig. 9), while \( R_{u,\text{pred}} \) is the distance from the origin to the intersection with the design interaction curve, assuming proportional loading. A value of \( R_u / R_{u,\text{pred}} \) greater than unity indicates that the test (or FE) data point lies outside the interaction curve and is safely predicted. Note that all comparisons have been made based on the measured material and geometric properties and that all partial factors have been set equal to unity. According to EN 1993-1-4 (2006) [2], the modelled cross-sections cover all four cross-section classes, while all the tested sections are class 1 except for the SHS 120×120×5, which is class 3.

3.2 European code EN 1993-1-4 (EC3)

The European structural design code for stainless steel, EN 1993-1-4 (2006) [2] does not contain specific provisions for cross-section resistance under combined loading, but simply adopts the relevant carbon steel design expressions given in EN 1993-1-1 (2005) [48]. For class 3 sections, linear elastic interaction formulae are employed, limiting the stresses at any point in the cross-section to the 0.2% proof stress \( \sigma_{0.2} \), as shown in Eq. (4), in which the following symbols are used: \( M_{el,y} \) and \( M_{el,z} \) are the elastic moment capacities about the major and minor axes, respectively equal to the corresponding elastic section moduli \( W_{el,y} \) and \( W_{el,z} \) multiplied by \( \sigma_{0.2} \), \( N_{Ed} \) is the applied design axial load, \( M_{Ed,y} = N_{Ed} \left( e_{0y} + e'_{y} \right) \) and \( M_{Ed,z} = N_{Ed} \left( e_{0z} + e'_{z} \right) \) are the applied design bending moments about the two principal axes, where \( e_{0y} \) and \( e_{0z} \) are the initial loading eccentricities and \( e'_{y} \) and \( e'_{z} \) are the generated lateral
deflections at failure. For class 4 cross-sections, the effective cross-section properties are employed in place of the gross cross-section properties in Eq. (4).

\[ \frac{N_{Ed}}{A\sigma_{0.2}} + \frac{M_{Ed,y}}{M_{el,y}} + \frac{M_{Ed,z}}{M_{el,z}} \leq 1 \]  

(4)

With respect to class 1 and 2 cross-sections, stress redistribution is allowed for by assuming full plasticity throughout the cross-section at failure, leading to the bi-linear interaction formulae given by Eqs (5) and (6) for RHS under major axis bending plus compression and minor axis bending plus compression, respectively, and the nonlinear interaction formula given by Eq. (7) for RHS under biaxial bending plus compression, in which \( M_{pl,y} \) and \( M_{pl,z} \) are the major and minor axis plastic moment capacities, respectively equal to the corresponding plastic section moduli \( W_{pl,y} \) and \( W_{pl,z} \) multiplied by \( \sigma_{0.2} \), \( M_{R,y} \) and \( M_{R,z} \) are the reduced plastic moment capacities about the major and minor axes due to the presence of the axial force \( N_{Ed} \), \( n \) is equal to \( N_{Ed} / A\sigma_{0.2} \), \( a_w \) and \( a_f \) are the ratios of the web area \( A_w \) and flange area \( A_f \) to the gross cross-section area \( A \), respectively, and \( \alpha \) and \( \beta \) are the interaction coefficients for biaxial bending defined as \( 1.66 / \left( 1 - 1.13n^2 \right) \).

\[ M_{Ed,y} \leq M_{R,y} = M_{pl,y} \left( \frac{1-n}{1-0.5a_w} \right) \leq M_{pl,y} \]  

(5)

\[ M_{Ed,z} \leq M_{R,z} = M_{pl,z} \left( \frac{1-n}{1-0.5a_f} \right) \leq M_{pl,z} \]  

(6)

\[ \left[ \frac{M_{Ed,y}}{M_{R,y}} \right]^\alpha + \left[ \frac{M_{Ed,z}}{M_{R,z}} \right]^\beta \leq 1 \]  

(7)

Figs 10 and 11 depict the normalised uniaxial bending plus compression test and FE results, arranged by cross-section class, together with the codified interaction curves, for austenitic and duplex stainless steels, respectively. Note that the EC3 interaction curves depend on the cross-section geometry; hence, for illustration purposes, rather than showing the curves for all
the test and FE cross-sections, the average interaction curve is displayed. It should be emphasised though that the variation between the curves is small, and that the specific curve for each test and FE point is used for the comparisons given in the tables. The comparisons reveal a high degree of scatter and increasing conservatism as the cross-sections become stockier (i.e. moving from class 4 to class 1). For the austenitic stainless steel sections, Tables 5 and 6 show that the mean ratios of test (or FE) to EC3 capacities $R_u / R_{u,EC3}$ are respectively 1.32, with a Coefficient of Variation (COV) equal to 9.4% for uniaxial bending plus compression cases, and 1.25 with a COV of 11.2% for biaxial bending plus compression cases. The rather conservative and scattered nature of the EC3 predictions stems principally from the neglect of strain hardening, which limits the end points of the interaction curves to the elastic or plastic moment capacities ($M_{el}$ and $M_{pl}$) and yield load ($A\sigma_{0.2}$). For the duplex stainless steel, which exhibits a lesser degree of strain hardening, conservatism and scatter are again present in the EC3 predictions, but to a less pronounced extent than for the austenitic grade, as shown in Tables 7 and 8.

3.3 American Specification SEI/ASCE-8

The American Specification SEI/ASCE-8 (2002) [3] employs the same set of interaction equations for both short (cross-section) and long (global) beam-column design. The interaction expression is given by Eq. (8), in which $N_n$, $M_{ny}$ and $M_{nz}$ are the codified cross-sectional compression and bending resistances, $C_{ny}$ and $C_{nz}$ are the equivalent uniform moment factors which are equal to unity for a beam-column with constant first order bending moment along the member length, and $\alpha_{ny}$ and $\alpha_{nz}$ are the magnification factors equal to $(1 - N_{Ed} / N_E)$, which approximate to unity for short (cross-section) beam-column behaviour.
since $N_{Ed}$ is much smaller than the Euler buckling load $N_E = \frac{\pi^2 EI}{L^2}$. Thus, Eq. (8) reduces to the linear interaction given by Eq. (9). For the calculation of the bending resistances of the non-slender cross-sections ($M_{ny}$ and $M_{nz}$), Procedure II set out in clause 3.3.1.1 of SEI/ASCE-8 (2002) [3] was employed. The procedure accounts for partial plasticity by adopting a compression strain factor $C_y$ to determine the maximum compressive strain $C_y \sigma_{0.2} / E$ and then assumes an elastic-plastic stress distribution throughout the cross-section. The cross-sectional bending resistance calculated in accordance with SEI/ASCE-8 (2002) [3] therefore always lies between the elastic $M_{el}$ and plastic $M_{pl}$ moment capacities.

$$\frac{N_{Ed}}{N_n} + \frac{C_{ny} M_{Ed,y}}{M_{ny} \alpha_{ny}} + \frac{C_{nz} M_{Ed,z}}{M_{nz} \alpha_{nz}} \leq 1$$  \hspace{1cm} (8)

$$\frac{N_{Ed}}{N_n} + \frac{M_{Ed,y}}{M_{ny}} + \frac{M_{Ed,z}}{M_{nz}} \leq 1$$  \hspace{1cm} (9)

For class 1 and 2 sections, the SEI/ASCE-8 Specification yields significantly less accurate strength predictions than EN 1993-1-4, due to the use of a linear interaction expression, rather than convex nonlinear interaction curves as employed in the Eurocode, and the adoption of lower bending resistances as the end points of the interaction curves. For class 3 cross-sections, both codes use a linear interaction formula, but SEI/ASCE-8 (2002) [3] is marginally more accurate than the Eurocode due to the allowance for partial spread of plasticity. As shown in Tables 5–8, the SEI/ASCE-8 design provisions result in mean test (or FE) to predicted resistance ratios $R_u / R_{u,ASCE}$ for the austenitic stainless steel sections of 1.40 and 1.72 for stub columns under uniaxial and biaxial eccentric compression, respectively, while for the duplex stainless steel, the corresponding mean values are 1.32 and 1.54, all of which are higher than the EN 1993-1-4 values, indicating greater conservatism.
3.4 Continuous Strength Method (CSM)

The Continuous Strength Method (CSM) is a deformation-based design approach that enables a rational exploitation of strain hardening. The method has been shown to give a high level of accuracy and consistency in predicting the resistance of stainless steel cross-sections under isolated loading [15–18], and proposals to extend the method to cover the case of combined loading have recently been made [49]. The main characteristics of the CSM lie in the employment of a ‘base curve’ to determine the maximum attainable strain $\varepsilon_{csm}$ for a given cross-section, and the adoption of a strain hardening material model, which enables stresses greater than the 0.2% proof stress to be achieved. The relationship between the strain ratio $\varepsilon_{csm} / \varepsilon_y$, where $\varepsilon_y$ is the yield strain equal to $\sigma_{0.2} / E$, and the cross-section slenderness $\lambda_p$, calculated as $\sqrt{\sigma_{0.2} / \sigma_{cr}}$, in which $\sigma_{cr}$ is the elastic buckling stress of the cross-section allowing for element interaction [50,51] or its most slender constituent element under the applied loading conditions, is defined by Eq. (10), where, $\varepsilon_u = 1 - \sigma_{0.2} / \sigma_u$ (for austenitic and duplex stainless steels) is the strain at the material ultimate tensile stress $\sigma_u$. Two limits are applied to the strain ratio $(\varepsilon_{csm} / \varepsilon_y)$ given by Eq.(10): the first limit of 15 is to prevent excessive strains and also corresponds to the material ductility requirement given in EN 1993-1-1 while the second limit of $0.1\varepsilon_u / \varepsilon_y$ is related to the adopted CSM material model and ensures that the material strength is not over-predicted [18]. Eq. (10) applies for cross-section slenderness values less than or equal to 0.68.

$$\frac{\varepsilon_{csm}}{\varepsilon_y} = \frac{0.25}{\lambda_p^{3.6}} \quad \text{but} \quad \leq \min\left(15, \frac{0.1\varepsilon_u}{\varepsilon_y}\right)$$ (10)

The strain hardening modulus $E_{sh}$, employed in the CSM elastic, linear hardening material model illustrated in Fig. 12, may be determined from Eq. (11)
\[
E_{sh} = \frac{\sigma_y - \sigma_{0.2}}{0.16\varepsilon_y - \varepsilon_y}
\]  

Once the maximum attainable strain \( \varepsilon_{csm} \) and strain hardening modulus \( E_{sh} \) have been determined, the CSM design stress can be calculated from Eq. (12).

\[
\sigma_{csm} = \sigma_{0.2} + E_{sh} (\varepsilon_{csm} - \varepsilon_y)
\]  

This limiting stress \( \sigma_{csm} \) can be used directly to obtain the cross-section compression resistance \( N_{csm} \) through Eq. (13).

\[
N_{csm} = A\sigma_{csm}
\]  

The CSM cross-section resistance in bending \( M_{csm} \) may be determined from Eq. (14) \([13,18]\), where \( \gamma \) is equal to 2 for RHS in bending about either principal axis.

\[
M_{csm} = M_{pl} \left[ 1 + \frac{E_{sh} W_{el}}{E W_{pl}} \left( \frac{\varepsilon_{csm}}{\varepsilon_y} - 1 \right) - \left( 1 - \frac{W_{el}}{W_{pl}} \right) \left( \frac{\varepsilon_{csm}}{\varepsilon_y} \right)^\gamma \right]
\]  

The proposed CSM interaction formulae \([49]\) for RHS under major and minor axis eccentric compression are given by Eqs (15) and (16), respectively, while the expression for biaxial bending plus compression is given by Eq. (17)

\[
M_{Ed, y} \leq M_{R,csm1, y} = M_{csm,y} \left[ 1 - \left( \frac{N_{Ed}}{N_{csm}} \right)^{\alpha_{y1}/b_y} \right]
\]  

\[
M_{Ed, z} \leq M_{R,csm1, z} = M_{csm,z} \left[ 1 - \left( \frac{N_{Ed}}{N_{csm}} \right)^{\alpha_{z1}/b_z} \right]
\]  

\[
\left( \frac{M_{Ed,y}}{M_{R,csm1,y}} \right)^{\alpha_{cont}} + \left( \frac{M_{Ed,z}}{M_{R,csm1,z}} \right)^{\beta_{cont}} \leq 1
\]  

where \( N_{csm}, M_{csm,y} \) and \( M_{csm,z} \) are the CSM compression and bending (major and minor axes) resistances, which act as the end points of the interaction curves and are calculated according
to Eqs (13) and (14), $M_{R,cm,1,y}$ and $M_{R,cm,1,z}$ are the reduced CSM bending resistances about the major and minor axes due to the existence of the axial load $N_{Ed}$; note that the ‘1’ in the subscript signifies resistances determined on the basis of the proposals of Liew and Gardner [49], where for strain ratios $\varepsilon_{cm}/\varepsilon_y$ greater than or equal to 3 (corresponding to cross-section slenderness $\lambda_p$ less than about 0.5), the extent of reduction is determined by

$$\alpha_y = \gamma + A_w / A, \quad \alpha_z = \gamma + A_f / A \quad \text{and} \quad b_y = b_x = 0.8,$$

and the interaction coefficients for biaxial bending are defined by $\alpha_{cm1}$ and $\beta_{cm1}$, whose values are equal to $1.75 + W_r \left(2n_{cm}^2 - 0.15\right)$ and $1.6 + (3.5 - 1.5W_r)n_{cm}^2$, respectively, where $W_r$ is the ratio of major to minor axis plastic section moduli $W_{pl,x}/W_{pl,z}$ and $n_{cm}$ is the ratio of design axial force to CSM compression resistance $N_{Ed}/N_{cm}$, while for strain ratios $\varepsilon_{cm}/\varepsilon_y$ less than 3 (corresponding to $\lambda_p$ greater than 0.5), all the above interaction parameters are equal to unity.

Figs 13 and 14 present the comparisons between the CSM and EN 1993-1-4, in which the ratio of test (or FE) capacity to CSM predicted capacity against the cross-section slenderness $\lambda_p$ is depicted. The results show that the CSM yields more accurate and less scattered capacity predictions than EN 1993-1-4 (2006) [2] for both austenitic and duplex stainless steels. The quantitative evaluation of the CSM is reported in Tables 5–8, showing that for the austenitic grade, the mean test (or FE) to CSM resistance ratios $R_u / R_{u,cm1}$ are equal to 1.17 and 1.11 with the corresponding values of COV equal to 6.7% and 4.8% for uniaxial bending plus compression and biaxial bending plus compression cases, respectively. For the duplex grade, the mean ratios of $R_u / R_{u,cm1}$ are 1.16 and 1.13 for stub columns under uniaxial and biaxial eccentric compression, respectively, and the corresponding COVs are equal to 5.0% and 3.0%. Compared to the European code and American Specification, considerable
decreases in both the mean ratio of test (or FE) to predicted capacities and the corresponding COV are obtained using the CSM, indicating that the method offers substantial advantages over these codified design methods in the prediction of stainless steel cross-section resistance under combined loading, in terms of both accuracy and consistency.

3.5 Simplified CSM

In this sub-section, use of the Eurocode interaction formulae and coefficients, but with the CSM end points \( N_{CSM}, M_{CSM,y} \) and \( M_{CSM,z} \) is assessed. Figs 15 and 16 depict the normalised uniaxial bending plus compression test and FE results for the austenitic and duplex grades, respectively. In contrast to the scattered normalised points in Figs 10 and 11, the normalised test and FE points in Figs 15 and 16 may be seen to follow a significantly tighter trend. A simplified CSM approach is therefore proposed, whereby for RHS under uniaxial bending plus compression, the bi-linear form of the Eurocode interaction curves is maintained, but with \( N_{CSM}, M_{CSM,y} \) and \( M_{CSM,z} \) replacing \( A\sigma_{0.2}, M_{pl,y} \) and \( M_{pl,z} \) as shown in Eqs (18) and (19), where \( M_{R,CSM,y} \) and \( M_{R,CSM,z} \) are respectively the reduced CSM bending resistances about major and minor axes due to \( N_{Ed} \). The interaction formula for RHS under biaxial bending plus compression is shown in Eq. (20), in which \( \alpha_{CSM} \) and \( \beta_{CSM} \) are taken from Eurocode 3, but based on the CSM end points, i.e. \( \alpha_{CSM} = \beta_{CSM} = 1.66 / \left(1 - 1.13n_{CSM}^2\right) \), in which \( n_{CSM} = N_{Ed} / N_{CSM} \). It is proposed that Eqs (18)–(20) apply when the cross-section slenderness \( \lambda_p \) is less than or equal to 0.6. For \( \lambda_p \) greater than 0.6, the linear interaction given by Eq. (21) is proposed to ensure compatibility with the increasingly elastic end points as the cross-
section slenderness approaches \( \bar{\lambda}_p = 0.68 \), where the CSM axial and bending resistances are equal to \( A\sigma_{0.2}, M_{d,y} \) and \( M_{d,z} \).

\[
M_{Ed,y} \leq M_{R,cs,y} = M_{cs,y} \frac{(1-n_{cs})}{(1-0.5a_w)} \leq M_{cs,y} \tag{18}
\]

\[
M_{Ed,z} \leq M_{R,cs,z} = M_{cs,z} \frac{(1-n_{cs})}{(1-0.5a_f)} \leq M_{cs,z} \tag{19}
\]

\[
\left[ \frac{M_{Ed,y}}{M_{R,cs,y}} \right]^{\theta_{cs}} + \left[ \frac{M_{Ed,z}}{M_{R,cs,z}} \right]^{\theta_{cs}} \leq 1 \tag{20}
\]

\[
\frac{N_{Ed}}{N_{cs}} + \frac{M_{Ed,y}}{M_{cs,y}} + \frac{M_{Ed,z}}{M_{cs,z}} \leq 1 \tag{21}
\]

The applicability of the simplified CSM approach is assessed by comparing the experimental and numerical results with the predicted strengths. The comparisons, as reported in Tables 5–8, reveal a high level of accuracy and consistency in predicting the cross-sectional resistance under combined loading. For the austenitic grade, the mean values of \( R_u / R_{u,cs} \) are equal to 1.12 and 1.05, with the corresponding values of COV equal to 6.6% and 6.3%, for uniaxial and biaxial eccentric compression cases, respectively. For the duplex grade, the mean \( R_u / R_{u,cs} \) ratios are 1.12 with a COV of 5.9% and 1.09 with a COV equal to 6.5% for stub columns under uniaxial bending plus compression and biaxial bending plus compression, respectively. Figs 17(a)–17(e) depict the uniaxial bending plus compression test results compared against the design interaction curves obtained from the four design methods, while a comparison of the biaxial bending plus compression test results with various interaction surfaces is shown in Fig. 18. These graphs highlight the importance of allowing for strain hardening in achieving accurate design predictions.
3.6 Reliability analysis

A statistical analysis was carried out to assess the reliability of the CSM and simplified CSM, following the provisions of EN 1990 [4]. The considered experimental and FE data is plotted in Figs 19–22. Tables 9 and 10 summarize the key statistical parameters for the CSM and simplified CSM, respectively. The definitions of the parameters are as follows:

- $n$ is the number of tests and FE simulations.
- $k_{d,n}$ is the design (ultimate limit state) fractile factor.
- $b$ is the average ratio of test (or FE) to model resistance based on a least squares fit to all the data.
- $V_{\delta}$ is the coefficient of variation of the tests and FE simulations relative to the resistance model.
- $V_r$ is the combined coefficient of variation incorporating both model and basic variable uncertainties.
- $\gamma_{M0}$ is the partial safety factor for cross-section resistance.

In the analyses, the material over-strength was taken as 1.3 for the austenitic material and 1.1 for the duplex material, with the COVs of material strength were taken as 0.066 and 0.049, respectively, as recommended in [52]. The adopted values in [52] were derived on the basis of material data assembled from stainless steel producers. Variation in geometric properties also followed the recommendations given in [52]. EN 1990 [4] employs a first order reliability method to derive partial factors for resistance functions that conform to the Eurocode target reliability requirements. For buildings, the target reliability index $\beta$ is 3.8, which corresponds to a probability of failure of $10^{-6}$ per year over a 50 year design life. For both the CSM and simplified CSM, the partial factors resulting from this analysis are smaller
than the currently adopted value of $\gamma_{M0} = 1.1$ used in EN 1993-1-4 (2006) [2]. This partial factor may therefore be safely applied.

### 3.7 Summary

Overall, the American Specification offers the most conservative and scattered resistance predictions of stainless steel cross-sections under combined loading, due to the neglect of strain hardening and the employment of linear interaction design curves. Although still conservative, the EN 1993-1-4 predictions are generally more accurate than the SEI/ASCE-8 predictions, mainly due to the adoption of nonlinear interaction curves for class 1 and 2 cross-sections. As shown in Tables 5–8, the CSM leads to very good predictions and lower scatter; the simplified CSM presented in this paper also results in very good predictions, but with slightly increased scatter. For both the CSM and simplified CSM, the scatter is generally half that of existing codified methods.

### 4. Conclusions

A comprehensive numerical modelling programme was initially performed to replicate the experimental results reported in the companion paper [1]. Upon validation of the FE models, a series of parametric studies was carried out to expand the data pool over a wider range of cross-section slenderness. Analysis of the experimental and numerical results allowed the applicability of the design provisions of EN 1993-1-4 (2006) [2] and SEI/ASCE-8 (2002) [3] to be assessed. Generally, the codified methods significantly under-estimate the actual cross-sectional resistance under combined loading, mainly owing to the lack of consideration for strain hardening. The Continuous Strength Method (CSM) is a deformation-based design
approach which relates the strength of a cross-section to its deformation capacity and employs a bi-linear material model to allow a rational exploitation of strain hardening and more efficient design rules. The approach of using the CSM compression and bending resistances as the end points for the Eurocode interaction curves was shown to provide accurate predictions of the resistance of stainless steel cross-sections under combined loading. The reliability of such an approach was demonstrated through a statistical analysis according to EN 1990 [4], and it is recommended that the proposed approach be considered for incorporation into future revisions of EN 1993-1-4 and other international design codes for stainless steel structures.
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Fig. 1. Experimental and numerical load–end shortening curves for stub column specimen SHS 100×100×5-1A.

Fig. 2. Experimental and numerical normalized moment–curvature curves for four-point bending specimen SHS 120×120×5-2B.

Fig. 3. Experimental and numerical load–end rotation curves for specimen SHS 100×100×5-1D under uniaxial bending plus compression.

Fig. 4. Experimental and numerical load–end rotation curves for specimen SHS 100×100×5-1H under biaxial bending plus compression.
Fig. 5. Experimental and numerical failure modes for stub column specimen SHS 100×100×5-1A.

Fig. 6. Experimental and numerical failure modes for four-point bending specimen SHS 120×120×5-2B.
Fig. 7. Experimental and numerical failure modes for specimens under uniaxial bending plus compression (from left to right: SHS 100×100×5-1D, RHS 150×100×6-3D, RHS 150×100×8-4D).

Fig. 8. Experimental and numerical failure modes for specimen SHS 100×100×5-1H under biaxial bending plus compression.
Fig. 9. Definition of $R_u$ and $R_{u,pred}$.

Fig. 10. Austenitic stainless steel combined loading test and FE results normalised by the plastic moment capacity and yield load (i.e. the EC3 provisions for class 1 and 2 cross-sections).
Fig. 11. Duplex stainless steel combined loading test and FE results normalised by the plastic moment capacity and yield load (i.e. the EC3 provisions for class 1 and 2 cross-sections).

Fig. 12. CSM elastic, linear hardening material model.
Fig. 13. Comparison of austenitic stainless steel combined loading test and FE results with the CSM and EN 1993-1-4 predictions.

Fig. 14. Comparison of duplex stainless steel combined loading test and FE results with the CSM and EN 1993-1-4 predictions.
Fig. 15. Austenitic stainless steel combined loading test and FE results normalised by the CSM compression and bending resistances.

Fig. 16. Duplex stainless steel combined loading test and FE results normalised by the CSM compression and bending resistances.
Fig. 17. Comparison of uniaxial bending plus compression test results with the four design interaction curves.
Fig. 18. Comparison of biaxial bending plus compression test results for SHS 100×100×5 specimens with various design interaction surfaces.
Fig. 19. Comparison of test or FE results with EN 1993-1-4 and CSM predictions for austenitic stainless steel.

Fig. 20. Comparison of test or FE results with EN 1993-1-4 and CSM predictions for duplex stainless steel.
Fig. 21. Comparison of test or FE results with EN 1993-1-4 and Simplified CSM predictions for austenitic stainless steel.

Fig. 22. Comparison of test or FE results with EN 1993-1-4 and Simplified CSM predictions for duplex stainless steel.
**Table 1** Comparison of the stub column test results with FE results for varying imperfection amplitudes.

<table>
<thead>
<tr>
<th>Cross-section</th>
<th>Specimen ID</th>
<th>Measured amplitude</th>
<th>t/100</th>
<th>Dawson and Walker model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FE N&lt;sub&gt;u&lt;/sub&gt;/Test N&lt;sub&gt;u&lt;/sub&gt;</td>
<td>FE δ&lt;sub&gt;u&lt;/sub&gt;/Test δ&lt;sub&gt;u&lt;/sub&gt;</td>
<td>FE N&lt;sub&gt;u&lt;/sub&gt;/Test N&lt;sub&gt;u&lt;/sub&gt;</td>
</tr>
<tr>
<td>SHS 100×100×5</td>
<td>1A</td>
<td>0.96</td>
<td>1.00</td>
<td>0.94</td>
</tr>
<tr>
<td>SHS 120×120×5</td>
<td>2A</td>
<td>0.98</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>RHS 150×100×6</td>
<td>3A</td>
<td>0.99</td>
<td>0.92</td>
<td>0.99</td>
</tr>
<tr>
<td>RHS 150×100×8</td>
<td>4A</td>
<td>1.03</td>
<td>0.99</td>
<td>1.03</td>
</tr>
<tr>
<td>SHS 150×150×8</td>
<td>5A</td>
<td>1.01</td>
<td>0.90</td>
<td>0.99</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>0.99</td>
<td>0.95</td>
<td>0.99</td>
</tr>
<tr>
<td>COV</td>
<td></td>
<td>0.03</td>
<td>0.04</td>
<td>0.03</td>
</tr>
</tbody>
</table>

**Table 2** Comparison of the four-point bending test results with FE results for varying imperfection amplitudes.

<table>
<thead>
<tr>
<th>Cross-section</th>
<th>Specimen ID</th>
<th>Measured amplitude</th>
<th>u/100</th>
<th>Dawson and Walker model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FE M&lt;sub&gt;u&lt;/sub&gt;/Test M&lt;sub&gt;u&lt;/sub&gt;</td>
<td>FE κ&lt;sub&gt;u&lt;/sub&gt;/Test κ&lt;sub&gt;u&lt;/sub&gt;</td>
<td>FE M&lt;sub&gt;u&lt;/sub&gt;/Test M&lt;sub&gt;u&lt;/sub&gt;</td>
</tr>
<tr>
<td>SHS 100×100×5</td>
<td>1B</td>
<td>0.93</td>
<td>1.10</td>
<td>0.93</td>
</tr>
<tr>
<td>SHS 120×120×5</td>
<td>2B</td>
<td>0.96</td>
<td>1.07</td>
<td>0.96</td>
</tr>
<tr>
<td>RHS 150×100×6</td>
<td>3B</td>
<td>1.02</td>
<td>1.28</td>
<td>1.02</td>
</tr>
<tr>
<td>RHS 150×100×8</td>
<td>4B</td>
<td>1.06</td>
<td>1.05</td>
<td>1.06</td>
</tr>
<tr>
<td>SHS 150×150×8</td>
<td>5B</td>
<td>1.04</td>
<td>1.09</td>
<td>1.03</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>1.00</td>
<td>1.12</td>
<td>1.00</td>
</tr>
<tr>
<td>COV</td>
<td></td>
<td>0.05</td>
<td>0.09</td>
<td>0.05</td>
</tr>
</tbody>
</table>
### Table 3: Comparison of the uniaxial eccentric compression test results with FE results for varying imperfection amplitudes.

<table>
<thead>
<tr>
<th>Cross-section</th>
<th>Specimen ID</th>
<th>( e_0 ) (mm)</th>
<th>Measured amplitude</th>
<th>( t/100 )</th>
<th>Dawson and Walker model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>( N_{u,\text{FE}}/N_{u,\text{Test}} )</td>
<td>( \phi_{u,\text{FE}}/\phi_{u,\text{Test}} )</td>
<td>( N_{u,\text{FE}}/N_{u,\text{Test}} )</td>
</tr>
<tr>
<td>SHS 100×100×5</td>
<td>1C</td>
<td>17.9</td>
<td>0.94</td>
<td>1.07</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>1D</td>
<td>25.8</td>
<td>1.00</td>
<td>1.03</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>1E</td>
<td>52.9</td>
<td>0.95</td>
<td>0.99</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>1F</td>
<td>120.0</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SHS 120×120×5</td>
<td>2C</td>
<td>10.0</td>
<td>0.97</td>
<td>1.03</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>2D</td>
<td>38.0</td>
<td>0.98</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>2E</td>
<td>68.0</td>
<td>0.96</td>
<td>0.93</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>2F</td>
<td>120.0</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>RHS 150×100×6</td>
<td>3C</td>
<td>44.8</td>
<td>0.99</td>
<td>1.11</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>64.1</td>
<td>1.01</td>
<td>0.91</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>3E</td>
<td>92.4</td>
<td>1.00</td>
<td>1.05</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>3F</td>
<td>128.4</td>
<td>0.98</td>
<td>1.00</td>
<td>0.98</td>
</tr>
<tr>
<td>RHS 150×100×8</td>
<td>4C</td>
<td>19.9</td>
<td>0.99</td>
<td>1.09</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>4D</td>
<td>51.6</td>
<td>0.99</td>
<td>1.04</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>4E</td>
<td>74.9</td>
<td>1.01</td>
<td>0.95</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>4F</td>
<td>140.0</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SHS 150×150×8</td>
<td>5C</td>
<td>29.5</td>
<td>1.02</td>
<td>1.08</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>5D</td>
<td>51.6</td>
<td>1.00</td>
<td>1.01</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>5E</td>
<td>84.2</td>
<td>1.02</td>
<td>1.00</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>5F</td>
<td>116.4</td>
<td>0.99</td>
<td>–</td>
<td>0.98</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>0.99</td>
<td>1.02</td>
<td>0.99</td>
</tr>
<tr>
<td>COV</td>
<td></td>
<td></td>
<td>0.02</td>
<td>0.06</td>
<td>0.02</td>
</tr>
</tbody>
</table>

### Table 4: Comparison of the biaxial eccentric compression test results with FE results for varying imperfection amplitudes.

<table>
<thead>
<tr>
<th>Section</th>
<th>Specimen ID</th>
<th>( \phi_{0x} ) (mm)</th>
<th>( \phi_{0y} ) (mm)</th>
<th>Measured amplitude</th>
<th>( t/100 )</th>
<th>Dawson and Walker model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( N_{u,\text{FE}}/N_{u,\text{Test}} )</td>
<td>( \phi_{u,\text{FE}}/\phi_{u,\text{Test}} )</td>
<td>( N_{u,\text{FE}}/N_{u,\text{Test}} )</td>
<td>( \phi_{u,\text{FE}}/\phi_{u,\text{Test}} )</td>
<td></td>
</tr>
<tr>
<td>SHS 100×100×5</td>
<td>1G</td>
<td>20.0</td>
<td>20.0</td>
<td>0.99</td>
<td>0.91</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>1H</td>
<td>23.0</td>
<td>43.0</td>
<td>0.99</td>
<td>0.96</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td>1I</td>
<td>20.0</td>
<td>60.0</td>
<td>0.95</td>
<td>0.88</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>1J</td>
<td>23.0</td>
<td>78.0</td>
<td>0.96</td>
<td>0.88</td>
<td>0.92</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>0.97</td>
<td>0.91</td>
<td>0.91</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>COV</td>
<td></td>
<td>0.02</td>
<td>0.04</td>
<td>0.10</td>
<td>0.02</td>
<td>0.04</td>
</tr>
</tbody>
</table>
Table 5 Comparison of the uniaxial bending plus compression test and FE results of austenitic stainless steel with the predicted strengths.

<table>
<thead>
<tr>
<th>No. of tests: 22</th>
<th>No. of FE simulations: 106</th>
<th>$R_u/R_{u,EC3}$</th>
<th>$R_u/R_{u,ASCE}$</th>
<th>$R_u/R_{u,csm1}$</th>
<th>$R_u/R_{u,csm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td></td>
<td>1.32</td>
<td>1.40</td>
<td>1.17</td>
<td>1.12</td>
</tr>
<tr>
<td>COV</td>
<td></td>
<td>9.4%</td>
<td>11.5%</td>
<td>6.7%</td>
<td>6.6%</td>
</tr>
</tbody>
</table>

Table 6 Comparison of the biaxial bending plus compression test and FE results of austenitic stainless steel with the predicted strengths.

<table>
<thead>
<tr>
<th>No. of tests: 4</th>
<th>No. of FE simulations: 60</th>
<th>$R_u/R_{u,EC3}$</th>
<th>$R_u/R_{u,ASCE}$</th>
<th>$R_u/R_{u,csm1}$</th>
<th>$R_u/R_{u,csm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td></td>
<td>1.25</td>
<td>1.72</td>
<td>1.11</td>
<td>1.05</td>
</tr>
<tr>
<td>COV</td>
<td></td>
<td>11.2%</td>
<td>10.8%</td>
<td>4.8%</td>
<td>6.3%</td>
</tr>
</tbody>
</table>

Table 7 Comparison of the uniaxial bending plus compression test and FE results of duplex stainless steel with the predicted strengths.

<table>
<thead>
<tr>
<th>No. of tests: 6</th>
<th>No. of FE simulations: 77</th>
<th>$R_u/R_{u,EC3}$</th>
<th>$R_u/R_{u,ASCE}$</th>
<th>$R_u/R_{u,csm1}$</th>
<th>$R_u/R_{u,csm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td></td>
<td>1.25</td>
<td>1.32</td>
<td>1.16</td>
<td>1.12</td>
</tr>
<tr>
<td>COV</td>
<td></td>
<td>9.2%</td>
<td>8.2%</td>
<td>5.0%</td>
<td>5.9%</td>
</tr>
</tbody>
</table>

Table 8 Comparison of the biaxial bending plus compression test and FE results of duplex stainless steel with the predicted strengths.

<table>
<thead>
<tr>
<th>No. of tests: 0</th>
<th>No. of FE simulations: 30</th>
<th>$R_u/R_{u,EC3}$</th>
<th>$R_u/R_{u,ASCE}$</th>
<th>$R_u/R_{u,csm1}$</th>
<th>$R_u/R_{u,csm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td></td>
<td>1.25</td>
<td>1.54</td>
<td>1.13</td>
<td>1.09</td>
</tr>
<tr>
<td>COV</td>
<td></td>
<td>11.7%</td>
<td>15.5%</td>
<td>3.0%</td>
<td>6.5%</td>
</tr>
</tbody>
</table>
### Table 9 Summary of the reliability analysis results for the CSM.

<table>
<thead>
<tr>
<th>Grade</th>
<th>No. of tests and FE simulations</th>
<th>$k_{d,n}$</th>
<th>b</th>
<th>$V_d$</th>
<th>$V_r$</th>
<th>$\gamma_{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austenitic</td>
<td>192</td>
<td>3.142</td>
<td>1.129</td>
<td>0.064</td>
<td>0.104</td>
<td>0.95</td>
</tr>
<tr>
<td>Duplex</td>
<td>113</td>
<td>3.186</td>
<td>1.140</td>
<td>0.047</td>
<td>0.084</td>
<td>1.04</td>
</tr>
</tbody>
</table>

### Table 10 Summary of the reliability analysis results for the simplified CSM.

<table>
<thead>
<tr>
<th>Grade</th>
<th>No. of tests and FE simulations</th>
<th>$k_{d,n}$</th>
<th>b</th>
<th>$V_d$</th>
<th>$V_r$</th>
<th>$\gamma_{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austenitic</td>
<td>192</td>
<td>3.142</td>
<td>1.095</td>
<td>0.083</td>
<td>0.117</td>
<td>1.01</td>
</tr>
<tr>
<td>Duplex</td>
<td>113</td>
<td>3.186</td>
<td>1.103</td>
<td>0.070</td>
<td>0.099</td>
<td>1.08</td>
</tr>
</tbody>
</table>