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Abstract—This paper presents a novel 64-channel ultra-low
power/low noise neural recording System-on-Chip (SoC) fea-
turing a highly reconfigurable Analogue Front-End (AFE) and
block-selectable data-driven output. This allows a tunable band-
width/sampling rate for extracting Local Field Potentials (LFPs)
and/or Extracellular Action Potentials (EAPs). Realtime spike
detection utilises a dual polarity simple threshold to enable an
event driven output for neural spikes (16-sample window). The
64-channels are organised into 16 sets of 4-channel recording
blocks, with each block having a dedicated 10-bit SAR ADC
that is time division multiplexed among the 4 channels. Each
channel can be individually powered down and configured for
bandwidth, gain and detection threshold. The output can thus
combine continuous-streaming and event-driven data packets
with the system configured as SPI slave. The SoC is implemented
in a commercially-available 0.35µm CMOS technology occupying
a silicon area of 19.1 mm2 (0.3 mm2 gross per channel) and
requiring 32µW/channel power consumption (AFE only).

I. INTRODUCTION

Understanding how the trillions of action potentials (spikes)
of the brain’s billions of neurons produce our thoughts, per-
ceptions, and actions is one of the greatest challenges of 21st

century science. In recent years we have thus witnessed an
increased appetite for new innovative neuro-technologies, in
particular leveraging on modern microtechnology. The semi-
conductor economies of scale have enabled high density mul-
tichannel silicon probes and integrated electronics to extend
the number of recording channels from 10s to 100s and soon
1,000s [1].

There are however several, often conflicting requirements
that make implementing resource-optimised ASICs for neural
recording particularly challenging:

1) Conventional neural recording systems stream digitised
data to storage or a backend processor for neural sig-
nal processing (e.g. spike detection and sorting) [2].
As the number of recording channels increases, this
method becomes inefficient in terms of power particu-
larly when recording EAPs (≈3 kHz signal bandwidth).
Here, power can be saved if only the useful spike data
is being transmitted [3], [4].

2) There is increasing interest in recording LFPs for sci-
entific purposes, but also for future brain machine in-
terfaces (BMIs) [5]. As LFP signals are a relatively low
frequency signal (≈200 Hz signal bandwidth), power can
be saved potentially through reducing the sampling rate.

3) However, it is of great interest to observe the AP and
LFP at the same time such that relations between them
can be studied [6].
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Fig. 1. System Architecture showing the 64-channels grouped into 16× 4-
channel AFE blocks.

In the system presented, each channel can be individually
configured to one of four different modes: (1) EAP streaming –
sending out raw spike recordings; (2) EAP spike event driven –
utilising spike detection to send out only the spike ‘packets’;
(3) LFP streaming – decimated to lower the data rate; (4)
Combined LFP and EAP streaming.

The remainder of this paper is organised as follows: Sec-
tion II describes the system architecture and outlines the
top level function of the system components; Section III
describes the function and design of the system in more detail;
Section IV presents simulation results with emulated neural
signals; and finally Section V summarises the specifications
and discusses areas of future work.

II. SYSTEM ARCHITECTURE

A simplified block diagram of the system is shown in Fig. 1,
including digital controllers, PLL, biasing, mixed-signal front-
end array and SRAM. The digital controller communicates
with an external controller via an SPI link, and generates an
asynchronous handshake when data is waiting to be sent so as
to request that the SPI link is activated.

The mixed-signal block contains an array of 64 Analogue
Front-Ends (AFEs), organised in blocks of 4, with each block
sharing a digital filter, threshold detector and 10-bit ADC. The
AFE contains 4-stages of amplification organised as follows:
(stage-1) provides low-noise high-gain; (stage-2) and (stage-3)
fixed gain with programmable bandpass (for selecting between
EAP and LFP); and (stage-4) programmable gain, such as to
utilize the full dynamic range of the ADC. Within each block,
the 4-channels are Time Division Multiplexed (TDM) via the
Sample and Hold (S&H) circuit and 10-bit SAR-ADC that
are controlled by the FSM – allowing for a tunable sampling
rate. A 1st-order IIR High-Pass Filter (HPF) removes the
signal offset in addition to other common-mode interference,
followed by spike detection. The in-block FSM handles the



TABLE I
DIFFERENT SUPPORTED RECORDING MODES

Channel Detection IIR Record LPF
Enable Enable Enable LFP Enable

Disable 0 X X X X
LFP Stream 1 0 0 1 1
LFP + AP Stream 1 0 0 1 0
AP Stream 1 0 X 0 0
AP Spike Events 1 1 1 0 0
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Fig. 2. Chip implementation in AMS 2P4M 0.35µm CMOS technology.
Overall chip dimensions are 3.9 mm× 4.9 mm.

AFE and digital filter settings, and provides a data/command
interface to the chip level FSM and SRAM.

Each block can be individually addressed and configured
for different recording purposes, as listed in Table I. During
streaming, the sampled data is directly read from memory
and sent out continuously; in spike event mode, the detection
results will determine whether there is a valid spike, which will
trigger the entire spike window to be sent out. The analogue
filter settings and in-channel logic are adjusted accordingly by
the FSM. Individual channels can also be disabled to reduce
data bandwidth and power consumption.

All recorded data is directly stored in the SRAM after
conversion and filtering. During data output all 16 blocks share
the SRAM and access the SPI under the administration of an
internal scheduler. The chip-level FSM manages the data/com-
mand interface between the system and external controller via
SPI, and latches the data transmission clock to blocks only
when there is valid data.

III. CIRCUIT IMPLEMENTATION

A. Overall System

The system has been implemented in AMS 0.35µm 2P4M
CMOS technology with a total area of 19.1 mm2 (0.3 mm2

gross per channel). The layout and annotated floorplan for the
entire system and individual blocks are shown in Fig. 2.

B. Analogue Front-End (AFE)

The 1st-stage low noise amplifier is based on a source-
degenerated folded-cascode topology [7], with common-mode
feedback provided through triode-biased devices. The gain
is set to 75 by the ratio of capacitances (input:feedback =
7.5 pF:100 fF), with a pseudo-resistor element connected in

parallel with feedback capacitor. The capacitors have been
implemented by combining overlapping Poly-Insulator-Poly
(PIP) and Metal-Insulator-Metal (MIM) capacitors. The 2nd

and 3rd stage amplifiers are based on a fully-balanced symmet-
ric OTA topology, with programmable feedback networks as
shown in Fig. 3. The feedback networks combine two pseudo-
resistor topologies to provide alternative highpass poles. This
uses a diode-connected PMOS pseudo-resistor to provide the
lower (<1 Hz) corner frequency and a NMOS/PMOS pair
biased in triode to provide a tunable higher corner frequency
from 30 Hz – 600 Hz. The bias voltage for the NMOS/PMOS
pair is in turn provided by a diode-connected NMOS/PMOS
[8] with tunable current, controlled by a 5-bit current DAC.
A LP filter with a selectable corner frequency (either 220 Hz
or 5 kHz) is implemented in the 3rd stage by adjusting
the bias current to the input pair. The 4th stage amplifier
provides tunable gain by changing the capacitor ratio [9].
The transconductor uses a 2-stage Miller topology to provide
sufficient speed to drive the following sampling and hold stage.

C. Analogue-to-Digital Converter (ADC)
A 4-to-1 multiplexer connects the required FEA analogue

output to the sample and hold capacitor. This is connected
to a single-ended 10-bit charge-redistribution Successive Ap-
proximation Register (SAR) ADC as shown in Fig 3.e. A
split capacitor array with unit Poly-Insulator-Poly capacitors
of 33fF is used to reduce the total capacitance with a split ratio
of 9:1 [10]. A rail-to-rail comparator with dynamic biasing is
used to accommodate for a wide analogue input range, whilst
also saving power when idle. In order to save area and power,
all the ADC were driven by the same trigger bus and operated
at the same timing.

D. IIR HPF and Threshold Crossing Detection
The IIR filter is based on a direct form II realization with

the adders and dedicated delay elements shared between each
four input channels. Tuning of the highpass corner frequency
is achieved by shifting a different number of bits, resulting
in a tuning step of 6 dB over a 50 dB range. The threshold
crossing detection is based on absolute value threshold, which
can detect both positive and negative spike.

E. Spike Processing
Within each channel, a dedicated spike processing engine is

implemented to achieve robust spike detection, based on the
threshold detection results. This classifies a spike when three
consecutive samples are above threshold. Then, a spike win-
dow is determined by allocating a preset number of samples
before and after this validation point. In this design, we select
4 samples before and 12 samples after. A request signal is
then generated after all samples have been stored, to inform
the top level FSM to transmit the spike data off-chip. This is
illustrated in Fig. 4.

If the channel is configured in streaming mode, this request
signal is generated each time there is valid sample available.
For LFP recordings a simple decimation scheme is imple-
mented, i.e. data is output every eight samples.
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Fig. 3. Circuit schematic of the in-channel block. Shown are: (a) the Analogue Front-End (AFE); (b) The first stage gain; (c) tunable pseudo-resistor (d) The
third stage gain; and (e) ADC. Key device dimensions are annotated as Width/Length in µm.
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F. Data Out and Packet Structure

The output data is then stored in SRAM, with format shown
in Fig. 5. It should be noted that in order to utilise a standard
SRAM (i.e. 8-bit word length), the LSBs of channels within
the same block are stored separately from the MSBs. After
the master controller receives and acknowledges the request
signal, a clock signal for the data transmission is asserted.
Then depending on the type of data being sent out (e.g.
spike, stream, etc), an appropriate header and data packet is
constructed, as shown in Fig. 5.

An internal scheduler is implemented to ensure only chan-
nels with a valid request are read out, in order of index.
Furthermore, to avoid losing any timing information, a counter
is used to track the latency between when the data is originally
marked as ready, and when it is actually sent out.

Fig. 6. State transition diagram for chip-level FSM. Dashed lines indicate
transitions that are triggered by a command, with solid lines indicating
automatic transitions.

TABLE II
SET OF COMMANDS FOR TOP-LEVEL FSM

Commands States Function

Analogue reset ARST Analogue reset all channels on chip or
in a selected block or a selected channel

Change HPF corner CHPF Tune global HPF cut-off frequency
Change sampling rate CSR Change sample rate of the entire chip
Configure CFG Configure a selected bank
Enter readout RO Enter state for sending out recorded data
STOP IDLE Stop current operation and return to IDLE
NOP any NOP command

G. Chip-level Control

The top-level FSM has 6 states (see Fig. 6). A transition
from idle state is always triggered by receiving a command
from the external SPI master, as shown in Table II. After
successfully receiving a command, the chip acknowledges this
by replying with an inverted copy of the previous transaction
such that the external controller can verify data integrity.

In ARST state, all AFEs are reset until a STOP command
is received. This provides the flexibility when using probes
with different impedances to control the settling times during
reset. In CFG mode, the SPI command is followed by a 16-bit
word to update the register within the selected block. The old
register values are shifted back to the SPI master at the same
time. It returns to IDLE state once all 64-bits are written. In
CHPF state, the global HPF corner frequency can be tuned
between 33.59 Hz to 507.8 Hz with a resolution of 5-bit. In



TABLE III
SUMMARY OF ACHIEVED (SIMULATED) SPECIFICATIONS

EAP LFP

Input-referred noise 300-3 kHz (µVrms) 1.92
Input-referred noise 0.1-200 Hz (µVrms) 1.26
Highpass corner (Hz) 33-600 0.02
Lowpass corner (Hz) 5.37 k-8 k 218-356
Gain 190-4254 190-4254
LSB resolution input-referred (µV) 0.65-13.33 0.65-13.33
CMRR 74 @1K 75 @10
PSRR 75 @1K 69 @10
THD -39dB -42dB

Analogue front-end power (µW) 23 24
Analogue front-end supply voltage (V) 3.0

ADC ENOB 9.1
ADC power (µW) 33.6
ADC digital supply voltage (V) 3.3

CSR state, the sampling rate for all the 16 ADCs can be
configured between 13.245 kHz and 85 kHz with a resolution
of 8-bit. In RO mode, the chip will send out recorded data
corresponding to the configuration. Any data received from the
external controller will be ignored in RO except for a STOP
command which returns the FSM to IDLE state.

IV. SIMULATION RESULTS

The simulated performance of the AFE and ADC are
summarised in Table III. The implemented system has an input
range from 0.7 mV to 15 mV without saturating the amplifiers
and/or ADC, and a worst-case noise level less than 3µV. The
overall power consumption (per block) is 130µW from a 3 V
supply voltage.

A complete transient simulation of a typical spike waveform
with four channels is shown in Fig. 7. This demonstrates the
circuit operation within a single block of four channels during
spike output mode. The threshold value for spike detection
here is individually configured for each channel after first
streaming out training data.

V. CONCLUSION

In this paper we presented a 64-channel fully-integrated
low power neural recording ASIC with the ability to record
both LFPs and EAPs in a variety of different capture modes.
The design features a richly-configurable AFE with 4-stage
amplification, in-channel analogue and digital filtering, data
conversion, threshold detection and spike processing for a
data-driven output. The circuit has been implemented in a
commercially-available 0.35µm CMOS technology, occupy-
ing a gross area of 0.3 mm2/channel and requiring an average
power consumption of 32µW/channel.
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