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Abstract

The main goal of this work is the design and analysis of passive components employing metamaterial structures and in particular the wire medium metamaterial. Although there has been a lot of research interest in the physics of such metamaterial structures, there are not many resources available describing the behaviour of classical components, such as waveguides and cavity resonators, that are formed by metamaterials. Therefore, the aforementioned widely used devices, are realized with the deployment of the “Fakirs bed of nails” and their performance is analyzed. Our motivation is to expand existing analytical models and their applications to commonly used passive electromagnetic components, with a view to explore potentially new applications. As a means of study analytical techniques together with numerical simulations and measurements were used. This thesis is structured in the following chapters.

The first chapter is an introduction to the basic principles of electromagnetics and their use on the framework of metamaterials; as illustrations some state of the art applications are presented.

The next chapter is a literature review covering the work that has been done in the area of our main research interest (i.e., the Fakir’s bed of nails as a metamaterial). An overview of the mathematics describing its behaviour is given as well as applications of the proposed structure. Attention has been paid on the latest studies because they provide complete physical insight. Some results from this chapter are used later as background knowledge for the analysis of passive components. This chapter is intended to lay the foundations for the reader to continue reading the rest of this work without the need to look in the literature.

Chapter three investigates the dispersion effects in parallel-plate waveguides with both plates being realized by the Fakir’s bed of nails. This chapter serves as an example as to how the Fakir’s bed of nails can be used to form components. An analytical solution describing the behaviour of the waveguide is presented and compared against full wave numerical simulations.

Chapter four presents a theoretical study of the resonant behaviour of metallic nanorods. A clear analogy between the coupled rods and the split rings/split squares is shown. The decline in the resonant frequency as the gap decreases, previously described in terms of self-capacitance, is interpreted by surface plasmons coupled across the gap.

Chapter five presents a new enabling technology for implementing tunable rectangular waveguide components and circuits with the use of 2D and 3D metamaterials; a holey metal surface and wire media, respectively. As proof of concepts, results for tunable rectangular waveguide filters are presented with the use of pin block inductive irises and capacitive posts. Furthermore, by adapting the traditional metal-pipe rectangular waveguide for tunability, regions of the solid metal walls are replaced by holey metasurfaces. Prototype tunable structures were measured for verification and good agreement is achieved between full-wave numerical simulations and measurements.

Chapter six analyzes a radically new design of waveguide verification device, suitable for measuring instruments such as Vector Network Analyzers. The device is designed to enable its properties to be changed, by known amounts, after the device has been connected to the system that requires verification. The performance of the device is based on introducing relative changes in the transmitted and reflected signals and so is insensitive to errors introduced by waveguide flange imperfections. This makes the technique, in principle, ideally suited for waveguide VNAs operating at millimeter- and submillimeter-wave frequencies where these flange errors can dominate the measurements. A verification device is designed, simulated and tested in WR-15 waveguide (50–75 GHz).

The last part of this thesis presents a rigorous analysis of lossy spherical cavity resonators starting from first principles. The electromagnetic field inside the spherical cavity is expanded in normal waveguide modes and the eigenfrequencies of the cavity resonator are obtained analytically by enforcing the appropriate boundary conditions at the cavity wall. Unlike perturbation techniques,
used when low losses are present, there are no inherent limitations in the presented analysis and, therefore, its applicability range is much broader. Exact analytical results, acting as a benchmark reference standard, are compared to those generated independently by two commercial full-wave simulation software packages (HFSS™ and COMSOL). When the wall transforms from being a perfect electrical conductor to free space, as its intrinsic conductivity decreases from infinity to zero, it is found that the eigenmode solvers with both software packages increasingly fail. With both software packages, all possible modeling strategies have been investigated and their associated limitations identified. Moreover, a plane-wave approximation model is proposed that accurately predicts the numerical simulation results.
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<td>Surface Plasmon Polariton</td>
</tr>
<tr>
<td>ENZ</td>
<td>Epsilon Near Zero</td>
</tr>
<tr>
<td>TA</td>
<td>Transverse Average</td>
</tr>
<tr>
<td>MPRWG</td>
<td>Metal-Pipe Rectangular Waveguide</td>
</tr>
<tr>
<td>PEC</td>
<td>Perfect Electric Conductor</td>
</tr>
<tr>
<td>PMC</td>
<td>Perfect Magnetic Conductor</td>
</tr>
<tr>
<td>THz</td>
<td>Terahertz</td>
</tr>
<tr>
<td>HFSS</td>
<td>High Frequency Structure Simulator</td>
</tr>
<tr>
<td>CST</td>
<td>Computer Simulation Technology</td>
</tr>
<tr>
<td>SR</td>
<td>Split-Ring</td>
</tr>
<tr>
<td>SS</td>
<td>Split-Square</td>
</tr>
<tr>
<td>FP</td>
<td>Free Pin</td>
</tr>
<tr>
<td>CP</td>
<td>Coupled Pins</td>
</tr>
<tr>
<td>MDM</td>
<td>Metal-Dielectric-Metal</td>
</tr>
<tr>
<td>SP3T</td>
<td>Single-Pole Three-Throw</td>
</tr>
<tr>
<td>VNA</td>
<td>Vector Network Analyzer</td>
</tr>
<tr>
<td>CMM</td>
<td>Coordinate Measuring Machine</td>
</tr>
<tr>
<td>UPMC</td>
<td>Universal Precision Measuring Machine</td>
</tr>
<tr>
<td>CS</td>
<td>Coordinate System</td>
</tr>
<tr>
<td>PNA</td>
<td>Performance Network Analyzer</td>
</tr>
<tr>
<td>TRL</td>
<td>Thru/Reflect/Line</td>
</tr>
<tr>
<td>SOLT</td>
<td>Short/Offset-short/Line/Thru</td>
</tr>
<tr>
<td>PIMMS</td>
<td>Primary Impedance Microwave Measurement System</td>
</tr>
<tr>
<td>NPL</td>
<td>National Physical Laboratory</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

In this thesis, the implementation of passive electromagnetic components with the use of the “Fakir’s bed of nails” metamaterial is studied by means of analytical techniques, full-wave simulations and experimental verification. Existing analytical models are expanded to describe the behaviour of more complicated practical devices and potentially new applications are investigated with emphasis given on exploring the advantages of reconfigurable architectures.

Specifically, the dispersion effects in parallel-plate waveguides with both plates being realized by the Fakir’s bed of nails are studied in detail. The proposed analytical model can be used as a starting point to describe more complicated components such as cavity resonators with bed of nails walls. Also, the response at optical frequencies of an infinite chain of nanopins (aligned along their axis) is described in terms of coupled surface plasmon polaritons. This structure can be regarded as a modification of the “Fakir’s bed of nails” where the pins are aligned along their axis to form a 1D periodic structure. Furthermore, the implementation of reconfigurable waveguide components employing the “Fakir’s bed of nails” is demonstrated with the realization of tunable waveguide filters and cavity resonators. Based on this approach, a new technique to verify waveguide measuring systems is proposed with the use of a single reconfigurable device. Finally, given the importance of full-wave simulation software, particularly for studying metamaterials, a stress-testing analysis of commercial solvers is undertaken with lossy spherical cavity resonators acting as benchmark reference structures.

In this chapter a brief overview of the basic electromagnetic theory is presented to enable an easier transition to the more advanced material presented in the main body of this thesis. As a result, little previous experience in this area is required. However, for a thorough analysis of these introductory concepts one has to study extensive literature. First, Maxwell’s equations together with the constitutive equations are reviewed since they are the starting point for the electromagnetic analysis of all the structures presented in this work. Moreover, the electronic polarization associated with metals at optical frequencies is discussed. Next, an introduction to the Brillouin zones as a means to study periodic structures is presented followed by an analysis on surface plasmon polaritons where the dispersion characteristics of a metal slab are derived. Finally, some illustrative state-of-the-art practical applications are also presented to demonstrate how the aforementioned analytical models can be used to engineer structures with desired unusual electromagnetic properties.

1.1 Maxwell’s Equations

The macroscopic electromagnetic behaviour of an arbitrary structure or system is described, as is well-known for over a century, by Maxwell’s equations. The integral form of these equations,
following Minkowski’s notation, can be written as
\[
\begin{align*}
\oint_{\Gamma(S)} \mathbf{E} \cdot d\mathbf{l} &= -\frac{\partial}{\partial t} \iint_{S(t)} \mathbf{B} \cdot d\mathbf{S} \\
\oint_{\Gamma(S)} \mathbf{H} \cdot d\mathbf{l} &= -\iint_{S(t)} \left( \mathbf{J}_t + \frac{\partial \mathbf{D}}{\partial t} \right) \cdot d\mathbf{S} \\
\iint_{S(V)} \mathbf{B} \cdot d\mathbf{S} &= \iint_{V(S)} \mathbf{\mu}_n \, dV \\
\iint_{S(V)} \mathbf{D} \cdot d\mathbf{S} &= \iint_{V(S)} \mathbf{\varepsilon}_n \, dV
\end{align*}
\]
where \( \mathbf{E} \), \( \mathbf{H} \), \( \mathbf{D} \) and \( \mathbf{B} \) are the electric field, magnetic field, electric flux density (displacement vector) and magnetic flux density, respectively. Moreover, \( \mathbf{\mu}_n \) and \( \mathbf{\varepsilon}_n \) are the magnetic volume charge density, electric volume charge density and current density due to free charges, respectively. However, \( \mathbf{\mu}_n = 0 \) since there are not magnetic monopoles; this term helps restore symmetry in Maxwell’s equations. Here, \( V(S) \) and \( S(V) \) represent a volume \( V \) bound by a surface \( S \) and vice versa, as shown in Fig. 1.1. It should be noted that the previous set of equations (1.1) is valid only when the boundaries are standing still (i.e., Gaussian surfaces) and describes the electromagnetic behaviour within spatial regions.

\[ \begin{array}{c}
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \\
\nabla \times \mathbf{H} = \mathbf{J}_t + \frac{\partial \mathbf{D}}{\partial t} \\
\nabla \cdot \mathbf{B} = 0 \\
\nabla \cdot \mathbf{D} = \mathbf{\varepsilon}_n
\end{array} \]  

subject to the boundary conditions (1.6). In contrast to (1.1), (1.2)-(1.5) describe the electromagnetic behaviour at each point in space except for the points that lie on the boundaries. At the boundaries, the fields are given by the boundary conditions (1.6). The previous set of equations can be re-written

\[ \text{Figure 1.1: An arbitrary volume in space as bound by a surface.} \]

However, in many cases it is convenient to solve differential equations instead of integral ones. Therefore, (1.1) can be written as

\[ \begin{align*}
\nabla \times \mathbf{E} &= -\frac{\partial \mathbf{B}}{\partial t} \\
\nabla \times \mathbf{H} &= \mathbf{J}_t + \frac{\partial \mathbf{D}}{\partial t} \\
\nabla \cdot \mathbf{B} &= 0 \\
\nabla \cdot \mathbf{D} &= \mathbf{\varepsilon}_n
\end{align*} \]  

subject to the boundary conditions (1.6). In contrast to (1.1), (1.2)-(1.5) describe the electromagnetic behaviour at each point in space except for the points that lie on the boundaries. At the boundaries, the fields are given by the boundary conditions (1.6). The previous set of equations can be re-written
\[ u_n \cdot (D_1 - D_2) = \varrho_{s,f} \]
\[ u_n \times (E_1 - E_2) = 0 \]
\[ u_n \cdot (B_1 - B_2) = 0 \]
\[ u_n \times (H_1 - H_2) = J_{s,f} \]  

(1.6)

Figure 1.2: Boundary conditions for Maxwell’s equations.

so that the fields are formulated in terms of their free-space expressions (this is usually the preferred notation by physicists). However, before proceeding, some useful concepts have to be introduced first. For example, the polarization vector \( \mathbf{P} \) describes the presence of matter whereas the electric field \( \mathbf{E} \) is the field quantity that is induced by external (impressed) current sources and sources inside the medium. The same concept also holds for the magnetization vector \( \mathbf{M} \) and the magnetic field \( \mathbf{H} \). Thus, the polarization and magnetization vectors characterize an arbitrary medium. On the other hand, the displacement vector \( \mathbf{D} \) and magnetic flux vector \( \mathbf{B} \) are hybrid quantities that combine the presence of matter with the existence of any type of sources (external and internal). For non-singular charge distributions, after plugging the constitutive equations \( \mathbf{D} = \varepsilon_0 \mathbf{E} + \mathbf{P} \) and \( \mathbf{B} = \mu_0 (\mathbf{H} + \mathbf{M}) \) into (1.2)-(1.5), Maxwell’s equations can be written in differential form as follows

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \]  
(1.7)

\[ \nabla \times \mathbf{B} = \mu_0 \left( \mathbf{J}_f + \nabla \times \mathbf{M} + \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t} + \frac{\partial \mathbf{P}}{\partial t} \right) \]  
(1.8)

\[ \nabla \cdot \mathbf{B} = 0 \]  
(1.9)

\[ \nabla \cdot \mathbf{E} = \frac{\varrho_{e,f}}{\varepsilon_0} - \frac{\nabla \cdot \mathbf{P}}{\varepsilon_0} \]  
(1.10)

1.2 Constitutive Equations

Maxwell’s equations consist a set of eight equations; two vector and two scalar equations. Given that \( \mathbf{J}_f \) and \( \varrho_{e,f} \) are related to each other with the equation of charge conservation \[ \int_S \mathbf{J}_f \cdot dS + \int_V \frac{\partial \varrho_{e,f}}{\partial t} dV = 0 \] (which is external to Maxwell’s equations i.e., it describes a different physical law), the number of the independent equations is reduced by one. Furthermore, Gauss law for the magnetic field can be derived from Faraday’s law, thus there are six independent equations relating twelve field quantities (i.e., \( \mathbf{E}, \mathbf{D}, \mathbf{H} \) and \( \mathbf{B} \)) to each other. Hence, six more equations are needed in order to solve Maxwell’s equations unambiguously. These equations, whenever is possible to be expressed in closed form, are referred to as constitutive equations. However, it should be underlined that the quantities \( \mathbf{J}_f \) and \( \varrho_{e,f} \) are external to Maxwell’s equations which means that they require an additional physical model on top of Maxwell’s equations in order to be calculated.

The constitutive equations must obey the principal of causality since they describe natural media. This means that there is a delay between the cause and its effect. In our case, we assume that the fields \( \mathbf{E} \) and \( \mathbf{H} \) are causing the polarization and magnetization effects, respectively. For
example, the polarization can be expressed by the following convolution integrals

\[
P_i(r, t) = \varepsilon_0 \sum_{j=1}^{3} \int_{-\infty}^{t} \int V(x, y, z) \chi^{(1)}_{ijkl}(r', t'; r, t) E_j(r', t') dV' dt' + \varepsilon_0 \sum_{j=1}^{3} \sum_{k=1}^{3} \int_{-\infty}^{t} \int V(x, y, z) \chi^{(2)}_{ijkl}(r'', t''; r', t; r, t) E_j(r'', t'') E_k(r', t') dV' dV'' dt' dt'' + \ldots \tag{1.11}
\]

where \( i = (j, k, l) \) represents the axis of the coordinate system. As can been seen the relationship between \( P \) and \( E \) does not have to be linear necessarily. In (1.11) the spatial integration is over the entire volume occupied by the material whereas the temporal integration is over all past times (i.e., \( t \leq t' \)) which reflects hysterisis phenomena between \( P \) and \( E \). It is interesting to note that the dyadic (second order tensor) \( \chi^{(1)} \) is a 3 \times 3 matrix which means that different components of the electric field have a different effect on each component of the polarization. Similarly, for the magnetization one can write a relationship of the form

\[
M_i(r, t) = \mu_0 \sum_{j=1}^{3} \int_{-\infty}^{t} \int V(x, y, z) \chi^{(2)}_{ijkl}(r'', t''; r', t; r, t) H_j(r'', t'') H_k(r', t') dV' dV'' dt' dt'' + \ldots \tag{1.12}
\]

which is the dual relationship of (1.11). As a result, the constitutive equations can be written as

\[
D = \varepsilon_0 E + P = \bar{\varepsilon} \star E \equiv \bar{\varepsilon}_h \star E + \text{N}(E) \equiv \varepsilon_0 \left( \bar{I} + \bar{\chi}^{(1)} \right) E + \text{N}(E) \equiv \varepsilon_0 \bar{\varepsilon} \star E + \text{N}(E) \tag{1.13}
\]

\[
B = \mu_0 (H + M) \bar{\mu} \star H \equiv \bar{\mu}_h \star H + \text{N}(H) \equiv \mu_0 \left( \bar{I} + \bar{\chi}^{(2)} \right) H + \text{N}(H) \equiv \mu_0 \bar{\mu} \star H + \text{N}(H) \tag{1.14}
\]

where \( \text{N}(E) \) and \( \text{N}(H) \) correspond to the non-linear terms in the polarization and magnetization, respectively. However, (1.13) and (1.14) are valid for materials that do not have coupling between the polarization and magnetization. In the presence of coupling, the previous equations are modified to

\[
\begin{align*}
D &= \bar{\varepsilon} \star E + \bar{\xi} \star H \\
B &= \bar{\xi} \star E + \bar{\mu} \star H
\end{align*}
\]

\[
\begin{bmatrix} D \\ B \end{bmatrix} = \bar{\mathcal{C}} \begin{bmatrix} E \\ H \end{bmatrix} \tag{1.15}
\]

where \( \bar{\mathcal{C}} \) is a 6 \times 6 matrix, to include such magnetoelectric coupling.

1.3 Models for the Polarization

With natural materials various polarization mechanisms occur at different frequency regions. For example, at GHz frequencies the main polarization effect (usually found in liquids) is due to the orientation of the dipolar molecules, whereas at higher frequencies (i.e., higher than 1 THz) with
1.3 Models for the Polarization

Electron

Figure 1.3: Oscillator model of the atom describing electronic polarization effects.

molecules consisting of more than one kind of atoms, the polarization is mainly due to the atomic displacement (i.e., atomic polarization). At optical frequencies, the main polarization effect is due to the relative displacement of the electrons (i.e., electronic polarization). In this section we will focus on the latter polarization mechanism as this is found with metals at optical frequencies and will be used later in Chapter 4.

The dielectric properties of matter can be described by the simplified model of an oscillator, as shown in Fig. 1.3, where the electron is assumed to be bound to the nucleus and oscillating due to an applied electric field \( E(t) \). Thus, a dipole moment \( p(t) \) (in microscopic level) is created because the electron under the existence of the electric field moves away from the nucleus. The macroscopic dipole moment can be obtained by spatial averaging of the microscopic dipole moment over the material’s volume. Specifically, if \( r(t) \) is the displacement at the equilibrium state of an electron having a mass of \( m_e \) then the inertia force is given by Newton’s law \( m_e \frac{d^2 r(t)}{dt^2} \) and the restoring force can be approximated by the linear term \( -kr(t) \) (in analogy to the spring-mass system in mechanics), where \( k \) is a positive constant characteristic of the bond. Here, we assume that the motion of the electron is affected by the fields created by neighbouring atoms that are oscillating due to thermal energy. Thus, the collisions of the electron with neighbouring atoms can be seen as a form of friction that can be described by the term \( -m_\gamma \frac{dr(t)}{dt} \) (proportional to the velocity), where \( \gamma \) is a positive constant. Hence, the equation of motion of the electron can be formulated as

\[
\sum F = m_e a \Rightarrow m_e \frac{d^2 r(t)}{dt^2} + m_\gamma \frac{dr(t)}{dt} + kr(t) = e \left( E(t) + \frac{dr(t)}{dt} \times B \right) \quad (1.16)
\]

where the electron is subject to the Lorentz force \( F_{\text{Lorentz}} \). In the case where \( B = 0 \) or practically when \( \left| \frac{dr(t)}{dt} \times B \right| \ll |E| \), (1.16) reduces to

\[
- m_\omega^2 r(t) + j\omega m_\gamma r(t) + kr(t) = eE(t) \quad (1.17)
\]

Equation (1.17) can be transformed in the frequency domain by substituting the phasors \( r(t) = \Re \{ r(\omega)e^{j\omega t} \} \) and \( E(t) = \Re \{ E(\omega)e^{j\omega t} \} \) into (1.17), resulting in

\[
- m_\omega^2 r(\omega) + j\omega m_\gamma r(\omega) + kr(\omega) = eE(\omega) \quad (1.18)
\]

Thus, the displacement can be expressed as:

\[
r(\omega) = \frac{-e}{m_\omega^2 - j\omega m_\gamma - k} E(\omega) = \frac{-e/m_e}{\omega^2 - \omega_0^2 - j\omega \gamma} E(\omega) \quad (1.19)
\]
where $\omega_p = \sqrt{\frac{k}{m_e}}$ is the eigenfrequency. Writing (1.19) in the time domain one gets

$$r(t) = \Re \left\{ \frac{-e/m_e}{\omega^2 - \omega_0^2 - j\omega\gamma} E(\omega)e^{j\omega t} \right\}$$

(1.20)

Now, assuming that there are $N$ such dipoles the polarization can be written as follows

$$P(t) = -\Re \left\{ \frac{Ne^2/m_e}{\omega^2 - \omega_0^2 - j\omega\gamma} E(\omega)e^{j\omega t} \right\}$$

(1.21)

Here, the assumption that the dipoles are independent is made, since any dependence between them has been taken into account in (1.17) by the friction term. Therefore, (1.21) can be written in the frequency domain as

$$P(\omega) = \varepsilon_0 \frac{\omega^2}{\omega^2 - \omega^2 + j\omega\gamma} E(\omega)$$

(1.22)

where $\omega_p = \frac{Ne^2}{\varepsilon_0 m_e}$ is the plasma angular frequency. The displacement vector can then be expressed as

$$D(\omega) = \varepsilon_0 E(\omega) + P(\omega) = \varepsilon_0 \left( 1 + \frac{\omega_p^2}{\omega_0^2 - \omega^2 + j\omega\gamma} \right) E(\omega) \equiv \varepsilon_0 \varepsilon_r(\omega) E(\omega)$$

(1.23)

where $\varepsilon_r = 1 + \frac{\omega_p^2}{\omega_0^2 - \omega^2 + j\omega\gamma} \equiv \varepsilon'_r(\omega) - j\varepsilon''_r(\omega)$ with $\varepsilon'_r(\omega) = 1 + \frac{\omega_p^2 (\omega_0^2 - \omega^2)}{(\omega_0^2 - \omega^2)^2 + \omega^2 \gamma^2}$ and $\varepsilon''_r(\omega) = \frac{\omega^2 \omega \gamma}{(\omega_0^2 - \omega^2)^2 + \omega^2 \gamma^2} = \chi''(\omega)$. This frequency dispersion model is usually referred to as the Lorentz dispersion model. However, natural materials very often exhibit many Lorentz type resonances (i.e., due to different polarization mechanisms) resulting in a dielectric function of the form [1, 2]

$$\varepsilon(\omega) = \varepsilon_0 \left( 1 + \sum_i \frac{N_i e^2/m_e \varepsilon_0}{\omega_0^2 - \omega^2 + j\omega\gamma} \right)^{1}$$

(1.24)

It is important to note that different mechanisms have different values for the parameters $\omega_0$ and $\gamma_i$. Starting from (1.23), one can investigate various limit cases of great practical interest. For example, $\lim_{\gamma \to 0} \chi(\omega)$ gives the susceptibility of a lossless dielectric (i.e., there are no collisions). Thus, following from (1.23) the susceptibility can be written as

$$\chi(\omega) = \lim_{\gamma \to 0^+} \frac{(\omega_0^2 - \omega^2)^2}{(\omega_0^2 - \omega^2)^2 + \omega^2 \gamma} \frac{\omega_p^2}{\omega_0^2 - \omega^2} - j \lim_{\gamma \to 0^+} \frac{\omega_p^2 \omega \gamma}{(\omega_0^2 - \omega^2)^2 + \omega^2 \gamma}$$

$$= \frac{\omega_p^2}{\omega_0^2 - \omega^2} - j \frac{\pi \omega_p^2}{\omega} \lim_{\gamma \to 0^+} \frac{1}{\pi} \left( \frac{\omega_0^2 - \omega^2}{\omega^2} \right)^2 + \gamma^2 = \frac{\omega_p^2}{\omega_0^2 - \omega^2} - j \frac{\pi \omega_p^2}{\omega} \delta \left( \frac{\omega_0^2 - \omega^2}{\omega} \right)$$

(1.25)

1This expression can also be interpreted using a quantum-mechanical approach as

$$\varepsilon(\omega) = \varepsilon_0 \left( 1 + \sum_{j,i \neq j} f_{ji} (N_i - N_j) e^2/m_e \varepsilon_0 \right)$$

where $\omega_{0ji} = \frac{E_j - E_i}{\hbar}$ and $N_j, N_i$ are the populations of the energy levels $E_j$ and $E_i$, respectively. Here, $f_{ji}$ are called “oscillator strengths” and they obey the rule $\sum f_{ji} = Z$ with $Z$ being the atomic number.
After some algebraic manipulations and using the properties of the Dirac's delta function, \(\chi_p(\omega)\) is written as

\[
\chi_p(\omega) = \frac{\omega_0^2}{\omega_0^2 - \omega^2} - j\frac{\pi \omega_p^2}{2\omega} \left[ \delta(\omega - \omega_0) + \delta(\omega + \omega_0) \right] = \frac{\omega_0^2}{\omega_0^2 - \omega^2} - j\frac{\pi \omega_p^2}{2\omega_0} \left[ \delta(\omega - \omega_0) - \delta(\omega + \omega_0) \right]
\] (1.26)

Similarly, the susceptibility of lossy plasma media (i.e., \(\omega_0 \to 0\) and \(\gamma \neq 0\)) is given by

\[
\chi_p(\omega) = \omega_0^2 \lim_{\omega \to \omega_0} \frac{1}{j\omega(\gamma + j\omega)} + \omega_0^2 \lim_{\omega \to \omega_0} \frac{1}{j\omega + \gamma + j\omega} = \frac{\omega_0^2}{\gamma + j\omega} U(\omega)
\]

\[
= \frac{\omega_0^2}{\gamma + j\omega} \left( \frac{1}{j\omega} + \pi \delta(\omega) \right) = \frac{\omega_0^2}{\gamma + j\omega} \frac{\pi \omega_0^2 \delta(\omega)}{\gamma + j\omega} = \frac{\omega_0^2}{\gamma + j\omega} + \frac{\pi \omega_0^2 \delta(\omega)}{\gamma}
\] (1.27)

which in the case of collisionless (i.e., lossless) plasma \((\omega_0 \to 0\) and \(\gamma \to 0\)) reduces to

\[
\chi_p(\omega) = -\frac{\omega_0^2}{\varepsilon_0}
\] (1.28)

Usually dispersion within metals is also of great practical interest. Within metals conduction electrons can move freely. This means that the simple polarization model presented in Fig. 1.3 is still valid with the modification that the restoring force is zero. Thus, (1.17) reduces to

\[
m_e \frac{d^2 \mathbf{r}(t)}{dt^2} + m_e \frac{d \mathbf{r}(t)}{dt} = e \mathbf{E}(t)
\] (1.29)

\[
m_e \frac{d \mathbf{v}(t)}{dt} + m_e \mathbf{v}(t) = e \mathbf{E}(t)
\] (1.30)

\[
\frac{d \mathbf{J}(t)}{dt} + \gamma \mathbf{J}(t) = \frac{Ne^2}{m_e} \mathbf{E}(t)
\] (1.31)

Solving for the current density, one can obtain the frequency domain relationship

\[
\mathbf{J}(\omega) = \frac{Ne^2}{m_e} \frac{\varepsilon_0 \omega_0^4}{1 + j\omega_0^2} \mathbf{E}(\omega)
\] (1.32)

where \(\sigma_0 = \frac{Ne^2}{m_e \gamma} = \omega_0^2 \varepsilon_0 \tau\), corresponding to the well-known Drude dispersion model. In the more general case of an anisotropic material the conductivity becomes a tensor and \(\mathbf{J}(\omega) = \sigma(\omega) \cdot \mathbf{E}(\omega)\).

The short analysis presented here on the material parameters is of great importance when undertaking full-wave numerical simulations since it helps to avoid erroneous results that may be latent [3].

### 1.4 Brillouin Zones

In this section, a brief overview of the analysis of periodic structures is presented. This approach is used in Chapter 3 to study the electromagnetic behaviour of metamaterial waveguides. Generally, periodic structures of infinite extent (see Fig. 1.4(a)) can be studied by calculating their electromagnetic behaviour within a unit cell of their lattice. This makes the analysis of such structures possible because geometric periodicity results in periodic field distributions. According to Floquet-Bloch
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Figure 1.4: Construction of the Brillouin zones with a square lattice. (a) The periodic structure in the physical space (direct lattice) with primitive lattice vectors \( \mathbf{a}, \mathbf{b} \). (b) The first three Brillouin zones in the reciprocal space (\( \mathbf{k} \)-space) and (c) the irreducible Brillouin zone.

Theorem the electromagnetic fields in a periodic structure can be expanded into Fourier series with each term corresponding to a spatial Floquet harmonic [4]. Therefore, it is sufficient to describe the wave propagation within a single unit cell since the behaviour at any other lattice point is associated with the behaviour at a point within the first Brillouin zone. In other words, once the fields are obtained at every point within a unit cell, they can then be calculated at a generic point in the structure because they share the same periodicity with the lattice.

A quick way to determine the Brillouin zones is as follows. Starting from a fixed point (i.e., origin), lines to the nearest neighbours are drawn with orthogonal lines crossing them in the middle (the latter lines are called Bragg planes). The points in the reciprocal space (including the origin) that are bound by the Bragg planes form the first Brillouin zone. Similarly, lines from the origin to the next nearest neighbours are drawn with perpendicular lines drawn in the middle (Bragg planes). The points between the first Brillouin zone and the Bragg planes form the second Brillouin zone. Following this approach, the next Brillouin zones can be constructed, as shown in Fig. 1.4(b). The first Brillouin zone can be further simplified by considering only the high symmetry points (\( \Gamma \), \( X \), \( M \)) that form the so-called irreducible Brillouin zone, as shown in Fig. 1.4(c). This is possible because infinite structures have specific symmetry properties and are invariant under translation, rotation and mirror operations. Hence, the irreducible Brillouin zone can be deducted from the first Brillouin zone and vice versa the first Brillouin zone can be reconstructed from the irreducible Brillouin zone, by applying the previous symmetry rules. Therefore, the fields at a generic lattice point can be mapped onto an equivalent point within the irreducible Brillouin zone.

1.5 Surface Plasmon Polaritons

The concept of surface waves is of paramount importance in optics and specifically in plasmonics. Although surface waves can be found with various names, i.e. ground waves, Zenneck waves, Sommerfeld waves, they are usually referred to as surface plasmon polaritons (SPPs) in plasmonics. Physically, SPPs are collective oscillations of electrons at the surface. However, SPPs are just surface waves at a metal-dielectric interface [5]. With a conventional metal-dielectric interface, SPPs can be excited only for a parallel polarized (also referred to as transverse magnetic TM or P-polarized) incoming wave because a normal to the interface electric field component is required to interact with the surface charges. As shown in Fig. 1.5, a parallel polarized (TM) incoming wave has its electric field vector on the plane of incidence, whereas a perpendicular polarized (also referred to as
transverse electric TE or S-Polarized) wave has its electric field vector orthogonal to the plane of incidence.

The electromagnetic behaviour of an infinite metal slab when illuminated by a TM polarized wave (Fig. 1.6) can be studied analytically to provide further physical insight in the propagation of surface plasmon polaritons and a solid background for the study presented in Chapter 4. In this type of problems, the dispersion relationship is of great importance since it describes the characteristics of all the modes supported by a structure.

From (1.2)-(1.3) in a source-free region, considering a steady state plane wave solution of the form \( \mathbf{E}, \mathbf{H} \propto e^{j(\omega t - \mathbf{k} \cdot \mathbf{r})} \) where \( \mathbf{k} = (k_x, k_y, k_z) \) and \( \mathbf{r} = (x, y, z) \), the magnetic field for a TM polarized incoming wave, with a \( N \)-layer structure, can be written as (the time dependence \( e^{j\omega t} \) is omitted)

\[
H_y = \begin{cases} 
A_i e^{-j\mathbf{k}_{inc} \cdot \mathbf{r}} + B_i e^{-j\mathbf{k}_{ref} \cdot \mathbf{r}} & \text{for } 1 \leq i \leq N - 1 \\
A_N e^{-j\mathbf{k}_{tr} \cdot \mathbf{r}} & \text{for } i = N
\end{cases}
\] (1.33)

where \( A_i \) and \( B_i \) are the amplitudes of the incident wave and reflected wave, respectively, \( \mathbf{k}_{inc} = (k_x, 0, k_z) \) is the wavevector of the incident wave, \( \mathbf{k}_{ref} = (k_x, 0, -k_z) \) is the wavevector of the reflected wave and \( \mathbf{k}_{tr} = (k_x, 0, k_{zN}) \) is the wavevector of the transmitted wave. As can be seen, the magnetic field in each of the first \( N - 1 \) layers is the superposition of an incident wave and a reflected wave. On the other hand, in the \( N^{th} \) layer there is only an incident wave since this layer is semi-infinitely thick in the \( z \)-direction and hence, there are no reflections. Limiting our study to a 3-layer structure,
as shown in Fig. 1.6, (1.33) can be re-written as

\[
H_\parallel(x, z) = \begin{cases} 
(A_1 e^{-jk_{z1}z} + B_1 e^{jk_{z1}z}) e^{-jk_{x}x} & \text{for } z \leq 0 \\
(A_2 e^{-jk_{z2}z} + B_2 e^{jk_{z2}z}) e^{-jk_{x}x} & \text{for } 0 < z < d \\
(A_3 e^{-jk_{z1}(z-d)}) e^{-jk_{x}x} & \text{for } z \geq d
\end{cases}
\] (1.34)

\[
E_\parallel(x, z) = \begin{cases} 
\frac{k_{z1}}{\omega \varepsilon_1} (A_1 e^{-jk_{z1}z} - B_1 e^{jk_{z1}z}) e^{-jk_{x}x} & \text{for } z \leq 0 \\
\frac{k_{z2}}{\omega \varepsilon_2} (A_2 e^{-jk_{z2}z} - B_2 e^{jk_{z2}z}) e^{-jk_{x}x} & \text{for } 0 < z < d \\
\frac{k_{z1}}{\omega \varepsilon_1} A_3 e^{-jk_{z1}(z-d)} e^{-jk_{x}x} & \text{for } z \geq d
\end{cases}
\] (1.35)

\[
E_\parallel(x, z) = \begin{cases} 
-\frac{k_x}{\omega \varepsilon_1} (A_1 e^{-jk_{z1}z} + B_1 e^{jk_{z1}z}) e^{-jk_{x}x} & \text{for } z \leq 0 \\
-\frac{k_x}{\omega \varepsilon_2} (A_2 e^{-jk_{z2}z} + B_2 e^{jk_{z2}z}) e^{-jk_{x}x} & \text{for } 0 < z < d \\
-\frac{k_x}{\omega \varepsilon_1} A_3 e^{-jk_{z1}(z-d)} e^{-jk_{x}x} & \text{for } z \geq d
\end{cases}
\] (1.36)

where \(k_{z1}\) and \(k_{z2}\) are the \(z\)-component of the wavevector in medium 1 and 2, respectively. Now, enforcing the appropriate boundary conditions at the interfaces at \(z = 0\) and \(z = d\) (i.e., continuity
Figure 1.7: Dispersion diagram for a 10 nm gold slab. The surface plasmon resonance is $\omega_s = \frac{\omega_p}{\sqrt{2}}$ is indicated with a dashed line and the dispersion curve for a single interface is also shown for comparison.

of the tangential field components) the following set of equations is obtained.

$$
\begin{array}{cccccc}
1 & 1 & -1 & -1 & 0 & A_1 \\
1 & -1 & \frac{k_{2z} \varepsilon_1}{k_{1z} \varepsilon_2} & \frac{k_{2z} \varepsilon_1}{k_{1z} \varepsilon_2} & 0 & B_1 \\
0 & 0 & e^{-j k_{2z} d} & e^{j k_{2z} d} & -1 & A_2 \\
0 & 0 & \frac{k_{2z} \varepsilon_1}{k_{1z} \varepsilon_2} e^{-j k_{2z} d} & -\frac{k_{2z} \varepsilon_1}{k_{1z} \varepsilon_2} e^{j k_{2z} d} & -1 & A_3
\end{array}
$$

(1.37)

It is interesting to note that there are 5 unknowns and only 4 equations and thus, an unambiguous solution cannot be obtained. However, $A_1$ can be chosen arbitrarily since it corresponds to the amplitude of the incident field and thus, is known a priori. Therefore, the rest of the unknowns can be expressed as functions of $A_1$ to obtain an unambiguous solution. Moreover, the reflection and transmission coefficients $R$ and $T$, respectively can be defined as

$$
R = \frac{B_1}{A_1} = \frac{2 \left( e^{-j k_{2z} d} - 1 \right) \left( \frac{k_{2z} \varepsilon_1}{k_{1z} \varepsilon_2} \right)^2 - 1}{\left( \frac{k_{2z} \varepsilon_1}{k_{1z} \varepsilon_2} + 1 \right)^2 - e^{-j k_{2z} d} \left( \frac{k_{2z} \varepsilon_1}{k_{1z} \varepsilon_2} - 1 \right)^2}
$$

(1.38)

$$
T = \frac{A_3}{A_1} = \frac{4 \frac{k_{2z} \varepsilon_1}{k_{1z} \varepsilon_2} e^{-j k_{2z} d}}{\left( \frac{k_{2z} \varepsilon_1}{k_{1z} \varepsilon_2} + 1 \right)^2 - e^{-j k_{2z} d} \left( \frac{k_{2z} \varepsilon_1}{k_{1z} \varepsilon_2} - 1 \right)^2}
$$

(1.39)

The dispersion relation can be obtained from the poles of the reflection coefficient since this corresponds to $A_1 = 0$ and hence, the eigenmodes of the structure can be obtained as

$$
k_{2z} \varepsilon_1 - j k_{1z} \varepsilon_2 \cot \left( \frac{k_{2z} d}{2} \right) = 0
$$

(1.40)
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**Figure 1.8:** Two commonly used surface plasmon resonance excitation configurations. (a) Kretschmann-Raether configuration where the SPP is excited at the rear interface and (b) Otto configuration where the SPP is excited at the front interface.

![Figure 1.9](image2.png)

**Figure 1.9:** Amplitude of the reflection coefficient for a TM incoming wave. The total internal reflection angle $\theta_c$ and resonance angle $\theta_r$ are also indicated.

\[
k_{z_2}\varepsilon_1 + jk_{z_1}\varepsilon_2 \tan \left( \frac{k_{z_2}d}{2} \right) = 0 \tag{1.41}
\]

As can be seen, there are two distinct modes with the lowest branch corresponding to a symmetric $E_x$ distribution across the slab and the upper branch corresponding to an antisymmetric $E_x$ distribution.

In Fig. 1.7, the dispersion diagram for a 10 nm thick gold slab with $\varepsilon_2 = \varepsilon_0 \left(1 - \frac{\omega_p^2}{\omega^2}\right)$ and $\mu_2 = \mu_0$ is shown, where the dispersion curve for a single interface ($N = 2$) is also plotted for comparison.

Usually, SPPs cannot be excited by a wave traveling in free-space and hence special configurations are required. This can be seen in Fig. 1.7 where the light line does not cross the dispersion curves and hence, there is no $k_x$ that can excite the SPPs. For this reason, special structures are required with two well-known excitation configurations shown in Fig. 1.8, where a prism is used to excite the SPPs. In order to excite a SPP, the incoming wave must impinge on the interface at an angle $\theta$, greater than the critical angle $\theta_c$ corresponding to total internal reflection, as shown in Fig. 1.9.
1.6 Metamaterials Applications

In this section, based on the previous analysis, some illustrative applications are presented in order to demonstrate how practical devices with desired unusual electromagnetic properties can be realized and some of the opportunities offered by metamaterials are discussed. The story of metamaterials is considered as a relatively new research field since the term “metamaterial” was first introduced two decades ago to describe engineered materials with unusual electromagnetic behaviour resulting from their structure. These materials usually have inclusions much smaller than the operation wavelength and hence, they can be characterized using homogenization techniques by effective material parameters. For example, negative index media is one of the most popular classes of metamaterials. However, the first report of negative refraction was at the beginning of the previous century and very few works had been published until the beginning of the 21st century where an explosion of interest took place with numerous works.

One of the first highlights of metamaterials was the implementation of negative refraction media (media having negative permittivity and permeability simultaneously). As seen in Fig. 1.10(a), where a slab with negative refractive index is illuminated by a weakly focused Gaussian beam, the phase velocity and the propagation direction are antiparallel within the slab and the beam bends away from the normal when incident at the top interface. This is in contrast to conventional media, as shown in Fig. 1.10(b), where the beam bends toward the normal when propagating from air to a denser medium and the phase velocity and propagation direction are always parallel. Further insight in the response of a negative index slab can be obtained from the analysis presented in Section 1.5 by setting $\varepsilon_2 = -1$ and $\mu_2 = -1$. It is interesting to note that such a slab is matched to free-space impedance (i.e., $R = 0$) and that the propagating waves (with $k_z$ real) undergo negative refraction whereas the evanescent waves (with $k_z$ imaginary) undergo amplitude amplification. The latter is a key property of a negative index media and allows the realization of flat lenses with super-resolution.

One of the challenges for many years was the implementation of imaging devices with sub-wavelength resolution. Metamaterials revealed various ways to realize such devices. As mentioned previously, negative refractive index media is only one way to implement a flat superlens [5, 7].

Figure 1.10: A weakly focused Gaussian beam impinging on a dielectric slab with (a) $\varepsilon_r = -2$ and $\mu_r = -1$ and (b) $\varepsilon_r = 2$ and $\mu_r = 1$. The direction of propagation can be determined by the left/right hand rule as shown at the top.
Figure 1.11: Superlens with sub-wavelength resolution realized by (a) a silver slab and (b) a stack of silver slabs. The thickness of the slab(s) is 10 nm. Poynting vector streamlines are also shown.

Figure 1.12: Electric field profile for the lens shown in Fig. 1.11(a).

However, a slab with negative permittivity can also be used for sub-wavelength resolution. As is well-known, the concept of sub-wavelength imaging requires the excitation of coupled SPPs at the two interfaces across the slab. The imaging properties of the slab can be studied by decomposing the object field into its $k_x$-spectrum (for 1D imaging) using the Fourier Transform and the contributions of all $k_x$ components are then added to obtain the field distribution at any point in space. The super-resolution is obtained due to the amplification of the amplitude of the evanescent field components (containing the high-resolution information) within the slab. As shown in Fig. 1.11(a), a silver slab can be employed to realize a superlens (for TM polarization) at optical frequencies—at microwave and millimeter-wave frequencies, the use of metamaterials is needed to provide a negative permittivity material. Also, with the use of metamaterials it is possible to realize a lens with super-resolution for TE polarization by controlling the permeability. This lens offers sub-wavelength resolution by reconstructing the near-field evanescent waves and therefore, for most practical applications several layers need to be stacked so that the image can be translated to larger distances, as shown in Fig. 1.11(b).

Fig. 1.11 shows the electric field profile at the object and image planes for the single slab lens shown in Fig. 1.10(a). The object represented by a Gaussian field distribution is transferred to the image plane with similar form although its peak is lower and bandwidth broader.
Another application that has drawn much attention is the so-called invisibility cloak. One way to implement such a cloak is with a material that is able to divert electromagnetic waves so that they bypass around an object surrounded by the cloak [6]. The material forming the cloak is usually realized by employing anisotropy in both the permittivity and permeability. As shown in Fig. 1.13, when a beam impinges on the cloak the object placed in the interior is hidden since it does not cause any perturbation to the incident beam i.e., there is no scattering due to the object. Thus, any objects surrounded by the cloak are invisible to an observer located outside the cloak. The implementation of such a device requires a highly anisotropic material that enables different levels of divergence to the incident wave (the rays closer to the center of the cloak deflect stronger). For example, the cloak shown in Fig. 1.13 has the following material dyadics [8].

\[
\varepsilon = \mu = \begin{bmatrix}
\frac{r - R_1}{r} \cos^2 \phi + \frac{r}{r - R_1} \sin^2 \phi & \left( \frac{r - R_1}{r} - \frac{r}{r - R_1} \right) \sin \phi \cos \phi & 0 \\
\left( \frac{r - R_1}{r} - \frac{r}{r - R_1} \right) \sin \phi \cos \phi & \frac{r - R_1}{r} \sin^2 \phi + \frac{r}{r - R_1} \cos^2 \phi & 0 \\
0 & 0 & \left( \frac{R_2}{R_2 - R_1} \right)^2 \frac{r - R_1}{r}
\end{bmatrix}
\]

where \( R_1 \) and \( R_2 \) are the radii of the inner and outer shells, respectively.

As is clear, metamaterials offer the opportunity to realize devices with extraordinary characteristics and therefore, it is natural to attract significant research interest from across many disciplines as they can be employed in a diverse range of applications.
References


Chapter 2

The “Fakir’s Bed of Nails” Metamaterial

In this chapter, a detailed study of the “Fakir’s bed of nails” metamaterial is presented. Its properties are derived from first principles using homogenization techniques and emphasis is given on the strong spatial dispersion associated with the wire medium structure. The dispersion characteristics are obtained analytically for both polarizations (TE and TM) and additional boundary conditions (necessary with spatially dispersive media) are introduced in order to describe the propagation effects in the “Fakir’s bed of nails”. Moreover, simplified models appropriate for densely packed pins are presented and practical applications of the “Fakir’s bed of nails” metamaterial are also discussed.

2.1 Introduction

Over the last decade, from across many disciplines, there has been a great deal of activity in the area of metamaterials that brought to light opportunities to engineer devices with superior performance and unusual characteristics. One of the most thoroughly studied classes of metamaterials is the so-called wire medium, which was first introduced in 1953 as a dielectric with permittivity below unity that could be used for microwave lenses [1–5]. Some years later, it was also used to emulate a medium with plasma properties [6], whereas in 1983 an array of metal pins attached to a ground plane, as shown in Fig. 2.1, was introduced in order to implement a surface reactance [7].

However, spatial dispersion effects were neglected at that time. Thirty years later, it was shown that the wire medium possesses strong spatial dispersion characteristics, even at low frequencies, which cannot be neglected [8, 9]. In addition to the transverse electromagnetic (TEM) mode, an additional transverse magnetic (TM) mode is supported within the wire medium, as shown by its amplitude $A_{TM}^\gamma$ in Fig. 2.1. As a result, a rigorous study of such metamaterials was then undertaken in [10–19], where accurate analytical models were derived using additional boundary conditions and/or quasi-static approximations, to eliminate the additional degree of freedom due to spatial dispersion. However, when the spacing between adjacent pins is small compared to the wavelength of the incident electromagnetic wave, the surface impedance does not depend on the incident angle. In a case like this, the pins act as transmission lines that are short-circuited at the one end (ground plane) and hence, the TEM mode is supported [9, 20].

To accurately predict the electromagnetic behaviour of this microstructured material the permittivity dyadic needs to be non-local because of the charge accumulation along the pins. This means that for plane waves the permittivity of the wire medium depends not only on the frequency but also on the components of the wave vector. In this case the relative permittivity dyadic $\varepsilon$, of
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**Figure 2.1:** Geometry of the proposed Fakir’s bed of nails. (a), Perspective view, (b) side view and (c) top view. It is formed by metallic pins arranged periodically in a square lattice (with periodicity \( a \)). They are embedded in a host dielectric substrate and their bottom ends are connected to a ground plane.

The medium can be written in the form [9]

\[ \varepsilon_r = \varepsilon_h (u_x u_x + \varepsilon_{yy} u_y u_y + u_z u_z) \quad \text{where} \quad \varepsilon_{yy} = 1 - \frac{k_y^2}{k_h^2 - k_y^2} \]  \hspace{1cm} (2.1)

and for square lattices \( k_p^2 = \frac{2\pi/a^2}{\ln \left( \frac{a}{2\pi r_0} \right) + 0.5275} \) [9, 20]. Also, \( a \) is the periodicity of the lattice, \( r_0 \) is the radius of the pins (\( r_0 \ll \lambda \) where \( \lambda \) is the wavelength of operation), \( k_h = \eta_0 \sqrt{\varepsilon_h} \) is the wavenumber in the host medium, \( k_0 = \omega/c \) is the free-space wavenumber, \( \varepsilon_h \) is the relative permittivity of the dielectric host medium and \( k_y \) is the component of the wave vector along the \( y \)-direction (axis of the pins). By inspection of (2.1), it is clear that the wire medium is described by an anisotropic permittivity that is equal to the permittivity of free space in the transverse to the pins plane (\( x-z \) plane) and has a Drude-like response along the pins. This is expected to some extent since the pins limit the electrons to move only along the \( y \)-direction. Specifically, the dependence of \( \varepsilon_{yy} \) on \( k_y \) means that permittivity depends on spatial derivative with respect to \( y \) and thus, is spatially dispersive. As can be seen from (2.1) the pins are assumed to be very thin so that the permittivity in the \( x-z \) plane is that of free space (\( \varepsilon_0 \)). Furthermore, equation (2.1) suggests that the wire medium can be treated as a uniaxial medium with the optical axis along the \( y \)-direction.

The dispersion equation can be derived directly starting from the Maxwell’s equations. Assuming plane waves of the form \( \mathbf{E}(r) = \mathbf{E}_0 e^{-jkr} \) and \( \mathbf{H}(r) = \mathbf{H}_0 e^{-jkr} \) the Maxwell’s equations in the \((\omega, \mathbf{k})\) domain can be written in the following form

\[ \mathbf{k} \times \mathbf{E}_0 = k_0 \eta_0 \mathbf{\mu}_r \cdot \mathbf{H}_0 \]  \hspace{1cm} (2.2)
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\[
k \times \mathbf{H}_0 = -\frac{k_0}{\eta_0} \bar{\epsilon}_r \cdot \mathbf{E}_0 \tag{2.3}\]

where \( \eta_0 = \sqrt{\frac{\mu_0}{\varepsilon_0}} \) is the free-space impedance and in our case \( \bar{\mu}_r = \bar{I} \) because the wire medium does not have any magnetic materials. After some calculations the fields inside the medium can be decomposed into TE\(^v\) and TM\(^v\) waves and hence, the dispersion equation for each one of them obtained separately, as shown in what follows.

\[
k \times \mathbf{E}_0 = k_0\eta_0 \bar{\mu}_r \cdot \mathbf{H}_0 \quad \text{and} \quad \mathbf{H}_0 = -\frac{1}{\eta_0} \mathbf{E}_0 \quad \text{or} \quad \mathbf{E}_0 \cdot (\bar{\varepsilon}_r \bar{\mu}_r) \cdot \mathbf{H}_0 = 0
\]

\[
-k \times \mathbf{H}_0 = -k_0 \bar{\eta}_0 \bar{\varepsilon}_r \cdot \mathbf{E}_0 \quad \text{and} \quad \mathbf{E}_0 \cdot (\bar{\mu}_r \bar{\varepsilon}_r) \cdot \mathbf{H}_0 = 0
\]

where \( \mu_r \) and \( \varepsilon_r \) are the relative permeability and permittivity, respectively in the \( x-z \) plane. As is well-known, for a TE\(^v\) wave the following two conditions hold; \( k \cdot \mathbf{E} = 0 \) and \( \mathbf{u}_y \cdot \mathbf{E} = 0 \). Similarly, for a TM\(^v\) wave \( k \cdot \mathbf{H} = 0 \) and \( \mathbf{u}_y \cdot \mathbf{H} = 0 \). So the fields can be written as \([21, 22]\)

\[
\mathbf{E}_{\text{TE}}(\mathbf{r}) = \frac{\mathbf{u}_y \times \mathbf{k}}{|\mathbf{u}_y \times \mathbf{k}|} E_0 e^{-jkr}
\]

\[
\mathbf{H}_{\text{TM}}(\mathbf{r}) = \frac{\mathbf{u}_y \times \mathbf{k}}{|\mathbf{u}_y \times \mathbf{k}|} H_0 e^{-jkr}
\]

Substituting equations (2.6) into (2.2) and (2.7) into (2.3) we get

\[
\mathbf{E}_{\text{TM}}(\mathbf{r}) = -\frac{\eta_0}{k_0 |\mathbf{u}_y \times \mathbf{k}|} \bar{\varepsilon}_r \cdot k \times (\mathbf{u}_y \times \mathbf{k}) H_0 e^{-jkr}
\]

\[
\mathbf{H}_{\text{TE}}(\mathbf{r}) = \frac{1}{k_0 |\mathbf{u}_y \times \mathbf{k}|} \bar{\mu}_r \cdot k \times (\mathbf{u}_y \times \mathbf{k}) E_0 e^{-jkr}
\]

The dispersion equation for the TM\(^v\) polarization can be found by inserting (2.8) into (2.3) as shown below.

\[
k \times \left( \bar{\varepsilon}_r \cdot \left[ k \times (\mathbf{u}_y \times \mathbf{k}) \right] \right) + k_0^2 \bar{\mu}_r \cdot (\mathbf{u}_y \times \mathbf{k}) = 0\tag{2.10}
\]

\[
(\mathbf{k} \times (\mathbf{u}_x - k \cdot \mathbf{u}_y)) \left[ \bar{\varepsilon}_r (k_x^2 + k_y^2) + k_x^2 \bar{\varepsilon}_{yy} - \varepsilon_{yy} \varepsilon_r \bar{\mu}_r k_0^2 \right] = 0
\]

\[
\bar{\varepsilon}_r \left[ (\mathbf{u}_x \cdot \mathbf{k}) (\mathbf{u}_x \cdot \mathbf{k}) + (\mathbf{u}_x \cdot \mathbf{k}) (\mathbf{u}_x \cdot \mathbf{k}) + \varepsilon_{yy} (\mathbf{u}_y \cdot \mathbf{k}) (\mathbf{u}_y \cdot \mathbf{k}) - \varepsilon_{yy} \varepsilon_r \bar{\mu}_r k_0^2 \right] = 0
\]

which can be written in a more compact form as \([21]\)

\[
\bar{\varepsilon}_r \cdot \mathbf{k} - \varepsilon_{yy} \varepsilon_r \bar{\mu}_r k_0^2 = 0
\]

where "·" stands for the double dot product \([23]\). Following the same procedure the dispersion equation for the TE\(^v\) wave can be written as

\[
\bar{\mu}_r \cdot \mathbf{k} - \varepsilon_{yy} \varepsilon_r \mu_r k_0^2 = 0\tag{2.12}
\]

In our case, where the Fakir’s bed of nails consists of non-magnetic materials and the permittivity is given by (2.1), the dispersion equations (2.11), (2.12) reduce to \([9, 14]\)

\[
k^2 + k_z^2 = \varepsilon_{yy} (k_h^2 - k_y^2) \Rightarrow k^2 = k_h^2 - k_y^2 \quad \text{TM}^v \text{ mode}\tag{2.13}
\]

\[
k^2 = k_h^2 \quad \text{TE}^v \text{ mode}\tag{2.14}
\]

where \( k^2 = k \cdot k \)
2.2 Additional Boundary Conditions

Let us now assume that a plane wave with wavevector \( \mathbf{k}_{\text{inc}} = k_x \mathbf{u}_x + k_y \mathbf{u}_y \), where \( \mathbf{k}_y = (k_x, 0, k_z) \) lies on the \( x-z \) plane and is the component of the wavevector that is parallel with respect to the interface of the textured surface, impinges on the wire medium. For a propagating wave, as shown in Fig. 2.1(b), \( k_x \) can be expressed as \( k_x = k_0 \sin \vartheta \), where \( k_0 = \omega / c \). Additionally, the \( y \)-component of the wavevector in the air side can be written as \( k_y = -j \gamma_0 = -j \sqrt{k_y^2 - k_0^2} \), where \( \gamma_0 \) is the propagation constant in free space. When the incident wave is TE\(^p\) polarized, it does not interact with the pins - as can be seen from (2.14) – and hence the wire medium behaves like a dielectric slab with relative permittivity \( \varepsilon_{\text{r}} \).

Indeed, if the incoming electric field is of the form of \( \mathbf{E} = e^{\gamma_0 y} e^{-j k_z z} \mathbf{u}_x \), it can be written as

\[
E_x = \begin{cases} 
(e^{\gamma_0 y} + R^{TE} e^{-\gamma_0 y}) e^{-jk_z z} & y > 0 \\
(A_{+}^{\text{TE}} e^{-\gamma_0 y} + A_{-}^{\text{TE}} e^{\gamma_0 y}) e^{-jk_z z} & -L < y < 0 
\end{cases}
\]  

(2.15)

where \( \gamma_{\text{TE}} = \sqrt{k_y^2 - k_0^2} \) is the propagation constant of the TE\(^p\) mode, \( R^{TE} \) is the reflection coefficient for the electric field and \( A_{+}^{\text{TE}} \) is the amplitude of the electric field inside the dielectric slab. Now the magnetic field can be calculated from the expression \( \mathbf{H} = \frac{j}{\omega \mu} \nabla \times \mathbf{E} \) if the following boundary conditions are taken into account

\[
\mathbf{u}_y \times (\mathbf{E}_{\text{air}} - \mathbf{E}_{\text{wire medium}}) \bigg|_{y=0} = 0 \Rightarrow E_z(y = 0) \bigg|_{\text{wire medium}} - E_z(y = 0) \bigg|_{\text{air}} = 0 \\
\mathbf{u}_y \times (\mathbf{H}_{\text{air}} - \mathbf{H}_{\text{wire medium}}) \bigg|_{y=0} = 0 \Rightarrow H_x(y = 0) \bigg|_{\text{wire medium}} - H_x(y = 0) \bigg|_{\text{air}} = 0 \\
\mathbf{u}_y \times \mathbf{E}_{\text{wire medium}} \bigg|_{y=-L} = 0 \Rightarrow E_z(y = -L) = 0
\]

(2.16)

(2.17)

(2.18)

which imply the continuity of the electric and magnetic fields at the air-wire medium interface and that the electric field vanishes at a PEC interface. Thus, the following \( 3 \times 3 \) linear system can be obtained.

\[
\begin{bmatrix}
-1 & 1 & 1 \\
\gamma_0 & -\gamma_{\text{TE}} & \gamma_{\text{TE}} \\
0 & e^{\gamma_{\text{TE}} L} & e^{-\gamma_{\text{TE}} L}
\end{bmatrix}
\begin{bmatrix}
R_{+}^{\text{TE}} \\
A_{+}^{\text{TE}} \\
A_{-}^{\text{TE}}
\end{bmatrix}
= \begin{bmatrix}
1 \\
\gamma_0 \\
0
\end{bmatrix}
\]

(2.19)

The reflection coefficient \( R^{TE} \) can be found as

\[
R_{+}^{\text{TE}} = -\frac{\gamma_{\text{TE}} - \gamma_0 \tanh (\gamma_{\text{TE}} L)}{\gamma_{\text{TE}} + \gamma_0 \tanh (\gamma_{\text{TE}} L)} = -\frac{\sqrt{k_y^2 - k_0^2} + j \sqrt{k_y^2 - k_0^2} \tan (\sqrt{k_y^2 - k_0^2} L)}{\sqrt{k_y^2 - k_0^2} - j \sqrt{k_y^2 - k_0^2} \tan (\sqrt{k_y^2 - k_0^2} L)}
\]

(2.20)

\[
A_{+}^{\text{TE}} = \frac{\gamma_0}{\gamma_{\text{TE}} \cosh (\gamma_{\text{TE}} L) + \gamma_0 \sinh (\gamma_{\text{TE}} L)} = -\frac{\gamma_0 \text{sech}(\gamma_{\text{TE}} L)}{\gamma_{\text{TE}} + \gamma_0 \tanh(\gamma_{\text{TE}} L)}
\]

(2.21)

\[
A_{-}^{\text{TE}} = \frac{\gamma_0 [1 + \tanh(\gamma_{\text{TE}} L)]}{\gamma_{\text{TE}} + \gamma_0 \tanh(\gamma_{\text{TE}} L)}
\]

(2.22)

and the surface impedance that the incoming wave sees can be written as

\[
Z_{+}^{\text{TE}} = -\frac{E_z(y = 0)}{H_z(y = 0)} \bigg|_{\text{air}} = \frac{j k_0 \gamma_0}{\gamma_{\text{TE}}} \tanh (\gamma_{\text{TE}} L) = \frac{j k_0 \gamma_0}{\sqrt{k_y^2 - k_0^2}} \tan (\sqrt{k_y^2 - k_0^2} L)
\]

(2.23)
On the other hand, a TM\textsuperscript{y} polarized wave excites both the TEM\textsuperscript{y} and TM\textsuperscript{y} mode inside the wire medium because it induces a current that flows along the pins. For example, if for simplicity the incoming magnetic field is assumed to be $H = e^{\gamma_0 y} e^{-j k z} u_y$ and taking into account that $k_{\parallel}$ is preserved along the $y$-direction, the magnetic field in all space is given by the following expression \[ 2.24 \]

$$
H_y = \begin{cases} 
(e^{\gamma_0 y} + R_{TM} e^{-\gamma_0 y}) e^{-j k y} & y > 0 \\
(A_{TEM}^+ e^{-j k y} + A_{TEM}^- e^{j k y} + A_{TM}^+ e^{-\gamma_{TM} y} + A_{TM}^- e^{\gamma_{TM} y}) e^{-j k y} & -L < y < 0
\end{cases}
$$

where $\gamma_{TM} = \sqrt{k_{\parallel}^2 + k_{\parallel}^2 - k_{\parallel}^2}$ is the propagation constant of the TM\textsuperscript{y} mode, $R_{TM}$ is the reflection coefficient for the magnetic field and $A_{TEM}^\pm$, $A_{TM}^\pm$ are the amplitudes of the supported TEM\textsuperscript{y} and TM\textsuperscript{y} modes. As can be easily seen, (2.24) has five unknowns but the classical boundary conditions, (2.16)-(2.18) are only three and thus insufficient to solve this problem. Therefore, additional boundary conditions need to be considered in order to determine all the unknowns.

However, before the derivation of the new boundary conditions is presented, a brief outline of some fundamental homogenization concepts is given [12]. The microscopic electric and magnetic fields $(e, h)$ inside the wire medium verify Maxwell’s equations

\[ 2.25 \]

$$
\nabla \times e = -j \omega \mu h
$$

\[ 2.26 \]

$$
\nabla \times h = j \omega \varepsilon e + J_d
$$

and have the Floquet property [24]. This means that the electric and magnetic field are periodic along the directions in which the microstructured material is assumed to be infinite. In our case, $(e, h) e^{j k_{\parallel} y}$ is periodic inside the wire medium so the transverse (with respect to the plane normal to the orientation of the pins) average (TA) fields can be defined as [12]

\[ 2.27 \]

$$
E_{av}^T (y) = \frac{1}{A_{cell}} \int_{\Omega_T} e(r)e^{j k_{\parallel} y} dx dz
$$

\[ 2.28 \]

$$
H_{av}^T (y) = \frac{1}{A_{cell}} \int_{\Omega_T} h(r)e^{j k_{\parallel} y} dx dz
$$

where $A_{cell}$ is the area of $\Omega_T$ (for a square lattice $A_{cell} = a^2$). To this end, it is important to note that the TA fields represent macroscopic quantities rather than microscopic ones, so starting from (2.25)-(2.26) the expressions for the macroscopic fields are obtained

\[ 2.29 \]

$$
\left( \nabla_{||} + \frac{\partial}{\partial y} u_y \right) \times e e^{j k_{\parallel} y} = -j \omega \mu h e^{j k_{\parallel} y}
$$

\[ 2.30 \]

$$
\left( \nabla_{||} + \frac{\partial}{\partial y} u_y \right) \times h e^{j k_{\parallel} y} = j \omega \varepsilon e e^{j k_{\parallel} y} + J_d e^{j k_{||} y}
$$

where $\nabla_{||} = \frac{\partial}{\partial x} u_x + \frac{\partial}{\partial z} u_z$. Integrating (2.29)-(2.30) over $\Omega_T$ and using (2.27)-(2.28) the following two expressions for the macroscopic fields are obtained [12]

\[ 2.31 \]

$$
- j k_{||} + \frac{\partial}{\partial y} u_y \right) \times E_{av}^T = -j \omega \mu H_{av}^T
$$
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Figure 2.2: Geometry of a unit cell. The Fakir’s bed of nails is periodic along the plane $\Omega_T$.

\[
\begin{pmatrix}
-j\mathbf{k}_y + \frac{\partial}{\partial y} \mathbf{u}_y \\
\end{pmatrix} \times \mathbf{H}^T = j\omega \varepsilon_k(y) \mathbf{E}^T + \mathbf{J}_{d,av}(y) \tag{2.32}
\]

where $\mathbf{J}_{d,av}$ is defined by [12]

\[
\mathbf{J}_{d,av}(y) = \frac{1}{A_{cell}} \int_{\partial A} \mathbf{J}_c(r)e^{jk_yr} \frac{1}{|\mathbf{u}_n \times \mathbf{u}_y|} d\ell \tag{2.33}
\]

where $\partial A$, $\mathbf{u}_y$ are shown in Fig. 2.2 and the current $\mathbf{J}_c$ is given by the boundary condition $\mathbf{u}_n \times \mathbf{h} = \mathbf{J}_c$. From (2.31)-(2.32) one observes that the components of the fields along the $y$-direction (normal components) are continuous when the tangential TA fields are continuous, so at the free space-wire medium interface the following two conditions hold [12].

\[
\mathbf{u}_y \cdot \left( \mathbf{H}^T_{nw}(y = 0) \bigg|_{wire \ medium} - \mathbf{H}^T_{nw}(y = 0) \bigg|_{air} \right) = 0 \tag{2.34}
\]

\[
\mathbf{u}_y \cdot \left( \varepsilon_k \mathbf{E}^T_{nw}(y = 0) \bigg|_{wire \ medium} - \mathbf{E}^T_{nw}(y = 0) \bigg|_{air} + \frac{\mathbf{J}_{d,av}(y = 0)}{j\omega} \right) = 0 \tag{2.35}
\]

It is important to note that the current flowing on the pins surface along the $y$-direction should vanish at $y = 0$ since the air side has zero conductivity. In other words, $\mathbf{u}_y \cdot \mathbf{J}_{d,av}(y = 0) = 0$. This means that (2.35) is reduced to [12]

\[
\mathbf{u}_y \cdot \left( \varepsilon_k \mathbf{E}^T_{nw}(y = 0) \bigg|_{wire \ medium} - \mathbf{E}^T_{nw}(y = 0) \bigg|_{air} \right) = 0 \tag{2.36}
\]

However, (2.24) is still undetermined because one more boundary condition is needed. So far, only the behaviour at the air interface has been analyzed. To this end, the effects taking place at the PEC interface [13] are studied. It is well known, that the electric field does not have any tangential components at a PEC boundary. Thus, assuming that the pins are perfect conductors, the electric field verifies the conditions $\mathbf{e} \cdot \mathbf{u}_y$ (pins side) and $\mathbf{e} \cdot \mathbf{u}_z$, $\mathbf{e} \cdot \mathbf{u}_x$ (ground plane side), so $\mathbf{e} = 0$ at the PEC interface. Moreover, the surface charge density $\varrho_s$ on an arbitrary pin is given by $\varepsilon_0 \varepsilon_k \mathbf{e} \cdot \mathbf{u}_n = \varrho_s$. This relation implies that the surface charge density should be zero at the PEC interface since the electric field is zero.

Next, assuming that the pins are very thin and taking into account the continuity equation $\nabla \cdot \mathbf{J} = -j\omega \varrho_s$, a relation between the microscopic current $\mathbf{J}_c$ and the TA fields can be established.
Within the thin wire approximation, the current is flowing along the $y$-direction which means that 
\[ I_y = \frac{1}{j\omega} \frac{d}{dl} \mathbf{J}_e \cdot \mathbf{u}_y, \]
where $l$ is the length along the pin. As can be seen, the charge vanishes only when 
\[ \frac{d}{dl} \mathbf{J}_e \cdot \mathbf{u}_y = 0. \]
Starting from the fact that the current is distributed uniformly over the cross section of the pins, i.e. 
\[ \mathbf{J}_e = \frac{I(y)}{2\pi r_0} \mathbf{e}^{-j\mathbf{k}_y \mathbf{r}} \mathbf{u}_y, \]
where $I$ is the current along the pin and using (2.33) one gets 
\[ \mathbf{J}_{d,av}(y) = \frac{1}{\mathcal{A}} I(y) \mathbf{u}_y. \]
Solving for $I(y)$ and substituting $I(y)$ into the expression for $\mathbf{J}_e$ we obtain [13]
\[ J_{e,y} = \frac{a^2}{2\pi r_0} e^{-j\mathbf{k}_y \mathbf{r}} \mathbf{J}_{d,av}(y) \cdot \mathbf{u}_y \]  
(2.37)
where $r = \ell \mathbf{u}_y$. Thus, in order 
\[ \frac{dJ_{e,y}}{dl} = 0 \]
to be verified, an additional boundary condition at the PEC interface of the form [13]
\[ \left( -j\mathbf{k}_\parallel + \mathbf{u}_y \frac{d}{dy} \right) \cdot \mathbf{u}_y \mathbf{u}_y \cdot \mathbf{J}_{d,av} = 0 \]  
(2.38)
needs to be considered. Using (2.32), (2.38) can also be written as [13]
\[ \frac{d}{dy} \left[ \omega \varepsilon_0 \varepsilon_h \mathbf{u}_y \cdot \mathbf{E}_y^r(y = -L) + \mathbf{u}_y \times \mathbf{k}_y \cdot \mathbf{H}_y^r(y = -L) \right] = 0 \Rightarrow \]
\[ k_0 \varepsilon_h \frac{dE_y^r}{dy} \bigg|_{y=-L} - k_0 \eta_0 \frac{dH_y}{dy} \bigg|_{y=-L} = 0 \]  
(2.39)
Putting all these together, and using (2.16)-(2.18), (2.24), (2.36), (2.39) the original scattering problem can now be solved analytically. Of course, since we are primarily interested in the reflection coefficient $R_{TM}$, (2.24) can be simplified further by taking into account that the tangential components of each one of the TE$_s$, TM$_s$ and TEM$_s$ modes vanish independently at the PEC boundary [14]. This is because of the symmetric structure of the Fakir’s bed of nails. Having this in mind, (2.24) can be written in the form [14]
\[ H_s = \begin{cases} \left( e^{\gamma_0 y} + R_{TM} e^{-\gamma_0 y} \right) e^{-j\mathbf{k}_y z} & y > 0 \\ A_{TEM} \cos \left( (y + L) k_h \right) + A_{TM} \cosh \left( (y + L) \gamma_{TM} \right) e^{-j\mathbf{k}_y z} & -L < y < 0 \end{cases} \]  
(2.40)
As a consequence, (2.40) and the boundary conditions (2.16),(2.17),(2.36) yield to the following block of equations [14].
\[ \begin{bmatrix} 1 & -\cos \left( k_h L \right) & -\cosh \left( \gamma_{TM} L \right) \\ -\gamma_0 & -\frac{k_h}{\varepsilon_h} \sin \left( k_h L \right) & -\frac{\gamma_{TM}}{\varepsilon_h} \sinh \left( k_h L \right) \\ \gamma_0^2 + k_h^2 - k_0^2 & k_h^2 \cos \left( k_h L \right) & -\gamma_{TM}^2 \cosh \left( \gamma_{TM} L \right) \end{bmatrix} \begin{bmatrix} R_{TM} \\ A_{TEM} \\ A_{TM} \end{bmatrix} = \begin{bmatrix} 1 \\ -\gamma_0 \\ -\gamma_0^2 - k_h^2 \end{bmatrix} \]  
(2.41)
From the expression above, the reflection coefficient can be calculated straightforward and is equal to
\[ R_{TM} = \frac{k_h k_v^2 \tan \left( k_v L \right) - k_h^2 \gamma_{TM} \tanh \left( \gamma_{TM} L \right) + \varepsilon_h k_v^2 \left( k_v^2 + k_h^2 \right)}{k_h k_v^2 \tan \left( k_v L \right) - k_h^2 \gamma_{TM} \tanh \left( \gamma_{TM} L \right) - \varepsilon_h k_v^2 \left( k_v^2 + k_h^2 \right)} \]  
(2.42)
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\[ \begin{align*}
\bar{\varepsilon} &= \varepsilon_h (\mathbf{u}_u \cdot \mathbf{u}_u + \varepsilon_{yy} \mathbf{u}_u \cdot \mathbf{u}_u + \mathbf{u}_u \cdot \mathbf{u}_u) \quad \text{where} \quad \varepsilon_{yy} \to \infty
\end{align*} \]

Figure 2.3: Field distributions for a TM and TE polarized incoming wave. (a) \( H_x \) and (b) \( E_z \) distributions for TM polarization. (c) \( E_x \) and (d) \( H_z \) distributions for TE polarization. The parameters are: \( r_0/a = 0.01 \), \( L = a \), \( \theta = 45^\circ \) and \( k_0a = 1.05 \).

In order to get better insight in the behaviour of the Fakir’s bed of nails, the fields for both polarizations are shown in Fig. 2.3. As can be seen, the bed of nails interacts only with a parallel polarized incoming wave whereas, for perpendicular polarization it behaves like a dielectric slab backed by a ground plane.

2.3 Equivalent Surface Impedance

In this section attempt to study the cases in which a local model for the relative permittivity \( \bar{\varepsilon} \) can be used is presented. Let us assume that the Fakir’s bed of nails consists of pins that are packed very densely, so that \( \frac{a}{L} \gg 1 \). In this case, the wire medium can be seen as a medium with extreme anisotropy described by a relative permittivity of the form [9, 14]

\[ \bar{\varepsilon} = \varepsilon_h (\mathbf{u}_u \cdot \mathbf{u}_u + \varepsilon_{yy} \mathbf{u}_u \cdot \mathbf{u}_u + \mathbf{u}_u \cdot \mathbf{u}_u) \quad \text{where} \quad \varepsilon_{yy} \to \infty \]

This suggests that spatial dispersion effects can be neglected and the propagating along the pins TEM\(^*\) mode sees an infinite permittivity. With a TEM\(^*\) mode, \( k_y^2 = k_h^2 \) and therefore, from (2.1) \( \varepsilon_{yy} \to \infty \) so that \( E_y = 0 \) and \( D_y \) is finite. Under these circumstances, the metamaterial can be treated as an impedance boundary, as described in [7]. For densely packed pins, (2.42) reduces to

\[ R_{TM} \approx -\frac{k_h \tan (k_h L) + \varepsilon_h \gamma_0}{k_h \tan (k_h L) - \varepsilon_h \gamma_0} \]

because when \( a \to 0 \) (and \( r_0/a \) is constant – the model is valid for \( a \to 0 \) as long as \( r_0/a \) is constant), from the definition of \( k_p \) and the propagation constant \( \gamma_{TM} \) follows that \( k_p \to \infty \) and \( \gamma_{TM} \to k_p \).

At a generic surface that can be described using the surface impedance concept, the boundary condition (Leontovich boundary condition) [20, 25]

\[ \mathbf{E} \times \mathbf{u}_n = Z_s (\mathbf{u}_n \times \mathbf{H}) \times \mathbf{u}_n \]  

holds, where \( Z_s \) is the surface impedance and \( \mathbf{u}_n \) is the unit normal vector pointing towards the free-space side (in our case \( \mathbf{u}_n = \mathbf{u}_y \) ). For the geometry shown in Fig. 2.1, (2.45) reads

\[ Z_s^{TM} = -\frac{E_y(y = 0)}{H_x(y = 0)} \bigg|_{\text{air}} = \frac{j \eta_0 \gamma_0}{k_0} \left( \frac{R_{TM} - 1}{R_{TM} + 1} \right) = j \eta_0 \frac{1}{\sqrt{\varepsilon_h}} \tan (k_h L) \]
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where the electric field $E$ can be calculated from Ampere’s law $E = \frac{1}{j\omega r}\varepsilon^\prime \nabla \times H$ with $\varepsilon^\prime = \frac{1}{\varepsilon_h (u, u_y + \frac{1}{\varepsilon_h} u_y + u, u_y)}$. What is remarkable in (2.46) is that the surface impedance is independent of the incident angle of the incoming electromagnetic wave. Of course, this property is valid only in the limit case in which the pins are arranged very densely and hence the spatial dispersion can be neglected.

In the analysis presented thus far, the pins were assumed lossless (i.e., PEC). Although this is a very good approximation at microwave frequencies some further discussion is required to demonstrate its range of applicability. As has already been shown, the relative permittivity of the metal pins is given by

$$\varepsilon_m = 1 + \frac{\sigma}{j\omega \varepsilon_0}$$  \hspace{1cm} (2.47)

which, in the microwave spectrum, can be re-written as

$$\varepsilon_m = 1 + \frac{2}{j(k_0 \delta)^2}$$  \hspace{1cm} (2.48)

where $\delta = \sqrt{\frac{2}{\omega \mu_0 \sigma}}$ is the skin depth. In general, in the case of lossy metal pins the effective homogenized permittivity along the $y$-direction can be written as [10]

$$\varepsilon_{yy}(\omega, k_y) = 1 + \frac{1}{(\varepsilon_h - \varepsilon_m) f_V} \frac{k_y^2 - k_p^2}{k_p^2}$$  \hspace{1cm} (2.49)

where $f_V = \pi \left( \frac{r_0}{a} \right)^2$ is the volume fraction of the pins (describing the volume occupied by the pin within the unit cell). It is interesting to note that (2.49) reduces to (2.1) in the case of PEC pins (i.e., $\varepsilon_m \to -\infty$). With finite conductivity pins, the TEM$^y$ mode (supported by PEC pins) is converted to a quasi-TEM$^y$ mode with a dispersion relation of the form $k_y = k_y(\omega, k_\parallel)$ [10, 31]. As can be seen, the quasi-TEM$^y$ mode is dispersive as it depends on $k_\parallel$ and hence, the phase velocity along the pin axis depends on the phase shift on the transverse to the pins plane. As a result, the losses can be neglected only when this dependence can be neglected [14]. Therefore, in order to evaluate the level of dependence, the parameter $k_y(\omega, k_\parallel = \infty)$ can be introduced as a means to quantify the dependence of $k_y$ on $k_\parallel$ [14]. Thus, taking into account (2.48) the following relation has to be close to unity in order to neglect losses [14]

$$\frac{k_y(\omega, k_\parallel = \infty)}{k_y(\omega, k_\parallel = 0)} \approx \sqrt{k_y^2 + k_p^2} \frac{1 - j(k_y a)^2 \left( \frac{\delta}{r_0} \right)^2}{k_y^2}$$  \hspace{1cm} (2.50)

where $k_p^2 = -\frac{\varepsilon_h k_p^2}{(\varepsilon_m - \varepsilon_h) f_V}$. It is clear, that losses can be neglected only when $\frac{\delta}{r_0} \ll 1$ [14].

It is interesting to note that the accuracy of the previous homogenization approach is higher when $k_y a \ll \pi$ and $k_\parallel a \ll \pi$ [14]. Also, when the pin radius diverges from the thin wire approximation, the permittivity in the transverse to the pins plane needs to be corrected to take into account the polarization effects in this plane and can be written as [10]

$$\varepsilon_{xx} = \varepsilon_{zz} = 1 + \frac{2}{f_V \varepsilon_m - \varepsilon_h - 1}$$  \hspace{1cm} (2.51)
With thicker pins charge can be accumulated at the tip of the pins and hence, the additional boundary condition at the air-wire medium interface needs to be modified as explained in [16, 17]. However, the accuracy of the simple model presented here is good for most practical applications, as shown in Chapter 3.

2.4 Applications

With wire media forming the basic ingredient for many other metamaterials [26] and impedance surfaces [27–29], together with their extraordinary electromagnetic properties, led to an explosion in new applications. Based on the previous analytical model, various practical applications of the “Fakir’s bed of nails” are discussed here. For example, lenses for near-field sub-wavelength imaging, based either on the conversion of free-space evanescent fields into propagating waves within the wire medium (i.e., operation in the canalization region) [30–37] or amplification of evanescent field components [38], are commonly used to overcome the diffraction limit. The physics in the latter case has already been discussed in Chapter 1. However, with a wire medium operating in the canalization region, sub-wavelength resolution is obtained by a fundamentally different physical mechanism; the conversion of the near-field evanescent waves into propagating waves within the wire medium slab [30]. As has already been shown, a parallel polarized incoming wave excites two modes within the wire medium, a TEM and a TM mode. The wavevector associated with the TM mode is \( k_y = -j\pi TM = -j\sqrt{k_0^2 + k_{||}^2 - k_h^2} \) which describes an evanescent mode when \( k_h < k_0 \) for all real \( k_0 \). Similarly, in the air side the incident wave has a wavevector \( k_y = -j\pi 0 = \sqrt{k_0^2 - k_{||}^2} \) which corresponds to a propagating mode in free space when \( k_{||} < k_0 \) and to an evanescent mode when \( k_0 > k_0 \) (i.e., sub-wavelength spatial spectrum) [30]. On the other hand, the TEM is always a propagating mode and hence, the evanescent spectrum in free space is converted into propagating TEM waves within the wire medium. As a result, the evanescent near-field components are canalized through the wire medium to the image plane to reconstruct a super-resolved image. In Fig. 2.4, the electric field distributions are shown for such an imaging device. It should be emphasized that this behaviour can be obtained only for parallel polarization, since a perpendicular polarized wave does not excite the TEM mode, as has already been explained. It is clear that for such applications the wire medium is used without a ground plane so that the incoming waves can be transmitted through the wire medium. However, recently a new concept was presented employing the Fakir’s bed of nails as a superlens, based on the internal imaging method [34], as shown in Fig. 2.5. In this case the length of the pins is half compared to the device shown in Fig. 2.4. The principle of operation is similar to the method of images where the ground plane acts as a mirror.

Moreover, there are cases where the grounded wire medium (or some variations of it) has been used in order to realize artificial high impedance surfaces or perfect magnetic conductors [39]. In [40–45] the Green’s functions for a simple structure containing the Fakir’s bed of nails are presented and these results are then used to implement artificial magnetic conductors so that wave propagation along specific directions is suppressed. Specifically, the realization of perfect electric conductor/perfect magnetic conductor (PEC/PMC)-walled waveguides is of great interest. For example the ridge-gap waveguide (i.e., parallel-plate waveguide with a ridge, as shown in Fig. 2.6) can be used as an alternative to traditional metal-pipe rectangular waveguide technologies, because of advantages in construction and performance [46–54]. With such a device, the energy is confined along a desired direction (i.e., along the ridge). Here, a quasi-TEM mode is supported along the ridge while being strongly attenuated above the bed of nails region when the pins form an artificial magnetic conductor. The latter is achieved by tuning the surface impedance given by (2.46) to obtain a high impedance surface (i.e., PMC) and hence, the fields decay exponentially away from the ridge along the \( x \)-direction.
2.4 Applications

Figure 2.4: Imaging device realized by the wire medium [31]. The field patterns correspond to the frequency at which highest resolution is obtained (30 THz).

Figure 2.5: Internal imaging using the Fakir’s bed of nails.

Figure 2.6: The ridge gap parallel plate waveguide. (a) Perspective view and (b) fabricated prototype. The quasi-TEM mode is confined and propagates along the ridge.

Other applications include the realization of $\varepsilon$ near zero (ENZ) material, as shown in Fig. 2.7, where two parallel-plate waveguides are connected to each other with a very narrow channel filled with an ENZ material. The latter one is implemented with an 1D periodic arrangement of pins. As has been discussed previously, the wire medium exhibits a plasma-like behaviour and therefore, by adjusting its length, its effective permittivity can be tuned close to zero over a narrow frequency range. Within this band, power can be tunneled through very thin layers of such media.
with minimum reflections [55–57], as shown in Fig. 2.7. Additionally, the realization of negative refraction media [58–60], broadband absorbers [61–63] as well as increased bandwidth backward-wave metamaterials with the use of nanowire arrays [64–67] are further typical applications of the wire medium metamaterial.

2.5 Conclusion

A rigorous electromagnetic characterization of the Fakir’s bed of nails metamaterial has been presented from first principles using homogenization techniques. Spatial dispersion effects have been taken into account and the behaviour of the bed of nails for both polarizations has been studied and the appropriate additional boundary conditions required have been analyzed. Moreover, a simplified model applicable in the limit case of densely packed pin where spatial dispersion effects can be neglected has been presented. Finally, various practical applications based on the Fakir’s bed of nails structure have been discussed exploring its extraordinary properties. Emphasis has given on imaging devices with sub-wavelength resolution and the implementation of high impedance surfaces as two of the most illustrative types of applications. This chapter serves as the foundations for the analysis presented next, where a more general model describing the behaviour of a modified parallel-plate waveguide with both plates replaced by the bed of nails is presented.
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Chapter 3

Propagation Characteristics in Fakir’s Bed of Nails Metamaterial Waveguides

In this chapter, following the results presented previously, the propagation characteristics of electromagnetic waves in waveguides implemented using the “Fakir’s bed of nails” are investigated both analytically and numerically. The classical metal walls of a parallel-plate waveguide are replaced by a Fakir’s bed of nails metamaterial having arbitrary pin lengths on both walls; treated as a homogenized effective spatially dispersive dielectric. A modal analysis of the electromagnetic fields is presented and dispersion expressions for the propagating modes are derived analytically and independently validated with full-wave numerical simulations. An equivalent transmission line model is also given and similarities with the classical metal-dielectric-metal structure commonly used in optics are discussed.

3.1 Introduction

Waveguides have been an essential component in almost every system operating across the electromagnetic spectrum, including frequencies from microwaves to terahertz [1–3]. At such wavelengths, their significance becomes even more obvious when considering circuits and subsystems that can be implemented. One of the most widely used guided-wave structure is the parallel-plate waveguide. Its behaviour is well-known and has been studied extensively [4]. Because of its simple geometry, it is used in a variety of applications [5], ranging from terahertz time-domain spectroscopy [6, 7] to lens realization [8].

Here, generalized expressions are derived that describe the behaviour of waveguides with bed of nails walls and thus, existing models expanded to describe more complicated structures used for practical applications. The propagation characteristics in a parallel-plate waveguide with both plates being replaced by the Fakir’s bed of nails are studied, both analytically and numerically. The behaviour of such a structure resembles a metal-dielectric-metal structure, where coupling between the interfaces affects the performance; both approaches are compared and contrasted. Various parametric studies, highlighting the general behaviour of the Fakir’s bed of nails metamaterial waveguide structure, are also undertaken and an equivalent transmission line model is presented.
3.2 Analytical Formulation

3.2.1 Plain Fakir’s Bed of Nails

A comprehensive electromagnetic analysis of the “Fakir’s bed of nails” structure has already been presented in Chapter 2. Here the dispersion characteristics of the surface modes supported by such a structure are presented in greater detail so that better physical insight is obtained. Moreover, this simple geometry is used as a benchmark reference structure for the more general model presented in the following section. As has been shown in Chapter 1, the eigenmodes of the “Fakir’s bed of nails” metamaterial can be obtained from the poles in the reflection coefficient (2.42) – for simplicity we use $k_0 = k_z$. The dispersion characteristics are shown in Fig. 3.1, where as can be seen there are solutions only to the right of the light line, corresponding to bound surface waves. This is intuitively expected, since such an open structure cannot normally guide energy in a particular direction, as it is spatially unbounded. Thus, the energy must be guided along the interface in the form of bound surface waves.

3.2.2 Fakir’s Bed of Nails Parallel-Plate Waveguide

A conventional parallel-plate waveguide, where both bottom and top metal plates have been replaced by the Fakir’s bed of nails metamaterial, is considered as shown in Fig. 3.2. The structure can be treated as a classical parallel-plate waveguide partially filled with a dielectric (wire medium) and partially filled with air and, hence, the propagating modes in general are not TE or TM. Instead they are hybrid modes, which can be characterized as longitudinal section electric (LSE) or longitudinal section magnetic (LSM) modes, respectively.

A complete analysis of these types of modes is presented in [11]. The fundamental wave-guiding
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Figure 3.2: Fakir’s bed of nails parallel-plate waveguide. (a) Perspective view and (b) side view.

mode is an LSM\(^y\) mode \((H_y = 0)\) and our derivation of the modal equation for the LSM\(^y\) modes will now be given here. A simple way to express the field distributions is by using (2.40) and (2.42). In the air gap between the plates, the magnetic field satisfies the following relation \[9\]

\[
H_x (k_x \times \mathbf{u}_y) g(y, k_0) e^{-j k_0 y}, \quad y > 0
\]  

where \(g(y, k_0) = e^{\gamma_0 y} + Re^{-\gamma_0 y}\) and \(k_0 = (k_x, 0, k_z)\) is the wavevector parallel to the air-bed of nails interface, \(\gamma_0 = \sqrt{k_x^2 - k_0^2}\) is the free-space propagation constant within the gap and \(R\) is the reflection coefficient for the magnetic field from the interface at \(y = 0\), given by (2.42). As has already been shown \[9\], (3.1) represents the magnetic field in the air region, taking into account the reflection from the Fakir’s bed of nails structure at \(y = 0\). Thus, the waveguide modes can be obtained if solutions of the form given in (3.1) are combined and also taking into account the fact that the wave-guiding modes have to satisfy the appropriate boundary conditions at the interfaces at \(y = 0\) and \(y = h\). For example, the superposition of plane waves with wave vectors \((k_x, 0, k_z)\) and \((-k_x, 0, k_z)\) results in a magnetic field distribution of the form

\[
H = H_0 \left[ -\frac{k_x}{k_0} \cos(k_z x), 0, -\frac{j k_z}{k_0} \sin(k_z x) \right] g(y, k_1) e^{-j k_1 z}  
\]  

(3.2)

with \(H_0\) being a constant. Next, the electric field can be calculated from Ampere’s law as follows

\[
E_x = -\eta_0 H_0 \frac{k_x}{k_0^2} \sin(k_z x) \frac{dg}{dy} e^{-j k_1 z}  
\]  

(3.3)

\[
E_y = \eta_0 H_0 \frac{k_z^2}{k_0^3} \cos(k_z x) g(y, k_y) e^{-j k_1 z}  
\]  

(3.4)

\[
E_z = -\eta_0 H_0 \frac{j k_z}{k_0^2} \cos(k_z x) \frac{dg}{dy} e^{-j k_1 z}  
\]  

(3.5)
where \( \eta_0 \) is the intrinsic impedance of free space. Here, (3.2)-(3.5) must satisfy the appropriate boundary conditions at \( y = 0 \); satisfying the following Leontovich boundary condition

\[
E \times u_n = Z_s (u_n \times H) \times u_n
\]  

(3.6)

where \( Z_s \) is the surface impedance at the interface and \( u_n \) is the unit normal vector pointing to the air gap. In our case, (3.6) is equivalent to

\[
Z_s = -\frac{E_z}{H_z} \bigg|_{y=0} = j\eta_0 \frac{\gamma_0 R - 1}{\kappa_0 R + 1}
\]

(3.7)

From (3.7), \( Z_s \) can be used to give a general description of surface impedance for the Fakir’s bed of nails, as long as the pins are oriented along the \( y \)-direction. This is because (3.7) contains only the reflection coefficient of the structure and is invariant in translation along the \( y \)-direction. Moreover, at \( y = h \) the modal fields also have to satisfy the appropriate boundary conditions. Thus,

\[
Z_s = \frac{E_z}{H_z} \bigg|_{y=h} = \frac{j\eta_0}{\kappa_0} \frac{dg}{dy} \bigg|_{y=h}
\]

(3.8)

Combining (3.7) and (3.8), the following relationship is obtained

\[
\frac{dg}{dy} - g\gamma_0 \frac{R - 1}{R + 1} \bigg|_{y=h} = 0
\]

(3.9)

where \( R \) is the reflection coefficient for the magnetic field from the interface at \( y = h \) for the top bed of nails.

In the case of perpendicular polarization (i.e., there is no electric field in the direction of the pins), the propagating wave does not interact with the pins (i.e., with a thin wire approximation) and the modal equation for the TE mode is derived by substituting (2.20) into (3.8). Without loss of generality, for the rest of the analysis, the pins are assumed to surrounded by air (i.e., \( \varepsilon_s = 1 \)); this helps reduce losses, as the dielectric losses associated with the host medium are removed. After some algebraic manipulations, the modal equation for the TE mode reduces to

\[
\sin \left[ k_y (h + L_1 + L_2) \right] = 0
\]

(3.10)

where \( L_1 \) and \( L_2 \) are the length of pins at the bottom and top plate, respectively, and hence the solutions are

\[
k_y = \frac{n\pi}{h + L_1 + L_2}, \quad n = 0, 1, \ldots
\]

(3.11)

As can be easily seen, (3.11) gives the dispersion equation for a classical parallel-plate waveguide, where the plates are separated by a distance \( h + L_1 + L_2 \). A more accurate approach that accounts for the pin radii, by considering a corrected permittivity model in the \( x-z \) plane, would require a hybrid mode analysis and is out of the scope of this work.

Our focus will be for the case of parallel polarized incoming waves, since this highlights the behaviour of our structure. By combining (2.42) and (3.9) we obtained the more general transcendental equation given by (3.12). However, when pin length is identical, (3.12) reduces to (3.13). While, for the case that only one plate is populated with pins (i.e., \( L_2 = 0 \)), (3.12) simplifies even further to the expression given in [10]. In the limit case where spatial dispersion effects can
be neglected (i.e., for densely packed pins, with $a/L \to 0$) then $\gamma_{TM} \to 0$, resulting in the modal equations for $L_1 \neq L_2$ and $L = L_1 = L_2$, respectively, given in (3.14) and (3.15), respectively.

$$
\begin{align*}
&\left[ \frac{k_y k_p^2 \tan(k_o L_1)}{k_p^2 + k_y^2} - \frac{k_y^2 \gamma_{TM} \tanh(\gamma_{TM} L_1)}{k_p^2 + k_y^2} \right] \left[ \frac{k_y k_p^2 \tan(k_o L_2)}{k_p^2 + k_y^2} - \frac{k_y^2 \gamma_{TM} \tanh(\gamma_{TM} L_2)}{k_p^2 + k_y^2} \right] \tan(k_v h) + \\
&\frac{k_y^2}{k_p^2 + k_y^2} k_y k_o \tan(k_o L_1) - \frac{k_y^2 k_o^2 \gamma_{TM} \tanh(\gamma_{TM} L_1)}{(k_p^2 + k_y^2)} + \frac{k_y^2}{k_p^2 + k_y^2} k_y k_o \tan(k_o L_2) - \\
k_y k_p^2 \gamma_{TM} \tanh(\gamma_{TM} L_2) \left( \frac{1}{k_p^2 + k_y^2} \right) + k_y^2 \tan(k_v h) = 0
\end{align*}
$$

(3.12)

$$
\begin{align*}
&\left[ \frac{k_o k_p^2 \tan(k_o L)}{k_p^2 + k_y^2} - \frac{k_y^2 \gamma_{TM} \tanh(\gamma_{TM} L)}{k_p^2 + k_y^2} \right]^2 \tan(k_v h) + \\
2 \frac{k_y^2}{k_p^2 + k_y^2} k_y k_o \tan(k_o L) - 2 \frac{k_y^2 k_o^2 \gamma_{TM} \tanh(\gamma_{TM} L)}{k_p^2 + k_y^2} + k_y^2 \tan(k_v h) = 0
\end{align*}
$$

(3.13)

$$
\begin{align*}
k_y k_o \tan(k_o L_1) + k_y k_o \tan(k_o L_2) + k_y^2 \tan(k_v h) - k_y^2 \tan(k_o L_1) \tan(k_o L_2) \tan(k_v h) = 0 \\
2 k_y k_o \tan(k_o L) - \left[ k_v \tan(k_o L) \right]^2 \tan(k_v h) + k_y^2 \tan(k_v h) = 0
\end{align*}
$$

(3.14)

(3.15)

For each frequency in turn, (3.12) to (3.15) can be solved numerically for $k_y$ and assuming propagation along the $z$-direction for simplicity, the dispersion equation can then be obtained from $k_z = \sqrt{k_o^2 - k_y^2}$. The previous equations are nonlinear and therefore, a starting point for $k_y$ is required for most algorithms to converge onto a solution. Here, a scanning technique was employed in order to obtain various starting points and hence, a more accurate solution. As an example, the propagation characteristics for the first two TM modes are given in Figs. 3.3 and 3.4, for a symmetric configuration with $L = L_1 = L_2$ and an asymmetric configuration with $L_1 = 2L_2$, respectively. The latter corresponds to the special case of a PEC/PMC combination. Clearly, the bandgap where surface waves are suppressed can be controlled by adjusting the geometric characteristics of the structure.

For comparison, the dispersion characteristics for a bed of nails covered with a metal lid [10] is shown in Fig. 3.5. This structure was studied previously and serves as a convenient benchmark to provide an independent validation of our more general expressions.

As can be seen from Figs. 3.3 to 3.5, the dispersion characteristics of the second mode can be changed dramatically by adjusting the length of the pins (and also the separation distance between the plates). This results in a wide range of dispersion curves; whereby the second mode has a bandwidth from 50 MHz (in Fig. 3.3) to 12 GHz (in Fig. 3.5). Its cut-off frequency also changes, but this is a consequence of the total length $L_1 + h + L_2$ not being constant, as will be discussed in more detail later.

In contrast to Fig. 3.1, in Fig. 3.5 there are solutions to the left of the light line, corresponding to radiating fast waves, which is a result of the top plate. In this case, energy can be guided within the air gap between the two plates. However, as $k_z$ increases these loosely bound surface waves convert to strongly confined surface waves.

The analytical model presented has been compared against full-wave numerical simulations using two commercially available software packages: High Frequency Structure Simulator (HFSS™), with results in Fig. 3.1 only, and CST Microwave Studio (CST MWS) used everywhere else. For the plain Fakir’s bed of nails structure, the setup shown in Fig. 3.6(a) was used in order to employ absorbing
Figure 3.3: Real part of $k_z$ for $L = L_1 = L_2 = 7.5$ mm, $r_0 = 0.5$ mm $a = 2$ mm and and $h = 1$ mm. Solid lines: analytical model. Discrete symbols: full-wave numerical simulation results using CST MWS. The light line is plotted with a dashed line. Inset shows that the second mode has a small but non-zero group velocity. (b) and (c) Electric field distributions at the pins for $k_z a = \pi$ in the first and second mode, respectively. (d) Electric field $E_y$ at the center of the pins along the air gap. Blue curves correspond to the first mode and red curves to the second mode.

Figure 3.4: Real part of $k_z$ for $L_1 = 7.5$ mm, $L_1 = 2L_2$, $r_0 = 0.5$ mm, $a = 2$ mm and $h = 1$ mm. Solid lines: analytical model. Discrete symbols: full-wave numerical simulation results obtained using CST MWS. The light line is plotted with a dashed line. (b) and (c) Electric field distributions at the pins for $k_z a = \pi$ in the first and second mode, respectively. (d) Electric field $E_y$ at the center of the pins along the air gap. Blue curves correspond to the first mode and red curves to the second mode.

boundary conditions (i.e., perfectly matched layers, PML – only available with the eigenmode solver in HFSS™). With the eigenmode solvers used with HFSS™ and CST MWS, a single unit cell having periodic boundary conditions along the x and z-directions was adopted, as shown in Fig.
3.2 Analytical Formulation

Figure 3.5: Real part of $k_z$ for the benchmark structure with $L_1 = 7.5$ mm, $L_2 = 0$, $r_0 = 0.5$ mm, $a = 2$ mm and $h = 1$ mm. Solid lines: analytical model [10]. Discrete symbols: full-wave numerical simulation results obtained using CST MWS. The light line is plotted with a dashed line. (b) and (c) Electric field distributions at the pins for $k_z a = \pi$ in the first and second mode, respectively. (d) Electric field $E_y$ at the center of the pins along the air gap. Blue curves correspond to the first mode and red curves to the second mode.

3.6(b).

By inspection of the electric field distributions for the aforementioned structures, a field enhancement at the edge of the tips can be observed. It is interesting to note that the second mode for the structures shown in Figs. 3.1 and 3.5 is a higher order mode, as can be seen in Figs. 3.1(c) and 3.5(c).

However, when both plates have equal length pins, the field patterns (within the wire media) remain similar for both modes, with surface waves at both bed of nails-air interfaces ($y = 0$ and $y = h$) being excited. In the case that the pins have different lengths, the field patterns remain the same, but the interface supporting the surface wave changes. This is because, in the frequency range where one interface supports a surface wave, the other interface exhibits a bandgap where no propagation is allowed. Moreover, the electric field decays exponentially away from the interface, in a similar way to surface plasmon polaritons with a metal-dielectric-metal (MDM) structure. For example, the field decays exponentially and tends to zero for the single bed of nails-air interface, as seen in Fig. 3.1(d); analogous to a metal-dielectric interface. This is expected, since the bed of nails has been modeled as an effective dielectric medium with a plasma-like behaviour. However, when a metal plate is placed in close proximity to the Fakir’s bed of nails, the field saturates to a value significantly higher than zero, as shown in Fig. 3.5(d). For the symmetrical structure shown in Fig. 3.3, the two modes can be identified as symmetric and antisymmetric, respectively, to the center of the air gap, as shown in Fig. 3.3(d); resembling the field profile in a symmetric MDM structure.

On the other hand, the asymmetric structure shown in Fig. 3.4 does not support these type of modes and the field decays exponentially away from the interface, as shown in Fig. 3.4(d) (similar to Fig. 3.5(d)). This is in contrast to the asymmetric MDM structure, where the field is similar to that shown in Fig. 3.3(d), but with the structural asymmetry removing the field symmetry that was previously at the center of the gap. The reason for this discrepancy is that one wall of the Fakir’s bed of nails waveguide exhibits bandgaps and, therefore, no surface waves are propagating,
Figure 3.6: Simulation setup for the (a) bed of nails with HFSS$^{\text{TM}}$ and (b) waveguide with CST MWS. The parameters used are: periodicity of the lattice $a = 2$ mm, air gap $h = 1$ mm and pin radius $r_0 = 0.5$ mm.

Figure 3.7: Real part of $k_z$ for various ($L_1, L_2$) combinations when $L_1 + h + L_2 = 16$ mm. The rest of the parameters are given in Fig. 3.6. Lower and upper families of curves correspond to the first and second mode, respectively.

whereas a normal MDM would support surface waves at both interfaces.

In order to obtain a better physical grasp of the device behaviour, and how the various physical characteristics affect its performance, several parametric studies were undertaken. In the first study, the distance between the ground planes is kept constant and made equal to $t = L_1 + h + L_2 = 16$ mm; with the rest of the parameters as given in Fig. 3.6 and $L_1, L_2$ allowed to vary. This corresponds to the transition from the structure shown in the inset of Fig. 3.3 to a configuration similar to that shown in the inset of Fig. 3.5. Under these conditions, the frequency of the first mode increases monotonically as the air gap is shifted from the top (i.e., $L_1 = 15$ mm and $L_2 = 0$) to the center (i.e., $L = L_1 = L_2 = 7.5$ mm), with the surface wave resonance dictated by $L_1$ shown in Fig. 3.7. However, the second mode does not change monotonically and its bandwidth can be controlled by adjusting both lengths $L_1, L_2$. Bandwidth enhancement is obtained when both plates are suitably textured whereas $L_1 = L_2$ results in minimum bandwidth (almost suppressed).

In the second study, the lengths are kept constant with $L = L_1 = L_2 = 7.5$ mm and the gap
size $h$ (or equivalently $t$) is varied. As seen in Fig. 3.8, for smaller gap sizes the coupling between surface waves at both interfaces is stronger, which results in two distinct branches in the dispersion curve. With larger gaps, the coupling between the bottom and top interfaces is weaker and the two branches coincide for larger $k_z$ values. This resembles the split into two branches (corresponding to two modes) in the dispersion characteristics with a MDM structure. However, here there are always two distinct branches for small $k_z$ values, which is in contrast to a classical MDM structure. Similarly, the results for the asymmetric structure with $L_1 = 2L_2 = 7.5$ mm are given in Fig. 3.9, where the surface wave resonances are affected by the values of $L_1$ and $L_2$; the cut-off frequency for the second mode can be tuned by changing the gap size. Finally, when the gap is varying with the total distance being a constant $t = 16$ mm and $L = L_1 = L_2$, the surface wave resonance is affected by the pin length. Therefore, larger gap sizes result in weaker coupling, pushing the dispersion curves closer together, as shown in Fig. 3.10. Finally, the effect of the pin radius is presented in Fig. 3.11, where as can be seen the slope of the dispersion curves changes significantly, particularly with
Figure 3.10: Real part of $k_z$ for various gap sizes $h$ when $t = h + 2L = 16$ mm. The rest of the parameters are given in Fig. 3.6. Lower and upper families of curves correspond to the first and second mode, respectively.

Figure 3.11: Real part of $k_z$ for various radius sizes $r_0/a$ when $L_1 = 2L_2 = 7.5$ mm. The rest of the parameters are given in Fig. 3.6. Lower and upper families of curves correspond to the first and second mode, respectively.

3.3 Transmission Line Model

The behaviour of the Fakir’s bed of nails metamaterials waveguide can also be modeled using an equivalent transmission line circuit, as shown in Fig. 3.12. This has been previously demonstrated, but for the simple structure shown in Fig. 3.5 [10]. However, a more general model is required for waveguides having both the top and bottom implemented using Fakir’s bed of nails with arbitrary pin lengths.

The dispersion equation can be derived from a series resonant network. Here, $Z_{b_{TEM}}$ and $Z_{b_{TM}}$ represent the modal impedances seen at $y = 0$ (bottom interface), looking towards the lower PEC ground plane (where the pins are short circuited). Similarly, $Z_{t_{TEM}}$ and $Z_{t_{TM}}$ are the modal
Figure 3.12: Equivalent transmission line model for the structure shown in Fig. 3.2 having both the top and bottom implemented using Fakir’s bed of nails with arbitrary pin lengths.

impedances seen at \( y = h \) (top interface), looking towards the upper PEC ground plane. Thus, (3.12) can be interpreted as a transmission line resonant network where from the transverse resonance condition \( Z_{b}^{\text{TEM}} + Z_{b}^{\text{TM}} + Z_{b}^{T} = 0 \) the following is obtained

\[
Z_{b}^{\text{TEM}} + Z_{b}^{\text{TM}} + Z_{b}^{T} + j\left(Z_{b}^{\text{TEM}} + Z_{b}^{\text{TM}}\right)\left(Z_{b}^{\text{TEM}} + Z_{b}^{T}\right) \frac{\tan(k_{y}h)}{\eta_{0}} + j\eta_{0}\tan(k_{y}h) = 0 \tag{3.16}
\]

where

\[
Z_{b}^{\text{TEM}} = \frac{j\eta_{0}k_{y}k_{p}^{2}}{k_{y}^{2} + k_{p}^{2}} \tan(k_{b}L_{1}) \tag{3.17}
\]

\[
Z_{b}^{\text{TM}} = \frac{j\eta_{0}k_{y}k_{p}^{2}}{k_{y}^{2} + k_{p}^{2}} \tan(k_{b}L_{2}) \tag{3.18}
\]

\[
Z_{b}^{T} = -j\eta_{0}k_{y} \frac{k_{2}^{2} \gamma_{T}}{k_{y}^{2} + k_{p}^{2}} \tanh(\gamma_{T}L_{1}) \tag{3.19}
\]

\[
Z_{T}^{T} = -j\eta_{0}k_{y} \frac{k_{2}^{2} \gamma_{T}}{k_{y}^{2} + k_{p}^{2}} \tanh(\gamma_{T}L_{2}) \tag{3.20}
\]

In the limit case, where spatial dispersion effects can be neglected (i.e., by having densely packed pins), \( Z_{b}^{T} = Z_{T}^{T} = 0 \) and (3.21) reduces to

\[
Z_{b}^{\text{TEM}} + Z_{b}^{\text{TM}} + \left(Z_{b}^{\text{TEM}}Z_{b}^{\text{TM}} + \eta_{0}^{2}\right) \frac{j \tan(k_{y}h)}{\eta_{0}} = 0 \tag{3.21}
\]
3.4 Discussion and Conclusion

Using modal analysis, the propagation of electromagnetic waves in a parallel-plate waveguide employing the Fakir’s bed of nails has been studied both analytically and numerically. Here, we have expanded previously published models to address the more general case for waveguides having both top and bottom walls implemented using the Fakir’s bed of nails with arbitrary pin lengths.

The dispersion properties can be controlled by adjusting the geometric parameters of the structure and, specifically, the length of the pins and their separation distance. The bandwidth of the modes and the bandgaps can be easily tuned with the more general waveguide structure investigated here.

Although the simplified model used in our calculations does not take into account the finite radius of the pins and the resulting associated fringe capacitance (i.e., deviating from thin wire approximation), the results are still very accurate for most practical applications; this accounts for the small discrepancies seen between the analytical and numerical results.

An equivalent transmission line model has also been presented the more general waveguide structure. The dispersion characteristics have been compared and contrasted with the classical metal-dielectric-metal structure commonly used in optics. Moreover, our analytical modeling can be modified to describe metal-pipe rectangular waveguides, having two conventional parallel metal walls and the other two walls replaced by the Fakir’s bed of nails.

Our analytical model provides a quick way to investigate the behaviour of waveguide structures that employ the Fakir’s bed of nails walls, without the need for time-consuming full-wave numerical modeling analysis. It is believed that the work presented here can find diverse applications, such as the design of novel resonators, filters and mode converters.
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Chapter 4

Coupling-induced Red-shifted Plasmonic Resonances on Infinite Chains of Nanopins

In the previous chapters, an array of pins arranged periodically next to each other were studied. Here, this arrangement is modified so that the pins are placed periodically along their vertical axis to form an infinite chain of pins. The resonant properties of infinite chains of gold nanostructures separated by small gaps are studied theoretically and the observed red-shift of the resonance in comparison to a single nanopin is explained in terms of coupled plasmonic modes across the gaps. The deduced dispersion characteristics for variable gap sizes and nanopin lengths provide physical insight into the coupling mechanisms. It is also proven that the resonant behaviour of an infinite chain of nanopins is in close analogy to that of an isolated narrow-gap split ring or split square resonator. This confirms that surface plasmon coupling across the gap can be employed for quantitative description of the red shift of the split ring resonance, traditionally attributed to the ring capacitance variation with decreasing gap. This study, generalized to two and three dimensions, will aid the design of metamaterial nanostructures with desired resonance characteristics.

4.1 Introduction

The science of surface plasmons started well over a century ago with the works of Sommerfeld [1] and Fano [2] who called them “superficial waves”. The next major advance was due to Oliner and Tamir [3] who showed that both forward and backward surface waves may propagate on an infinitely wide metallic slab (a detailed study of this type of waves can be found in the review by Economou [4]). Renewed interest in surface plasmons came around the turn of the millennium. The eigenmodes of metal slabs of finite width were found by Berini [5, 6] and Al-Bader [7], whereas the resonances of various nanostructures were determined by Kottmann et al. [8, 9] and Aizpurua et al. [10]. However, the greatest interest emerged with the advent of metamaterials. On the one hand, it was shown that the exponentially growing waves in Pendry’s superlens [11] were due to the excitation of surface plasmon resonances at the rear boundary. An explanation in terms of surface plasmons was also bound to come for describing the operation of metallic split ring resonators, the most popular building block of metamaterials [12, 13]. Since research was originally focused on radio-frequencies and microwaves, where the wavelength is large compared to element size, it was reasonable to explain resonances in terms of lumped-element LC circuits [14]. This approach was further expanded in [15, 16] to distributed circuits which made it possible to calculate not only the fundamental resonant frequency but the higher harmonics as well. Interestingly, the
drive towards applications in the optical region did not immediately lead to the demise of the
circuit picture. It was retained with the modification that the kinetic inductance was added to
the magnetic inductance [17–19]. However, at such high frequencies the natural approach was to
attribute resonances to surface plasmons bouncing between the two ends of the structure, as done
by Ditlbacher et al. [20] using silver nanopins. Following this lead, further works were published:
a thorough investigation of a number of different structures by measuring reflection of a plane
wave [21, 22], dependence on the thickness of the structure [23], I, L, O, U structures [24], additional
resonances for L structures [25, 26] and L structures in different periodic configurations [27]. There
is now a consensus that the behaviour of such structures is best described by surface plasmons but
that does not mean that the circuit description should be disregarded. Meyrath et al. [28] introduced
a general model that could also account for radiation resistance and there was also a refined LC
model by Corrigan et al. [29] that was capable of matching experimental results.

The aim of this chapter is to analyze plasmonic behaviour of an infinite chain of nanopins
aligned along their vertical axis and to quantify the red-shift of the resonance in comparison to
that of a single nanopin. Four different metallic nanostructures are investigated, namely a split
ring (SR), split square (SS), free pin (FP) and infinite chain of coupled pins – also referred to as
coupled pins (CP) for short – as shown in Fig. 4.1, with the first two acting as reference benchmark
structures for comparison purposes. The emphasis is on the last two, the free pin and the infinite
chain of coupled nanopins, with the main interest being the inter-relationship of their resonant
frequencies while the gap between the pins is varied. Coupled pins have been investigated before as
metamaterial elements under the name of cut-wires, in particular, by Maslovski et al. [30], Dolling
et al. [31], Tsai et al. [32] and Wakatsuchi et al. [33] but their aims were different. In [30] they were
looking for negative permittivity, in [31] the search was for magnetic atoms, in [32] they designed
a metamaterial gradient index diffraction grating, and the emphasis in [33] was on matching the
resonant frequencies, predicted by a numerical model, with a sophisticated equivalent circuit. Our
investigation is mainly concerned with the variation of resonant frequencies as the gap between the
coupled pins varies. The explanation of the phenomena is based on the properties of coupled surface
plasmons, a discipline just emerging.

4.2 Description of the Structures and Numerical Approach

The resonance properties of the four structures shown in Fig. 4.1 are investigated with the simplest
one being a straight pin resonator (FP), which is the building block of other nanostructures and
our starting point. The well-known split ring resonator (SR) and a modification of the split ring,
referred to as split square resonator (SS), on account of its rectangular shape, are also studied. An
entirely new structure, an infinite chain of coupled pins (CR), is presented here and its behaviour is
compared and contrasted to the aforementioned structures. In all four cases the cross section is
constant and equal to \( a \times a = 10 \times 10 \text{ nm}^2 \).

Full-wave numerical simulations of gold structures in free-space were performed, employing the
lossy Drude [34, 35] model that provides a fairly good approximation for the permittivity of gold at
infrared frequencies. The variation in the relative permittivity with frequency, as described by the
Drude model, is given by the following expression

\[
\varepsilon_r = 1 - \frac{\omega_p^2}{\omega(\omega - j\gamma_p)} \tag{4.1}
\]

where \( \omega \) and \( \omega_p \) are the angular frequency and angular plasma frequency, respectively, and the
damping constant \( \gamma_p \) indicates the losses within the metal. In the case of gold, the plasma frequency
Figure 4.1: The four nanostructures under study. (a) Split ring (SR), (b) split square (SS), (c) free pin (FP) and (d) infinite chain of coupled pins (CP). Possible symmetry planes for the electric field are also shown in red and gray.

\( \omega_p = 136.66 \cdot 10^{14} \text{ rad/s} \) corresponding to a plasma wavelength of \( \lambda_p = \frac{2\pi c}{\omega_p} \approx 138 \text{ nm} \) with \( c \) being the speed of light and the damping constant \( \gamma_p = 40.84 \cdot 10^{12} \text{ rad/s} \) [34, 35]. The previous expression for the permittivity results in a surface plasmon resonance frequency \( \omega_s = \omega_p / \sqrt{2} \approx 1535 \text{ THz} \).

The excitation is in the form of a plane wave propagating along the \( x \)-direction with its electric field in the \( y \)-direction, parallel to the pin. Time domain full-wave numerical simulations, using the commercially available software package CST Microwave Studio (CST MWS), have been performed to obtain the frequency response of the various structures. In the simulations, an adaptive meshing was used and the grid step varied from 0.4 nm inside the structures to 3 nm in free space. Open boundary conditions were approximately 100 nm away from the structure. The simulation size was typically around 3 million mesh cells and symmetry planes have also been employed to reduce simulation time.

4.3 Symmetry Considerations and Resonances

At the lowest resonance, the split ring and the split square have similar charge distributions with one half being charged positively and the other half negatively. The presence of a symmetry plane in the middle of the split square (indicated by red and gray planes in Fig. 4.1(b)) provides a hint for the search of an equivalent pin structure which would exhibit similar plasmonic response. For this reason, the split square was straightened to form a pin of the same total length and cross sectional
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Table 4.1: Comparison of the resonant frequency of four different nanostructures. The structures have a total length of 270 nm and a gap of 10 nm.

<table>
<thead>
<tr>
<th></th>
<th>1st resonance (THz)</th>
<th>2nd resonance (THz)</th>
<th>3rd resonance (THz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Split Ring</td>
<td>121.5</td>
<td>346.2</td>
<td>519.8</td>
</tr>
<tr>
<td>Split Square</td>
<td>127.7</td>
<td>357</td>
<td>523.8</td>
</tr>
<tr>
<td>Free Pin</td>
<td>142.9</td>
<td>366.8</td>
<td>535.6</td>
</tr>
<tr>
<td>Coupled Pins</td>
<td>119.3</td>
<td>352</td>
<td>525.5</td>
</tr>
</tbody>
</table>

Figure 4.2: Normalized electric field as a function of frequency for the various nanostructures. The structures have a gap of 10 nm and all of them have a total length of 270 nm.

area that is symmetrical with respect to the red plane, as shown in Fig. 4.1(c). Next, additional pins of the same length are introduced along the y-direction (axis of the pins) to establish interaction similar to that in the gap of the split square. The spacing between the two pins should be equal to the gap \( g \). With a finite number of pins, the outer pins lack symmetry. Therefore, the pin system should be infinite to achieve symmetry, both at the middle of the structure and at the middle of the gap. In order to simulate an infinite structure, appropriate boundary conditions must be used, mimicking its behaviour. The symmetry plane (red plane in Fig. 4.1(c)) in the middle of the pin, when disregarding the asymmetric modes that correspond to surface charges with the same sign on both ends of the pin (which cannot be excited by a plane wave), results in a node in both the charge and electric field distributions at \( y = 0 \). This corresponds to an electric symmetry plane at \( y = 0 \) (implemented by assigning a perfect electrical conductor boundary (\( E_{\text{tan}} = 0 \)) with CST MWS). Following a similar approach, a perfect electrical conductor boundary should be established in the middle of the gap. Now, the charge and current distributions are mirrored and form an infinite pin structure (a similar effect in optics can be observed when standing between two parallel mirrors). In the split ring and split square simulations (both structures have identical perimeter and gap size), there is an electric and a magnetic symmetry plane with both planes being perpendicular to each other and to the exciting electric field (\( x-z \) plane), going through the center of the structure. We need to emphasize here that the CP structure has not been investigated before. We have surmised that, as far as the plasma resonances are concerned, the CP structure behaves similarly to the SR and SS structures because the physics is the same; the resonance is due to surface plasmons coupled across the gap.
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Figure 4.3: Comparison of the electric field patterns at the lowest resonance for the (a) SR, (b) SS, (c) FP and (d) CP. The field strength is plotted on a logarithmic scale normalized to the field maximum.

In all four cases, the structure length measured along the middle of the cross section was taken as $\ell = 270$ nm. There is obviously no gap associated with the free pin but for the three others the gap size was $g = 10$ nm. The simulated electric field is plotted as a function of frequency in Fig. 4.2, showing the first three resonant frequencies for the split ring, split square, free pin and infinite chain of pins. As can be seen, the resonant frequencies of the structures (having the same total length) match, so it is safe to assume that they generate the same type of surface plasmon modes: symmetrical surface charge distributions like $\ddot{-}$, $\ddot{-}$, $\ddot{-}$ and $\ddot{-}$, $\ddot{-}$, $\ddot{-}$ at the first, second and third resonant frequency, respectively [24]. The field patterns of the various structures are discussed in the following section, confirming this claim.

The exact values of the resonant frequencies are given in Table 4.1 with the quality factor at the first resonance ranging from 9 to 12. As expected, the SR and the SS have very similar resonant frequencies for all modes. However, they are not identical, suggesting that the shape of the structure, and the extra edges with the SS, have a minor influence on the resonance. The resonant frequency of the CP is also close to those of the SR and SS, indicating that the assumption made previously, is essentially correct whereas the resonant frequency of the free pin is quite different. Thus the assertion, for example in [24], that only the total length is important, is no longer valid. The structures investigated there were the I, L, O, U types, none of them having a gap. However, in the presence of a gap, the behaviour changes and can be described qualitatively in terms of an $LC$ circuit model: the capacitance increases as the gap decreases resulting in a lower resonant frequency.
Figure 4.4: Comparison of the $x$ and $y$ components of the electric field distribution along the gap of the square structure with the gap of 30 nm (blue line) and along the coupled pin (red line).

4.4 Electric Field Patterns

The electric field lines of the various structures at the lowest resonant frequency are extracted in the symmetry plane, as shown in Fig. 4.3. This offers the opportunity to compare the concentration and direction of the field lines and to check the intensity of the field ($|E|$) at each point in the plane. At the lowest resonance, the simplest symmetrical pattern may be expected: one part of the structure is charged positively and the other one negatively.

Fig. 4.3 also shows the electric field distributions for the SR, SS, FP and CP structures. In Figs. 4.3(a)-(b) a high field intensity is observed in the gap whereas the lowest field values can be found in the middle of the structures. Similar field distribution can be observed along the CP. Obviously, having no gap, the field distribution along the FP is quite different. As shown in Fig. 4.3, the electric field lines point away from the boundary at the lower part and towards the boundary at the upper part, indicating a positive surface charge at the upper and a negative surface charge at the lower part. The surface charge varies monotonically along the CP and the SR. As expected, the additional edges of the SS distort the monotony acting as electric field “hot spots”. This also explains the difference in the resonant frequency compared to the SR and CP.

The next step in comparing the nanostructures is to investigate in greater detail the electric field distributions. Therefore, both the $x$ and $y$ components of the electric field are plotted along the $y$-direction at $z = 0$ nm and $x = 39$ nm for the SS and $x = 4$ nm for the CP. The reason for moving off the axis of the pin is that $E_x$ is zero at $x = 0$ due to symmetry.

The field profile for the split square has been shifted so that the edges of the two structures coincide, enabling a direct comparison of the fields. As shown in Fig. 4.4, the coupled pins and the split square have very similar field patterns within the metal and in the gap.

After comparing the resonant behaviour of nanostructures with various shapes and same gap
4.5 Explanation in Terms of Coupled Surface Plasmons

One has to admit that explanation in terms of a circuit model is both easier and more in line with common knowledge. Once the frequency response is experimentally or numerically obtained, the
natural inclination is to find an equivalent circuit model that matches this behaviour and hence, establish an analytic expression.

The problem with an explanation in terms of surface plasmons is that no analytic formulation has been found so far, except for the cases of a single metal-dielectric interface and an infinite slab with finite thickness. There are no expressions for the resonant frequencies of a free pin, let alone an infinite chain of coupled nanopins. Therefore, the resonant frequencies under various conditions have to be determined either experimentally or numerically.

The physics is that surface plasmons on opposite sides of the gap are coupled to each other and, as is well known, the resonant frequency, is split in the presence of coupling. When the interaction is stronger (gap reduced) the split is larger. This gives rise to two distinct resonant frequencies; one higher and one lower than the uncoupled resonant frequency. As shown in Fig. 4.5, the coupled resonant frequencies are indeed below the uncoupled resonant frequency and the split increases for smaller gaps.

In order to further explore the behaviour of the infinite chain of coupled nanopins, several parametric studies have been undertaken to provide physical insight. Comparing the behaviour of the infinite chain of coupled nanopins to that of the free pin, it can be seen that for large gap values the resonant frequency for the coupled pins tends to the resonant frequency of a single free pin. This occurs because for gap sizes large compared to the structure length, the fields have decayed sufficiently so that the pins are effectively decoupled. This is shown in Fig. 4.6, where the resonant frequency as a function of gap size is plotted. Practically when the gap is larger than about twice the structure’s length the resonant frequency reduces to that of the free pin.

Next, a parametric study with respect to gap size was undertaken. As can be seen in Fig. 4.7, for decreasing gap sizes the resonant frequency is shifted to lower values. This highlights the fact that coupling is stronger for smaller gaps and hence, stronger coupling between the pins results in higher detuning in the resonant frequency. The surface plasmon dispersion diagram is shown in Fig. 4.8, where the black and blue curves show the well-known relationship between frequency and wave number for a single interface and a 10 nm thick slab, respectively, and are used as reference structures. It is interesting to note that although a plane wave in free space cannot excite an infinite interface (as explained in Chapter 1), it does interact with the structures shown in Fig. 4.1. This is possible because of the finite length of the structures and their sharp edges and corners that create scattering effects that are sufficient to excite the surface plasmon polaritons. The dispersion
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Figure 4.7: Resonant frequency for the infinite chain of coupled nanopins with varying structure length. The resonance of the free pin is also shown for comparison.

Figure 4.8: Dispersion diagram for the infinite chain of coupled nanopins. The curves for a free pin, a slab and a single interface are also plotted as reference structures.

curve for a pin of square cross section is not so well-known. It may be expected to be below the dispersion curve of the slab and that is indeed the case (see red curve in Fig. 4.8), as shown earlier by Tatartschuk et al. [24]. The new result is that for the infinite chain of coupled nanopins. In this case the dispersion relation may be expected to depend strongly on the size of the gap. However, as shown by the green curve in Fig. 4.8, this does not occur and the dispersion curve for the CP matched that for the FP. The dispersion curve can be obtained by extracting the wavelength at the resonant frequencies. For example, Fig. 4.9 shows the electric field along the coupled pins at two resonant frequencies, where the wavelength within the nanopins at 820 THz is shown in Fig. 4.9(a) and is $\lambda \approx 53$ nm, corresponding to $k_y = 2\pi/\lambda \approx 11.85 \cdot 10^7$ m$^{-1}$. Following this approach, the rest of the points on the dispersion curve can be obtained. The curves are shown only up to $k_y/k_p = 4$ but the monotonic increase in frequency as a function of wave number can already be seen. This aspect of the surface plasmon dispersion curves is well known. Eventually, in the limit for large $k_y$ values, all curves must tend to the asymptotic value of the surface plasmon resonance, $\omega_p/\sqrt{2}$. For example, a large wavevector component along the slab results in a large imaginary wavevector component across the slab since $k_x^2 + k_y^2 = k^2$. Therefore, there is a fast field decay across the slab.
Coupling-induced plasmonic resonances on infinite chains of nanopins

Figure 4.9: Normalized $E_x$ field component along the chain of nanopins at (a) 820 THz and (b) 1049 THz.

Figure 4.10: Normalized frequency detuning for the first resonance for the infinite chain of coupled nanopins with varying length size.

and hence, no field coupling between parallel surfaces, similar to a single air-metal interface.

Furthermore, in Fig. 4.10, the normalized detuning from the resonant frequency of the free pin $|f_{FP} - f_{CP}|/f_{FP} = |\Delta f|/f_{FP}$, where $f_{FP}$ and $f_{CP}$ are the first resonant frequencies for the FP and CP, respectively, is plotted against structure size with the gap size as a parameter. All three curves show the same tendency: they start at zero frequency, there is sudden rise for $\ell < \lambda_p/2$, the maxima occur close to $\ell \simeq \lambda_p/2$ and then all curves decline towards zero frequency detuning.

This phenomenon tallies also with the explanation in terms of coupled surface plasmons. When the structure is short (wave number large) all the structures have the same resonant frequency. When the structure is long (wave number small) all the dispersion curves tend to the origin, i.e. they tend to be equal independently of the gap. Thus, a maximum for structure lengths in between is bound to occur: the smaller the gap the higher is the maximum.
4.6 Conclusion

The importance of the gap size in the behaviour of an infinite chain of nanopins has been analyzed thoroughly. Various parametric studies have been undertaken in order to accurately capture and describe its behaviour. The lowest resonance has been calculated using a circuit model but the emphasis in our analysis is on coupling between surface plasmons, a discipline just emerging. The differences between the properties of the free pin and an infinite chain of coupled pins have been studied in detail by investigating their frequency characteristics and plotting the dispersion curves, with strong dependence of the resonant frequencies on the size of the gap having been found. This behaviour can be explained by the amount of coupling between the surface plasmons, suggesting that the origin of the resonances is the same. The results of this work enrich the understanding of the resonances of nanostructures and the corresponding field distributions and may aid the design of nanostructured metamaterials with required properties in the infrared and optical domain.
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Chapter 5

Reconfigurable Waveguide Components Using Metamaterials

A new enabling technology for implementing tunable rectangular waveguide components and circuits is reported for the first time with the use of 2D and 3D metamaterials; a holey metal surface and wire media, respectively. Traditional solid metal irises are replaced by a wire medium metamaterial. These media are well known and used to emulate plasma behaviour and, therefore, can be used to replace solid metal. As proof of concepts, results for tunable rectangular waveguide filters are presented with the use of pin block inductive irises and capacitive posts. Furthermore, by adapting the traditional metal-pipe rectangular waveguide for tunability, regions of the solid metal walls are replaced by holey metasurfaces that enable adjustments in the position and spacing of the pin blocks. Prototype tunable structures were measured for verification and good agreement is achieved between full-wave simulations and measurements. The results clearly demonstrate the potential for this tunable/reconfigurable rectangular waveguide enabling technology. Potentially new applications for this permeable enabling technology include lightweight and forced-air/cryogenically-cooled subsystems, gas/vapor/humidity/pressure/light sensors, optoelectronic and even real-time tunable/reconfigurable components, circuits and subsystems.

5.1 Introduction

Rectangular waveguide technologies have been advancing for many decades and find many applications. Traditional metal-pipe rectangular waveguides (MPRWGs) have been used for extremely low loss applications (e.g., low power radio astronomy to high power radar). Other non-extreme power applications have been implemented with substrate integrated waveguides (SIWs); from the original monolithic metal-pipe [1, 2] to the low-cost PCB post-wall (or picket fence) [3] to the next generation of light-pattern-defined “virtual” plasma sidewall REconfigurable Terahertz INtegrated Architecture (RETINA) concept [4, 5] for real-time tunable/reconfigurable applications.

The diverse range of MPRWG components, circuits and subsystems make them essential for many microwave and millimeter-wave applications. However, tuning components/circuits and reconfiguring circuit/subsystem architectures with conventional MPRWG-based technologies can be difficult and/or expensive. To address this issue, tunable metamaterials can be employed [6]. Indeed, the last few decades has seen intensive research in the area of metamaterials with structures having unusual electromagnetic properties. One such material is the so called wire (or rodded) medium, which has been known to emulate plasma behaviour for over half a century [7]. However, it was only recently that a complete physical insight, describing its behaviour, was given [8–10]. The wire medium can replace some of the solid metal parts of rectangular waveguide structures
Figure 5.1: Concept illustrations of tunable/reconfigurable waveguide components. (a) short-circuit tuning stub, (b) variable delay line, (c) programmable directional coupler, (d) programmable power splitter, (e) SP3T switch and (f) adjustable $H$-plane horn antenna. The red sections in (a) and (b) represent moveable pin block. The dashed lines in (c)-(f) represent possible post wall pin configurations.

with the use of pin blocks. This alone is not enough to make tunable devices, as the issue of adjusting the geometric characteristics remain. For this reason, one further modification is required. Regions of the solid waveguide walls can be replaced by holey metasurfaces, patterned with deeply subwavelength holes [11, 12]. The new wall regions provide access to the interior of the waveguide while maintaining its wave-guiding characteristics.

For example, short-circuit tuning stubs can be easily realized by replacing the movable solid metallic end wall with a pin block that can be placed through the holey surface in various positions, as illustrated in Fig. 5.1(a). As a result, variable delay lines are straightforward to implement, as illustrated in Fig. 5.1(b), by adjusting the relative position of such tuning stubs and, thus, controlling the effective propagation path length of the guided wave. Similarly, programmable directional couplers with adjustable coupling aperture and tuning posts can be formed, as illustrated in Fig. 5.1(c), resulting in a change in the coupling coefficient. This concept can also be applied to power splitters, where power ratio can be changed by adjusting their external and internal geometric characteristics, as illustrated in Fig. 5.1(d). For reconfigurable applications $N$-throw switches can be realized, e.g., the single-pole three-throw (SP3T) switch shown in Fig. 5.1(e), where the position of the pins determines the output. Finally, as shown in Fig. 5.1(f), an adjustable $H$-plane horn antenna can be realized, where the gain/half-power beamwidth and beam pointing angle of the main lobe can be controlled.

Of course, single- and double-ridged rectangular waveguides can also be implemented, by partially penetrating pins within the waveguide (in the case of double-ridged waveguides both top and bottom walls need to be replaced by the holey metasurface); the penetration depth offers the flexibility of being able to adjust the capacitive loading and hence the guiding properties of the waveguide.

Among the most widely used rectangular waveguide circuits are filters, which can be implemented in a variety of ways; for example, employing inductive and/or capacitive irises, septa or posts [13–16].
5.2 Filter Design

The design of inductive iris filters is well-known and in some cases they can also be investigated analytically. However, a quick way to design such filters is by full-wave simulations or even free online available applets [17]; the latter approach was used here during the initial design. Fig. 2 shows illustrations of a 2-pole tunable inductive iris filter. A metal sheet patterned with an array of holes (arranged in a triangular lattice) to create the metasurface is used to replace small sections of one or more of the traditional MPRWG walls. In addition, the traditional solid internal field-perturbing metallic elements have been replaced by pin blocks. The result is the implementation of a band pass filter having tunable characteristics from the (re-)positioning of individual pins. The holey metasurface provides the required good electrical characteristics (i.e., sufficiently high conductivity) while enabling to reconfigure the structure mechanically (e.g., by inserting/removing pins through the holes).

Figure 5.2: Proposed filter geometry. (a) Perspective view and (b) plan view.

For the purposes of demonstrating tunable waveguide circuits using holey surfaces and pin block metamaterials, filters employing inductive irises will be reported, although capacitive irises, septa and posts could also have been used.
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Figure 5.3: Numerical simulation results of transmission (blue curves) and reflection (red curves) power loss characteristics for a tunable filter using the parameters given in Table 5.1, having its center frequency tuned for (a) 8.4 GHz, (b) 9.2 GHz and (c) 10.6 GHz.

Figure 5.4: Ideal lumped-element equivalent circuit model for the 2-pole filter demonstrator.

Metallic cylindrical pin arrays penetrate the waveguide, via the holes of the metasurface, to create pin block regions that behave as solid metal blocks from a traditional inductive iris, as illustrated in Fig. 5.2. The physical length of the pins is equal to the external height of the waveguide, with their radius ideally matching that of the holes from the metasurface. The holes have deeply subwavelength dimensions, with respect to the guide wavelength (i.e., \( r \ll \lambda_g \) where \( r \) and \( \lambda_g \) are the radius of the holes and the guide wavelength, respectively) and are arranged in a triangular lattice to minimize the spacing between adjacent pins; maximizing the pin block density and resolution of the individual pin positions. The former is important in order for the pin blocks to better mimic the low loss behaviour of the solid blocks; while the latter enables finer tuning resolution.

Due to the perforated periodic pattern of the metasurface, the size and position of the inductive irises can be altered by changing the density and individual positions of pins and, therefore, the pass band can be easily tuned.

For simplicity, the waveguide is operating at the fundamental \( \text{TE}_{10} \) mode (only \( E_y \), \( H_z \), and \( H_x \) are non-zero), so that higher order modes are cut off. Thus, the pins have to be placed vertically (parallel to the electric field) in order for \( E_y \) to induce currents along the pins and hence strongly interact with them. It is well known that wave-guiding structures containing discontinuities can be
Table 5.1: Spatial dimensions (in mm) of the proposed filter corresponding to triangular lattice hole/pin positions.

<table>
<thead>
<tr>
<th>$f_0$</th>
<th>a</th>
<th>b</th>
<th>p</th>
<th>r</th>
<th>$L_1 = L_2$</th>
<th>$d_1 = d_3$</th>
<th>$d_2$</th>
<th>$t_1 = t_3$</th>
<th>$t_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.4 GHz</td>
<td>23</td>
<td>10</td>
<td>0.75</td>
<td>0.25</td>
<td>24.5</td>
<td>5.82</td>
<td>7.79</td>
<td>2.75</td>
<td>3.5</td>
</tr>
<tr>
<td>9.2 GHz</td>
<td>23</td>
<td>10</td>
<td>0.75</td>
<td>0.25</td>
<td>19.5</td>
<td>5.82</td>
<td>7.79</td>
<td>3.5</td>
<td>3.5</td>
</tr>
<tr>
<td>10.6 GHz</td>
<td>23</td>
<td>10</td>
<td>0.75</td>
<td>0.25</td>
<td>14.5</td>
<td>5.82</td>
<td>7.12</td>
<td>3.125</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Figure 5.5: (a) Numerical simulation results of normalized magnitude of $E_y$ in the pass band at 9.2 GHz (solid curves) and outside the pass band at 9.5 GHz (dashed curves) and (b) corresponding contour plots of $E_y$ in the pass band (top) and outside the pass band (bottom), respectively.

studied analytically using mode-matching techniques. If this technique is applied for the design shown in Fig. 5.2, where the waveguide is partitioned into several sections, the fields in each section are expanded in normal waveguide modes and the continuity of the fields is enforced at the interfaces. A thorough analysis is beyond the scope of this work and can be found in many standard textbooks (e.g., [18, 19]).

5.2.1 Band Pass Filter

A 2-pole X-band tunable band pass filter will first be simulated with the use of a rectangular waveguide having approximate internal width $a$ and height $b$ spatial dimensions of $a \times b = 23 \text{ mm} \times
10 mm (i.e., similar to a standard WR-90 waveguide), with the whole of the top wall (as an extreme case) replaced by the holey metasurface.

To create a 2-pole filter, two cavity regions require six pin blocks inside the rectangular waveguide. For this particular filter design, symmetry exists in the $x$-$z$ plane at $x = a/2$ and also in the $x$-$y$ plane at the center of the filter. Therefore, the physical length of each cavity $L_1 = L_2 = L$ and the first and third irises have the same effective spatial dimensions of depth ($d_1 = d_3$) and thickness dimensions ($t_1 = t_3$). The nominal physical dimensions of the designed structures are given in Table 5.1.

This metamaterial filter has the important advantage in that it can be easily tuned, where the pass band can be translated across the entire X-band. The resonant frequency of the cavities (which defines the center frequency of the pass band $f_0$) is mainly affected by separation distance $L$. However, in order to fine tune the performance of the filter, other parameters can be adjusted, as will be discussed later. As an example, the results of full-wave numerical simulations using CST Microwave Studio (MWS) are shown in Fig. 5.3, for a filter having holey surfaces and pin block metamaterials defined by the physical dimensions given in Table 5.1.

Moreover, but not shown here, the bandwidth of the pass band can just as easily be controlled by varying the depths $d_1$, $d_2$, $d_3$ to achieve the required coupling coefficient, by tuning levels of shunt inductive coupling.

A lumped-element equivalent circuit model for the 2-pole filter demonstrator is shown in Fig. 5.4. It consists of two directly coupled series $L_R C_R$ resonators, which describe the identical cavity resonators in the waveguide filter, and three inductive coupling elements that correspond to the inductive irises (i.e., $L_{I1}$ and $L_{I2}$) formed by the pin blocks. Finally, $Z_{TE_{10}} = \omega \mu / k_z$ is the transverse wave impedance for the dominant TE$_{10}$ mode, with $\mu$ being the magnetic permeability of the waveguide filler (i.e., air in this case, with $\mu = \mu_0$), $k_z = k_0 - (\pi/a)^2$ is the wavevector for the TE$_{10}$ mode along the direction of propagation and the phase constant in free space $k_0 = \omega / c$, with $\omega$ and $c$ being the angular frequency and the speed of light in free space, respectively.

Numerical simulation results clearly show that, within the pass band, both cavities are excited at resonance and most of the power propagates along and through the waveguide. Moreover, the physical spacing $L$ is approximately half the guided wavelength, as seen in Fig. 5.5. Conversely, outside the pass band, the cavities are excited but the evanescent electric field decays exponentially through the cavities; the result is that the output power is just a small fraction of the input power.

To further investigate the performance of the holey surfaces and pin block metamaterials filter, and understand the effect of the various design parameters on its operation, parametric analysis has been undertaken, with some results shown in Fig. 5.6. Specifically, Figs. 5.6(a) to 5.6(d) were obtained by adding/removing a row of pins in the dimension of interest. It can be seen that resonance is sensitive to changes in $d_1$, $d_2$ and $t_2$; even small variations in these parameters may completely distinguish the resonance. However, $t_1$ can be used to fine tune the pass band characteristics. As expected, different scenarios can yield similar results. For example, Figs. 5.6(e) and 5.6(f) show that appropriate combinations for the values of $d_1$ and $d_2$ can shift the pass band, similar to adjusting the length $L$ (i.e., increasing $d_1$ and $d_2$ increases the shunt inductance, which effectively reduces the electrical length of the cavities, similar to reducing $L$). Thus, there are many degrees of freedom that can be used to tune the filter.

### 5.2.2 Band Stop Filter

Another example of a simple tunable device is that of a band stop filter, realized by employing capacitive posts [16]. Even a single pin that partially penetrates the inside of the waveguide can be used to implement the band stop characteristic [16]. The center frequency can be tuned by adjusting the penetration ratio $h/b$ of the pin, where $h$ is the internal penetration length of the pin.
5.3 Manufactured Proof-of-Concept Demonstrators

5.3.1 Band Pass Filter

A prototype of the 2-pole tunable filter, described in Section II, has been fabricated. A single 0.5 mm thick perforated aluminum sheet having periodically arranged holes; (with diameter $2r = 0.5$ mm, in triangular lattice and with 1 mm periodicity) has been wrapped around a standard WR-90 rectangular waveguide filler, as shown in Fig. 5.8(a). The longitudinal gap along the length of the waveguide was sealed with a narrow strip of conductive aluminum tape. The joint was placed in the center of the broad wall of the waveguide (where the electric field is at a maximum for the fundamental mode), in order to ensure a good electrical connection at the critical locations (the smaller the ratio, the higher the tuned frequency), as can be seen in Fig. 5.7.
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**Figure 5.7:** Left: Numerical simulation results of transmission (blue curves) and reflection (red curves) power loss characteristics for various penetration ratio values. Right: Cross-sectional view.

**Figure 5.8:** (a) Above: modified WR-90 dielectric filler (used as a temporary former) and below: flat $20 \times 10 \, \text{cm}^2$ perforated aluminum sheet (before assembly), (b) underside of the prototype filter (where the aluminum tape, protruding pins and standard WR-90 flanges can be seen) and (c) transverse view through the filter (showing the pin blocks and metasurfaces on all four walls running along the entire length of the 20 cm long rectangular waveguide).

where the electric field is zero. Next, 0.5 mm diameter stainless steel pins are inserted through the rectangular waveguide, in order to form the pin blocks for the inductive irises, as shown in Fig.
5.3 Manufactured Proof-of-Concept Demonstrators

Figure 5.9: Left: Chebyshev filter responses. Solid lines: measured results. Dashed lines: full-wave numerical simulation results using CST MWS. Right: individual pin arrangement with $L = L_1 = L_2 = 14.5$ mm.

Measurements were undertaken at the UK’s National Physical Laboratory, using a vector network analyzer (VNA) having a pair of WR-90 waveguide test ports and associated traceable calibration standards, for accurate S-parameter measurements across the 8.2 to 12.4 GHz frequency range. Thru-Reflect (short)-Line (TRL) calibration [20] establishes the measurement reference planes at the waveguide test ports. The calibration was performed using an external calibration algorithm, employing a seven-term error-correction routine [21]. The complete measurement set-up (i.e., VNA, primary standards and calibration algorithm) is referred to as the NPL Primary Impedance Microwave Measurement System (PIMMS) [22, 23], and represents the UK’s primary national standard system for S-parameter measurements. PIMMS also determines the uncertainty in the S-parameter measurements. This is achieved following internationally agreed guidelines [24], with minor modifications to accommodate the complex-valued (i.e., vector) nature of the S-parameter measurands [25]. For measurements in WR-90 waveguide, uncertainties of the linear magnitude of transmission coefficients typically range from 0.0003 to 0.0005 for a nominal transmission of 0.1 (i.e., 20 dB) in this waveguide band. Similarly, uncertainties for measurements of the linear magnitude of reflection coefficients typically range from 0.001 to 0.003 for low reflecting devices.

As can be seen in Fig. 5.9, a 2nd order Chebyshev filter response, having two return loss zeros, is obtain when $d_1 = d_3 = 6.4$ mm, $d_2 = 7.3$ mm, $t_1 = t_3 = 3$ mm and $t_2 = 4.5$ mm, whereas Fig. 5.10 shows the filter tuned to have a Butterworth type response. This can be achieved by changing the inductive coupling elements (i.e., changing the number and location of pins). Here, for example, $d_1 = d_2 = 6.5$ mm, $d_3 = 4.6$ mm and $t_1 = t_2 = t_3 = 3$ mm. The agreement between simulated and measured results is excellent in both cases, with only small discrepancies being attributed to manufacturing tolerances on the specified dimensions. The 1.4 % shift in frequency can be easily corrected by a small increase in $L = L_1 = L_2 = 15$ mm.

It is interesting to note that the in-band insertion losses for both filters are approximately 0.5 dB in X-band, which includes the use of non-ideal metals (i.e., lossy aluminium for the holey metasurfaces and stainless steel for the pin blocks) and the additional contributions from the two superfluous 13.1 cm long aluminium holey metasurface feed lines; clearly indicating that this technology is inherently low loss. Obviously, the insertion loss performance for these filters can be improved by using copper (instead of both aluminum and stainless steel) and removing the long feed lines.
5.3.2 Band Stop Filter

Next, a prototype of a simple single-pole band stop filter is fabricated by inserting a single pin partially inside an unperturbed rectangular waveguide, as described previously. The pin is located off center [16]. The response of this device is shown in Fig. 5.11, where the agreement between simulated and measured results is again excellent. The peak value of in-band return loss is approximately 0.6 dB.

5.3.3 Single Resonator

Taking advantage of the structure’s flexible arrangement for tunability, a single cavity resonator has been created by placing two double-rows of pins across the transverse width of the waveguide, separated by a distance $L = 15.3$ mm. Thus, the textbook value for the lossless resonant frequency of the dominant fundamental TE$_{101}$ mode can be approximated by the well-known expression

$$f_{101} = \frac{c}{2\pi} \sqrt{(\pi/a)^2 + (\pi/L)^2}.$$  

In order to increase the coupling efficiency, the middle pin of each
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**Figure 5.12**: Left: Cavity resonator insertion loss responses. Solid lines: measured results. Dashed lines: full-wave numerical simulation results using CST MWS. Right: pin arrangement with internal spatial dimensions of $a \times b \times L = 23 \times 10 \times 15.3 \text{ mm}^3$.

**Table 5.2**: Loaded and unloaded quality factors for the cavity shown in Fig. 5.12.

<table>
<thead>
<tr>
<th></th>
<th>Simulated</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unloaded $Q_u(f_0)$</td>
<td>698</td>
<td>419</td>
</tr>
<tr>
<td>Loaded $Q_L(f_0)$</td>
<td>677</td>
<td>402</td>
</tr>
</tbody>
</table>

row is removed. Further pins can be removed, in order to obtain stronger coupling, but at the expense of decreasing the loaded quality factor. On the other hand, the loaded quality factor is increased if none of the pins are removed (i.e., weaker coupling). The simulated and measured responses for this simple resonant structure are shown in Fig. 5.12, where any discrepancy between simulated and measured values is due to the poor repeatability of our simple prototype.

The loaded quality factor $Q_L(f_0)$ can be obtained from the transmission coefficient, either using the -3 dB bandwidth (i.e., $Q_L(f_0) = \Delta f/f_0$, where $\Delta f$ and $f_0$ are the -3 dB bandwidth and the resonant frequency, respectively) or from the insertion phase frequency response by

$$Q_L(f_0) = \frac{f_0}{2} \left| \frac{\partial \angle S_{21}(f)}{\partial f} \right| _{f=f_0}$$

(5.1)

Both definitions are equivalent for large $Q_L$ and give the same result (within a small numerical margin of error). The unloaded quality factor $Q_u(f_0)$ can be calculated by taking into account the loading of the cavity from

$$Q_u(f_0) = \frac{Q_L(f_0)}{1 - |S_{21}(f_0)|}$$

(5.2)

The results for both $Q_L(f_0)$ and $Q_u(f_0)$ are given in Table 5.2. As can be seen, there is a difference between simulated and measured results for such high Q-factor resonators. This is mainly because of pin misalignment with our simple prototypes (since there are only two rows of pins). However, when the unloaded quality factor is compared with classical waveguide resonators (i.e., fixed structures having no tuning ability), there is a reduction in performance. This is because tunability comes at the cost of increased losses both via radiation through the holes and power leakage through the rows of pins (i.e., power that does not contribute to the resonance). Fortunately, these losses can be dramatically reduced by: (1) decreasing the size of the holes (e.g., using more...
sophisticated machining technology), (2) having only a small section of the waveguide patterned with such holes and (3) increasing the pin density.

### 5.4 Extraction of Attenuation Constant

When evaluating the power losses in structures with discontinuities using full-wave simulations, one has to be careful with the interpretation of the results generated. For example, a standard approach to analyze the performance of waveguides is by exciting them with a waveguide port placed at each end. This approach calculates the attenuation constant and the \( S \)-parameters for the device modeled. However, the attenuation constant may report lower losses when compared to those reported by \( S_{21} \). The inconsistency in the results is due to the way the software calculates the propagation constant (and hence the attenuation constant). The propagation constant is evaluated at the face at which a port is assigned with a 2D eigenmode solver being employed to calculate the supported modes by the structure. As a result, this approach may yield incorrect results when the port is assigned to a face with discontinuities. More accurate results can be obtained from the \( S \)-parameters, as described here. For a generic passive system the energy conservation states that the incident power \( P_{\text{inc}} \) has to be equal with the summation of the reflected (due to impedance mismatching) and transmitted power \( P_{\text{ref}} \) and \( P_{\text{tr}} \), respectively and the power being lost \( P_{\text{loss}} \) (i.e., dissipated as heat or radiated). Thus, \( P_{\text{inc}} = P_{\text{ref}} + P_{\text{tr}} + P_{\text{loss}} \). Now, from the definition of the \( S \)-Parameters for a two-port network one gets \( P_{\text{ref}} = |S_{11}|^2 \) and \( P_{\text{tr}} = |S_{21}|^2 \), whereas using well-known perturbation methods the power transmitted from a point located at \( z_1 \) to \( z_2 \) is given by

\[
P_{\text{tr}}(z_1) = P_{\text{tr}}(z_2) e^{-2\alpha(z_2 - z_1)} \tag{5.3}
\]

In our case, for single mode propagation and assuming that the power enters the structure at \( z_1 \) and exits at \( z_2 \), having traveled a distance \( L = z_2 - z_1 \), (5.3) can be solved for the attenuation constant \( \alpha \) as follows (for negligible reflections)

\[
\alpha = -\frac{10}{L} \left[ \log |S_{21}|^2 - \log \left( 1 - |S_{11}|^2 \right) \right] = -\frac{20}{L} \log |S_{21}| \quad \text{in [dB/L]} \tag{5.4}
\]
5.5 Discussion

The holey metasurface can be described as an effective medium, using homogenization concepts, having an effective conductivity $\sigma_{\text{eff}}$ dictated by a filling factor; being naturally lower than the bulk dc conductivity $\sigma_0$ of conventional solid walls (i.e., $\sigma_{\text{eff}} < \sigma_0$). Although such a structure can expect to have slightly higher losses, due to the small amount of radiation through the holes, when compared with a conventional MPRWG, the losses can be dramatically reduced.

Fig. 5.13 shows the attenuation of the proposed waveguide having a metasurface on the whole of its top wall (without any pins) and a conventional MPRWG. In practice, the losses can be reduced almost back to the levels of the conventional MPRWG by covering the remaining holes with a conductive adhesive metal foil after tuning with simple physical or automated actuation mechanisms.

5.6 Conclusion

A new and generic enabling technology for realizing rectangular waveguide-based tunable components and circuits, which combines 2D and 3D metamaterials (holey metasurfaces and pin blocks, respectively), has been demonstrated. Two classical filter implementations have been demonstrated. The first employs tunable inductive iris to retune from the Chebyshev to Butterworth approximations for a 2-pole band pass filter; while the second employs a capacitive post to achieve a band stop filter characteristic having a single-pole Butterworth approximation.

The parametric study has shown robustness to the restriction of pin location and manufacturing tolerances. Moreover, with its large degrees of tuning freedom, which lends itself to automation, this technology can achieve high levels of functionality. Moreover, the measured low loss performances of the experimental filters, as well as the high Q-factors for a single resonator, given the non-ideal lossy metals used, clearly demonstrate that this new metamaterials technology can provide a low cost solution for tunable and reconfigurable architectures.

The proposed technology may find many applications that are not just limited to high performance filters that have restrictions on manufacturing tolerances [26, 27]. Many types of discontinuity can be easily introduced by inserting pins either fully or partially into the rectangular waveguide and in all three orthogonal planes. For example, tunable ridged waveguides is one possible application. Moreover, the post-wall SIW, with its diverse array of component and circuits, including all the examples illustrated in Fig. 1, is a natural application of this technology, as the sidewall vias can be replaced by tunable pin arrays with block actuators.

Finally, potentially new applications for this permeable enabling technology include lightweight and forced-air/cryogenically-cooled subsystems, gas/vapor/humidity/pressure/light sensors, optoelectronic and even real-time tunable/reconfigurable components, circuits and subsystems. Here, a resonance or series of resonances can be implemented and the resulting frequency detuning and reduction in quality factors can be detected, giving valuable information on the particular parameter under test.

It is interesting to note that compared to conventional filters with fixed apertures and tuning screws, the proposed method offers the opportunity to realize a more diverse range of devices and hence, with one reconfigurable architecture the implementation of a broad range of passive components (not restricted to filters) is possible.
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Chapter 6

Reconfigurable “Voodoo” Waveguide for Single Element Vector Network Analyzer Verification

Following the concept presented in Chapter 5, a novel simple metamaterial inspired approach to the verification process for vector network analyzer (VNA) waveguide calibration is investigated here, using a single reconfigurable component verification kit. Conventional techniques require multiple verification components and these only exist commercially for operation up to 110 GHz. At millimeter-wave frequencies, the use of multiple components can lead to significant errors due to imperfections in waveguide flange misalignments during the multiple component connections. The reconfigurable component has been designed so that its electrical properties can be changed quickly to a broad range of known values, without introducing additional errors due to flange misalignment. Once connected, the component can be reconfigured to introduce relative changes in the reflected and transmitted signals. For millimeter-wave metrology, where mechanical precision is of paramount importance, this single-component verification approach represents an attractive solution. A proof-of-concept verification process is described, based on hardware implementation, simulations and validation measurements using standard WR-15 waveguide (50-75 GHz).

6.1 Introduction

The exponential growth in the commercial exploitation of the millimeter-wave frequency range [1–5] requires continual improvements in metrology. One important piece of measurement equipment is the vector network analyzer (VNA), which must be first calibrated before any device under test measurements can be performed. However, of equal importance, is the calibration verification process. In rectangular waveguide, the measurement setup (i.e. calibration and its verification) is a relatively slow manual process, when compared to rapid automated radio frequency on-wafer approaches [6]. Being a manual process, requiring multiple matings of rectangular waveguide flanges, mechanical misalignments can introduce errors in verification measurements [7], which become more pronounced as frequency increases into the millimeter-wave frequency range. Thus, the ability of these devices to act as independent, transferable, verification components will be significantly compromised at these higher frequencies due to interactions between multiple random misalignment errors, including those due to the inevitable imperfections in different end-users’ test ports. Errors in verification measurements could lead to a false conclusion concerning the quality of the calibration, which in turn may lead to an unnecessary and time-consuming re-calibration.

In addition to calibration kits, millimeter-wave instrumentation manufacturers can also pro-
vide independent verification kits. However, in rectangular waveguide, verification kits are only commercially available for operation up to 110 GHz [8, 9]. A typical waveguide verification kit contains four distinct components: two fixed attenuators (e.g., 20 and 50 dB), a standard low loss thru section and a half-height impedance mismatch section. The thru and half-height sections can be accurately characterized by classical electromagnetic theory, while the fixed attenuators must be pre-characterized through traceable measurements. The quality of the verification components can be subsequently checked against the performance of the associated models, to ensure that the known electrical behaviour is maintained.

With conventional verification kits, components are permanently fixed, i.e. their electrical behaviour cannot be changed once they have been connected to the VNA. On the other hand, PIN diodes [10] and RF MEMS switches can be used for implementing an electronically reconfigurable verification kit. However, PIN diode circuits suffer from poor performance and are much more difficult to integrate at higher millimeter and sub-millimeter wave frequencies. RF MEMS switches can perform better, but still suffer from the problem of electromagnetic interactions with the biasing arrays and also introduce a large cost overhead.

A single-component verification kit, consisting of a reconfigurable section of rectangular waveguide that can introduce a broad range of known values in the voltage-wave reflection and transmission coefficients, represents a novel simple approach.

One approach to creating a reconfigurable waveguide section is to pattern its broad walls with holes, so that metal pins can be inserted through the complete waveguide section. The process of inserting pins into an object, in order to cause a change to occur, is reminiscent of the mythological practices associated with voodoo. In the case of voodoo, pins are inserted into a “voodoo doll” in order to invoke a change in a person represented by the doll. In our case, pins are inserted into a section of waveguide in order to invoke a change in the electromagnetic characteristics of the waveguide. We therefore use the term “voodoo-waveguide” to describe this type of electromagnetic waveguide device. These pins will perturb the electromagnetic behaviour within the waveguide section, giving rise to known changes in reflection and transmission coefficients.

This chapter describes a reconfigurable “voodoo-waveguide” structure, realized in WR-15 waveguide (50-75 GHz). This millimeter-wave band was chosen because structures can be easily machined without the need for using more expensive micromachining technologies [11]. In addition, the voodoo-waveguide structure has been accurately characterized over the complete band. A proof-of-concept verification process is then described, based on the hardware implementation, full-wave numerical simulations and validation measurements. It has been demonstrated that this new approach to calibration verification can quickly reveal whether a calibrated VNA is operating within expected performance metrics.

6.2 Reconfigurable Voodoo-Waveguide Structure

The design of the reconfigurable voodoo-waveguide structure is shown in Fig. 6.1, having five pins/holes to demonstrate the single-component verification concept. This device can easily be derived from the tunable waveguide circuits presented previously by covering most of the holes while leaving only a few blank at the desired locations. Details of the drilled pattern of holes, including their orientation with respect to the port identification numbers, are shown in Fig. 6.1(a). The holes are made by electrical discharge machining, using a computer-controlled process. A spark from a copper rod placed in close proximity to the aluminum waveguide surface repeatedly vaporizes a small part of the waveguide near the copper rod. The vertical line of holes \( h_3, h_4 \) and \( h_5 \), is nominally midway between the waveguide end ports. Fig. 6.1(b) and (c) show the finished air-filled metal-pipe rectangular waveguide, having internal aperture dimensions \( a \times b = 3.76 \times 1.88 \text{ mm}^2 \).
6.2 Reconfigurable Voodoo-Waveguide Structure

Figure 6.1: Reconfigurable voodoo-waveguide structure. (a) Design plan view. The shaded areas represent the position of the holes (nominal dimensions are $L = 50$ mm, $d_1 = 1$ mm, $d_2 = 0.5$ mm, $\ell_1 = 1.5$ mm and $r = 0.25$ mm). (b) Machined structure with no pins inserted and (c) machined structure with two pins inserted all the way through.

(corresponding to WR-15 [12]), with symmetrical holes drilled on both broad walls. Through the holes, high speed steel cylindrical pins can penetrate through the waveguide walls.

For example, with reference to Fig. 6.1(a), hole $h_4$ is placed at the center of the waveguide (along both the $x$- and $y$-directions), where the electric field is at a maximum for the fundamental $TE_{10}$ mode, resulting in the highest level of interaction when a pin is inserted. Similarly, $h_3$ and $h_5$ are located in-line with $h_4$ (along the $y$-direction), with an offset $d_2$ and $d_1$ from the adjacent side walls, respectively. As a result, different levels of interference can be achieved to create known changes in the reflection and transmission coefficients. Additionally, holes $h_1$ and $h_2$ are in-line with $h_3$ and $h_5$ (along the $x$-direction), respectively, to provide phase offsets. With five holes there are 32 discrete combinations that can be selected, giving a wide range of verification measurements this is in contrast to the 4 possible states offered by commercial verification kits. For convenience, all pins have the same diameter of 500 µm, which needs to match the size of the holes, so that there is good electrical contact and no leakage of electromagnetic radiation.

For simplicity, the waveguide is only operated in its fundamental $TE_{10}$ mode (with $E_z$, $H_x$, and $H_y$ being non-zero), so that all higher-order modes are cut-off. With the pins placed vertically (i.e., parallel to the electric field $E_z$) currents are induced along the pins, resulting in a strong interaction with propagating fields. This would not be the case if the pins were placed horizontally. Simple single and double pin discontinuities have been studied analytically [13, 14].

As an example, the reflection and transmission characteristics of the reconfigurable voodoo-waveguide structure incorporating two pins, is shown in Fig. 6.2 for two different pin combinations. Polar plot responses exhibit a spiral frequency response (for both reflection and transmission.
coefficients), which is unique to the reconfigurable voodoo structure. This single-component verification kit should be sufficient for most practical applications. Having values spread out across most of the $S$-parameter planes provides a comprehensive verification for the VNA’s reflection and transmission measurements, as will be discussed in detail in the following sections.

### 6.3 Experimental Validation

#### 6.3.1 Dimensional Measurements

In order to accurately characterize the electrical behaviour of the reconfigurable voodoo-waveguide structure, at (sub)millimeter-wave frequencies, it is important to know the positions of the pin insertion holes at the micrometer level of accuracy.

The position of the pin insertion holes, with respect to waveguide datum features, was determined using a Coordinate Measuring Machine (CMM) at the UK’s National Physical Laboratory. The intra-hole positions were determined using a Zeiss F25 smallcomponent CMM, fitted with a 125 $\mu$m diameter ball-ended probing stylus, as shown in Fig. 6.3(a).

The $x$-$y$ surface of each hole was contacted at 16 different locations and a Gaussian best-fit circle fitted to the measurement data. A first local co-ordinate system (CS1) was set up using the center of $h_4$ as the origin, and the center location of the other four holes were established with respect to this evaluated feature. The position of $h_4$, with respect to the waveguide end faces (the port end planes) and outer side walls, was also determined. Because the pattern of holes is non-symmetric, the ports are labeled 1 and 2, to avoid any ambiguity in their identification. All measurements were repeated five times, as part of the process of determining the repeatability of the measurements.

The position of the waveguide’s inner side walls, with respect to the outer side walls, was determined using a Zeiss Universal Precision Measuring Center (UPMC) CMM fitted with a “T-shaped” stylus array; each stylus having a 600 $\mu$m diameter ball-ended tip, as shown in Fig. 6.3(b). In this case, a second local co-ordinate system (CS2) was set up using designated waveguide datum features; this was then used as the global coordinate system. The Port 1 aperture was defined as the $x = 0$ plane, and one internal side wall defined as the $y = 0$ plane, as indicated in Fig.6.1(a), with the origin at $x = y = 0$. The latter is designated as the wall adjacent to holes $h_1$ and $h_3$. Because it was not possible to make contact with the inside of any side wall, along the length of the waveguide, 24 points corresponding to the inside of this side wall were determined at each end of the waveguide with Gaussian best-fit planes fitted to the data. A mean plane was constructed from
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Figure 6.3: Experimental setup for determining the hole positions.

Table 6.1: Hole locations (in mm) with respect to the origin of CS2.

<table>
<thead>
<tr>
<th>Port 2</th>
<th>$h_1$</th>
<th>$h_2$</th>
<th>$h_3$</th>
<th>$h_4$</th>
<th>$h_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y$</td>
<td>0.465</td>
<td>2.713</td>
<td>0.459</td>
<td>1.835</td>
<td>2.713</td>
</tr>
<tr>
<td>$2r$</td>
<td>0.501</td>
<td>0.514</td>
<td>0.507</td>
<td>0.520</td>
<td>0.509</td>
</tr>
</tbody>
</table>

The coordinates of the hole-centers, with respect to coordinate system CS2, are given in Table 6.1, together with the location of the Port 1/Port 2 apertures (i.e., the overall length of the reconfigurable voodoo-waveguide structure). The measurement uncertainty of the data is estimated to be $\pm 0.25 \mu m$, for the intra-hole positions, and $\pm 250 \mu m$ for the center co-ordinates of $h_4$. The larger uncertainty, in the latter case, is due primarily to the lower accuracy of the UPMC CMM. The holes were only measured from the top side of the waveguide, with the assumption that there is perfect symmetry between the top and bottom sides, such that the pins stand perfectly vertical.

6.3.2 Microwave Measurements Methodology

The electrical measurements were also made at the UK’s National Physical Laboratory, using an Agilent Technologies PNA-X and a pair of Virginia Diodes Inc. waveguide extender heads. These extender heads are fitted with standard WR-15 waveguide test ports [12] and enable the VNA to make measurements across the full frequency range of interest (50-75 GHz), as shown in Fig. 6.4.

Traceable calibration standards were used for accurate S parameter measurements, with reference planes at the waveguide test ports; by performing a Thru-Reflect-Line (TRL) calibration [15]. This calibration employed WR-15 waveguide standards: Thru connection (T); a flush short-circuit connected, in turn, to each test port (R); and a quarter-wavelength delay line section of waveguide (L). The calibration was performed using an in-house calibration algorithm, employing a seven-term error-
correction routine [16]. The overall set-up (i.e., VNA, primary standards and calibration algorithm) is referred to as the NPL Primary Impedance Microwave Measurement System (PIMMS) [17, 18]; this being the UK’s primary national standard system for $S$-parameter measurements. The realization of this system for millimeter-wave waveguide measurements has been previously described [19].

PIMMS also determines the uncertainty in the $S$-parameter measurements. This is achieved following internationally agreed guidelines [20], with minor modifications to accommodate the complex-valued (i.e., vector) nature of the $S$-parameter measurands [21]. Uncertainties using PIMMS for measurements of the linear magnitude of transmission coefficients range typically from 0.001 to 0.002 [17] for a nominal transmission of 0.1 (i.e., 20 dB) in this waveguide band. Similarly, uncertainties for measurements of the linear magnitude of reflection coefficients range typically from 0.005 to 0.006 [17] for low reflecting devices in this waveguide band.

### 6.3.3 Microwave Measurements

The reflection and transmission coefficients of the reconfigurable voodoo-waveguide structure were first measured and compared with full-wave numerical simulations using the commercial software package CST Microwave Studio [22]. With our design, which has 32 different pin combinations, not all combinations had sufficiently distinct and useful characteristics and hence only some of the most illustrative combinations are shown in Figs. 6.5 to 6.8. The maximum observed difference between model and measurements is 4% for the reflection coefficient and 6% for the transmission coefficient, respectively.

As can be seen, the reconfigurable nature of the structure allows a diverse range of reflection and transmission values. The same behaviour is also observed as spirals in the measurement complex planes, as shown in Fig. 6.2. This diverse range has the advantage that most parts of the $S$-parameter complex planes can be verified and, hence, more detailed information about the quality of calibration can be obtained. This contrasts with the behaviour of most commercial verification kit components (i.e., attenuators and waveguide sections) that only provide relatively flat magnitude frequency responses (corresponding to circles in the measurement complex planes).

In order to verify the repeatability of the measured responses, four independent measurement sets were taken on two different days, with the VNA being re-calibrated before each measurement set. In assessing the performance of the proposed voodoo-waveguide structure, various metrics can be used. To some extent, the choice of metric would depend on the particular application and requirement of a given end-user. For example, we present here the average error between different
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**Figure 6.5:** Amplitude of reflection coefficient for various pins configurations. Solid lines represent the simulated response and dashed lines the measured response.

**Figure 6.6:** Amplitude of transmission coefficient for various pins configurations. Solid lines represent the simulated response and dashed lines the measured response.

sets $S_{ij}^e$ which can be easily calculated using the Euclidean norm as

\[
S_{ij}^e = \frac{\|S_{ij}^n - S_{ij}^k\|_2}{\|S_{ij}^n\|_2} \cdot 100\% \tag{6.1}
\]

with $S_{ij}^n$ and $S_{ij}^k$ being two random measured sets for the $S_{ij}$ parameter matrix, with data sets $n \neq k \in \{1, \ldots, 4\}$, resulting in $S_{ij}^e$ of about 1.5%. This suggests that the measurements are very repeatable and relatively insensitive to small variations in both the general waveguide experimental setup (i.e., due to flange misalignments) and component tolerances (i.e., pin misalignments). The small discrepancies for this low millimeter-wave frequency band can be attributed primarily to these misalignments and also random sources of error (e.g., VNA system noise).

Similarly, the measured results are compared with the simulation results, using the Euclidean
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Figure 6.7: Phase difference between numerical simulations and measurements of reflection coefficient for various pin configurations.

Figure 6.8: Phase difference between numerical simulations and measurements of transmission coefficient for various pin configurations.

norm, and an average error $S_{ij}^e$ is obtained from

$$S_{ij}^e = \frac{\|S_{ij} - S_{ij}^m\|_2}{\|S_{ij}^m\|_2} \cdot 100\%$$  \hspace{1cm} (6.2)

where $S_{ij}$ and $S_{ij}^m$ are the simulated and measured $S_{ij}$-parameter matrices, respectively. Here, the simulation results act as references, since they are free from flange/pin misalignment errors that may affect the measurements. For example, the average error across frequency in the reflection coefficient for the three configurations shown in Figs. 6.5 and 6.7 is less than approximately 2% (this error increases with decreasing reflection). On the other hand, the average error across frequency in the transmission coefficient shown in Figs. 6.6 and 6.8 is less than approximately 5% (this error decreases with increasing transmission). The higher percentage errors for both reflection and transmission are only due to the small absolute errors that become more significant when measuring small values. Indeed, it is interesting to note that the largest errors are for the lowest curves in Figs. 6.5 and 6.6, which correspond to small absolute values. Thus, this does not change the fact that good agreement is observed between simulation and measured results.
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![Amplitude of Reflection Coefficient vs Frequency](image)

**Figure 6.9:** Measured responses for a well-matched load standard (blue curve) and a poorly-matched load standard (red curve).

**Table 6.2:** Average error in reflection and transmission coefficients for good/poor calibration.

<table>
<thead>
<tr>
<th>Reflection Coefficient</th>
<th>Transmission Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h_1 ) and ( h_2 )</td>
<td>( h_4 ) and ( h_5 )</td>
</tr>
<tr>
<td><strong>Good Cal.</strong></td>
<td>1.2%</td>
</tr>
<tr>
<td><strong>Poor Cal.</strong></td>
<td>4.9%</td>
</tr>
</tbody>
</table>

### 6.3.4 Calibration Verification Proof-of-Concept

Having characterized the proposed reconfigurable voodoo-waveguide structure, it is now possible to demonstrate its value as a single-component verification kit. With TRL calibration and the use of PIMMS, it is difficult to deliberately adjust the quality of a given calibration. Therefore, the widely used Short/Offset-short/Load/Thru (SOLT) calibration method was used to enable a deliberately poor calibration to be introduced into the investigation. With waveguides the SOLT calibration is performed using three known loads. Usually, a high quality well-matched load standard can produce a linear reflection coefficient magnitude of less than 0.01 (corresponding to a return loss of 40 dB), at millimeter-wave frequencies, as shown in Fig. 6.9.

After performing a good calibration, using a well-matched load standard, the reconfigurable voodoo-waveguide structure was connected to the VNA test ports, resulting in polar plots for both the reflection and transmission measurements shown in Fig. 6.10(a). Next, a deliberately poor calibration was performed using a load standard having a significant impedance mismatch (i.e., with a linear reflection coefficient of between 0.05 and 0.1, as shown in Fig. 6.9, corresponding to a worst-case return loss of 20 dB), to produce a calibration that is unacceptable for most practical applications. This is a typical scenario when a standard may have been poorly treated during its working life time, and its level of performance degradation may not be obvious to the user. The single-component voodoo-waveguide verification kit is then re-connected and its reflection and transmission measurements plotted in Fig. 6.10(b). A visual inspection of the polar plots in Fig. 6.10(a) and 6.10(b) clearly shows abnormal behaviour (e.g., the magnitude of the reflection coefficient exceeding unity), consistent with a poor calibration. This clearly indicates that the calibration being verified is of unacceptable quality. Furthermore, the quality of the calibration can also be studied quantitatively (e.g., by calculating the average error between simulations and measurements).
Figure 6.10: Reflection (blue curve) and transmission (red) characteristics when (a) a good SOLT calibration is performed and (b) when a poor SOLT calibration is performed (i.e., using an “ill-conditioned” matched load). The plots correspond to the case where $h_1$ and $h_2$ are filled with pins.

Figure 6.11: Illustration of the proposed WR-10 verification device. The shaded areas represent the position of the holes. The nominal dimensions are: $d_1 = d_2 = 750 \mu m$, $d_3 = 250 \mu m$, $d_4 = 650 \mu m$, $\ell = 750 \mu m$, $2r = 500 \mu m$

across frequency, as shown in Table 6.2. The percentage error for different pin configurations clearly reveals the calibration quality, thus successfully demonstrating the proof-of-concept for this single-component verification kit.

6.4 WR-10 Waveguide Design

The previous analysis can be easily applied to realize single-component verification kits at higher frequencies. For example, WR-10 waveguide verification device design is shown in Fig. 6.11. Here, the pins radius is kept the constant and equal to $r = 0.25 mm$, as in the WR-15 verification component. This emphasizes the fact that there are many degrees of freedom in the design and that the holes/pins do not have to be necessarily scaled for neighboring frequency bands. The modeled frequency responses are shown in Fig. 6.12 for various pin configurations, where the diverse range of values in the transmission and reflection coefficients are obvious. This has been done due to limitations in the manufacturing technique used.

6.5 Discussion and Conclusion

A novel simple approach in the verification process for vector network analyzer waveguide calibration has been reported, using a single-component verification kit. The strength of the proposed reconfigurable voodoo-waveguide structure is that it can easily be transformed from having a very
Figure 6.12: Reflection (blue curve) and transmission (red curve) response in the WR-10 waveguide band (75 to 110 GHz) when (a) $h_2$, (b) $h_4$ (c) $h_1$ and $h_2$ and (d) $h_2$ and $h_3$ are filled with pins.

Conventional multi-component commercial waveguide verification kits are currently only available at frequencies up to 110 GHz. If such kits are made available at higher frequencies then the necessary multiple flange connections will make them susceptible to measurement errors due to the inevitable mechanical misalignments of the waveguide interfaces. In contrast, a single-component verification kit will inherently exhibit smaller errors at higher frequencies, while its reconfigurability offers a broader selection of known electrical characteristics. Moreover, the time taken to reconfigure the compact verification kit is significantly reduced.

For millimeter-wave metrology, where mechanical precision is of paramount importance, this single-component verification approach represents an attractive solution. For example, the rectangular waveguide verification kit could be implemented using radio frequency microelectromechanical systems technology [11], possibly using paraffin wax microactuator technology [23, 24].

A proof-of-concept verification process has been described, based on hardware implementation, simulations and validation measurements using standard WR-15 waveguide (50-75 GHz). While a relatively low millimeter-wave band has been used here, for convenience, this approach is inherently suited for VNAs operating at millimeter- and submillimeter-wave frequencies, where flange misalignment errors can dominate. This will open up new opportunities for verifying the latest generation of VNAs that operate in waveguide at millimeter- and submillimeter-wave frequencies (to 1.1 THz).
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Chapter 7

Lossy Spherical Cavity Resonators for Stress-testing Eigenmode Solvers

In order to model coupling between lossy elements in metamaterial structures, it is essential to have accurate models describing the resonant behaviour of simple structures that collectively may form such metamaterials. Moreover, it is essential that numerical simulation tools provide accurate results for arbitrary structures. This is important since full-wave solvers are often the only approach to verifying the behaviour of metamaterials. For this reason, the simplest structure is studied with a view to stress-testing commercial eigenmode solvers. In this chapter, the electromagnetic analysis of lossy metal-walled spherical cavity resonators is given from first principles. Exact analytical results, acting as a benchmark reference standard, are compared to those generated independently by two commercial, industry-standard, full-wave numerical simulation modeling software packages (HFSS™ and COMSOL); both employing the finite-element method. Unlike perturbation techniques, appropriate only for low loss scenarios (i.e. walls having high intrinsic conductivities), there are no inherent loss limitations in our analysis. When the wall transforms from being a perfect electrical conductor (PEC) to free space, as its intrinsic conductivity decreases from infinity to zero, it is found that the eigenmode solvers with both software packages increasingly fail; this has profound implications on their usefulness for the modeling of arbitrary 3D lossy structures having even the simplest of geometries. With both software packages, all possible modeling strategies have been investigated and their associated limitations identified. Moreover, a plane-wave approximation model is proposed that accurately predicts the numerical simulation results for the finite conductivity boundary and layered impedance boundary conditions; this provides an analytical means for accurately quantifying the weakness of the numerical eigenmode solvers. It is also found that, when using the accurate impedance boundary condition, a priori knowledge of the resonance frequency and the wave impedance at the boundary is required, otherwise it will result in a total failure to predict the eigenfrequencies for arbitrary 3D structures having lossy metal walls. For completeness, a generic lumped-element $RLC$ equivalent circuit model is given that exactly describes the cavity behavior as its wall transforms from being a PEC to free space. In addition, the long-standing ambiguity associated with defining unloaded quality factors with lossy resonators is resolved. Together, a deeper insight into the behavior of lossy spherical cavity resonators and commercial eigenmode solvers is given for the first time.

7.1 Introduction

Electromagnetic cavity resonators having electrically conducting walls have been exploited for well over seven decades [1–3], because of their ability to produce sharp spectral resonances – much
sharper than their lumped-element counterparts. Their ability to store electromagnetic energy with very low dissipative losses, from sub-microwave [4] to optical [5] frequencies, has made them an essential component in many systems.

In general, it is highly desirable to have low-loss electromagnetic resonators (e.g., to implement high-performance impedance matching networks and filters). However, there are many examples where lossy resonant structures exist; requiring a more rigorous approach to the modeling of their behavior. Examples include: (1) surface plasmon polaritons, found in nature and engineered [6]; (2) heavy time-domain damping of unwanted resonances (e.g., in DC biasing networks) and even control systems; (3) implementation of ultra wideband frequency-domain networks (e.g. antennas, phase shifters and filter found in ultra-high speed telecommunications and radar systems); (4) unexpected box-mode resonances with low-cost plastic/organic packaging of high frequency devices; and (5) certain metamaterial structures.

Clearly, there is an inherent need for the accurate numerical simulation of arbitrary 3D structures, regardless of the levels of associated material losses. An illustrative example is that of metamaterials of infinite extent an area that has received great interest in recent years where full-wave numerical simulations often provide the only realistic option to study their behavior (e.g., [7]).

While structures with “good electrical conductors” can be easily modeled with excellent accuracy, this is not straightforward when low conductivity materials are modeled, as will be shown later. To this end, the stress-testing of commercial electromagnetic full-wave simulation software packages is of critical importance to both the academic community and industry; as previously undertaken for the modeling of electrically-thin metal-walled structures [8] and those intended for use at terahertz frequencies [9]. To this end, a traceable benchmark structure (mathematically defined by an exact analytical model) is required, to compare its results with those from numerical simulations, with a view to quantifying levels of accuracy. With numerical electromagnetic field solvers intended for arbitrary 3D structures, the spherical cavity resonator represents an ideal benchmark structure. This is because, unlike lossy metal-walled rectangular cavity resonators, it does not suffer from the effects of diffraction; thus, able to provide an exact analytical solution for arbitrary levels of loss.

Low loss performance with metal-walled cavities is achieved with the use of “good electrical conductors”. Fortunately, in this case, the analysis can be greatly simplified with the use of approximate solutions (e.g., perturbation techniques); this is well documented in many works (e.g., Slater [10]), but their validity is limited to low losses. A more general approach for the modeling of metal-walled cavities was reported by Hadidi and Hamid, for cylindrical resonators with lossy end walls, although their work still requires the use of approximations [11]. However, the exact analytical formulation for the generic case of a dielectric sphere inside another dielectric of infinite thickness was given by Gastine et al. [12]. This exact analytical model was then only used to investigate the modal behavior of ideal lossless homogeneous dielectric spheres in free space. After an exhaustive literature survey, the modeling of lossy metal-walled spherical cavity resonators could not be found. For this reason, the general modeling of low quality factor metal-walled spherical cavity resonators is studied, for the first time, with a view to gaining new insight into their behaviour and to perform stress-testing of commercial arbitrary 3D eigenmode solvers (by the introduction of arbitrary lossy metal walls).

### 7.2 Analytical Formulation

The electromagnetic fields within a spherical cavity are first expanded into normal waveguide modes. As is well known, the fields within the cavity can be decomposed into two families; namely transverse electric (TE) and transverse magnetic (TM). In our case, radially propagating waves with both families are of interest and, hence, so are the associated modes that are transverse with
respect to the radial direction. In the general case of an inhomogeneous dielectric-filled cavity (along the radial direction) the modes are neither pure TE nor pure TM, but a superposition of both. One way to obtain the field distributions for each family is with the use of the Hertz vector potentials. A thorough study of this method is beyond the scope of this work and can be found in classical electromagnetics textbooks [13, 14]; only a brief outline is given here, for completeness. The steady-state time-harmonic fields inside the cavity volume can be written (using a temporal dependence of $e^{j\omega t}$) as

$$\mathbf{E} = \mathbf{E}_{\text{TE}} + \mathbf{E}_{\text{TM}} = -j\omega\mu_0 \nabla \times \mathbf{\Pi}_e + \nabla \times \nabla \times \mathbf{\Pi}_m$$  \hspace{1cm} (7.1)

$$\mathbf{H} = \mathbf{H}_{\text{TE}} + \mathbf{H}_{\text{TM}} = \nabla \times \nabla \times \mathbf{\Pi}_e + j\omega\varepsilon_0 \nabla \times \mathbf{\Pi}_m$$  \hspace{1cm} (7.2)

where $\mathbf{\Pi}_e$ and $\mathbf{\Pi}_m$ are the electric-type and magnetic-type Hertz vector potentials, respectively, having the form of $\mathbf{\Pi}_{e,m} = \psi \mathbf{u}_e$, with $\psi$ being a scalar function and $\mathbf{u}_e$ the unit normal vector along the radial $r$-direction. The expression for $\psi$ can be obtained by solving the scalar Helmholtz equation $(\nabla^2 + k_0^2)\psi/r = 0$ in spherical coordinates as

$$\psi = \frac{A}{j\omega\mu_0\varepsilon_0} k_d r j_n(k_d r) P_n^m(\cos \theta) \left[ B \cos(m\phi) + C \sin(m\phi) \right]$$  \hspace{1cm} (7.3)

within the cavity filler, $\mu_0$ and $\varepsilon_0$ are the intrinsic permeability and permittivity, respectively, the wavenumber $k_d = \omega \sqrt{\mu_0 \varepsilon_0}$, $\omega$ is the angular frequency, $r$ is the radial coordinate and $A$, $B$, $C$ are mode-dependent normalization constants. The rest of the symbols have their usual meaning, with $j_n$ being the spherical Bessel functions of the first kind, $P_n^m(\cos \theta)$ the Legendre polynomials and $m$, $n$ corresponding to the variations along the azimuthal angle $\phi$ and polar angle $\theta$, respectively.

The TE modes can be obtained from a magnetic-type Hertzian potential directed along the radial direction (i.e., $\mathbf{\Pi}_m = 0$). In this case the field distributions are given by

$$\mathbf{E}_{\text{TE}} = j\omega\mu_0 \left[ 0, -\frac{1}{r \sin \theta} \frac{\partial \psi}{\partial \phi} \mathbf{u}_e, \frac{1}{r} \frac{\partial \psi}{\partial \theta} \mathbf{u}_\theta \right]$$  \hspace{1cm} (7.4)

$$\mathbf{H}_{\text{TE}} = \left( \frac{\partial^2}{\partial r^2} + k_d^2 \right) j\omega\mu_0\varepsilon_0 \psi \mathbf{u}_r, \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi} \mathbf{u}_\theta \right]$$  \hspace{1cm} (7.5)

Similarly, the fields for the TM modes are obtained from an electric-type Hertzian potential directed along the radial direction (i.e., $\mathbf{\Pi}_e = 0$). Thus, the electromagnetic fields can be written as

$$\mathbf{H}_{\text{TM}} = j\omega\varepsilon_0 \left[ 0, \frac{1}{r \sin \theta} \frac{\partial \psi}{\partial \phi} \mathbf{u}_e, -\frac{1}{r} \frac{\partial \psi}{\partial \theta} \mathbf{u}_\theta \right]$$  \hspace{1cm} (7.6)

$$\mathbf{E}_{\text{TM}} = \left( \frac{\partial^2}{\partial r^2} + k_d^2 \right) j\omega\mu_0\varepsilon_0 \psi \mathbf{u}_r, \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi} \mathbf{u}_\theta \right]$$  \hspace{1cm} (7.7)

For TE modes with $n, p \neq 0$:

$$\mathbf{E}_{\parallel,\text{TE}} = \frac{A}{\varepsilon_0} k_d j_n(k_d r) \left[ \frac{m P_n^m(\cos \theta)}{\sin \theta} \left( B \sin(m\phi) - C \cos(m\phi) \right) \mathbf{u}_\theta \right]$$  \hspace{1cm} (7.8)

$$\mathbf{H}_{\parallel,\text{TE}} = \frac{Ak_d}{j\omega\mu_0\varepsilon_0 r} \left[ j_n(k_d r) \left[ \frac{dP_n^m(\cos \theta)}{d\theta} \left( B \cos(m\phi) + C \sin(m\phi) \right) \mathbf{u}_\theta \right] ight]$$  \hspace{1cm} (7.9)
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For TM modes with \( n, p \neq 0 \):

\[
\begin{align*}
H_{_{\parallel,\mathrm{TM}}} &= -\frac{A}{\mu_0} k_0 j_n(k_0 r) \left[ \frac{m P^m_n(\cos \theta)}{\sin \theta} \left( B \sin(m \phi) - C \cos(m \phi) \right) u_p \right] \\
E_{_{\parallel,\mathrm{TM}}} &= \frac{A k_0}{j \omega \mu_0 \varepsilon_r \sigma_r} \frac{d}{dx} \left[ j_n(k_0 r) \right] \left[ \frac{d P^m_n(\cos \theta)}{d \theta} \left( B \cos(m \phi) + C \sin(m \phi) \right) u_p \right] \\
&\quad - \frac{m}{\sin \theta} \frac{d P^m_n(\cos \theta)}{d \theta} \left( -B \sin(m \phi) + C \cos(m \phi) \right) u_p
\end{align*}
\]

(7.10)

(7.11)

It is straightforward to write the field components that are parallel to the surface of the wall, as in (7.8)-(7.11). Similarly, the fields in the surrounding wall medium are given by replacing the spherical Bessel function with the spherical Hankel function of the second kind [12]. The transverse wave impedance \( Z_w \) is defined as

\[
Z_w = \frac{E_w}{H_o}
\]

(7.12)

In order to obtain an unambiguous solution, the field components must satisfy the appropriate boundary conditions at the surface of the cavity wall (i.e., the tangential fields must be continuous at the wall surface); the transverse wave impedance must also be continuous across the wall interface. After some algebraic manipulations and using the relationship \( f_n'(x) = f_{n-1}(x) - \frac{n+1}{x} f_n(x) \), where \( f_n(x) \) is either the spherical Bessel function or Hankel function and the prime represents differentiation with respect to the argument, the following transcendental equation is obtained for the TM\(_{nmp} \) modes (which can be solved numerically following a similar approach as described in Chapter 3).

\[
\eta_0 \left[ \frac{j_{n-1}(k_0 R_s)}{j_n(k_0 R_s)} - \frac{n}{k_0 R_s} \right] - \eta_c \left[ \frac{h_{n-1}^{(2)}(k_c R_s)}{h_n^{(2)}(k_c R_s)} - \frac{n}{k_c R_s} \right] = 0
\]

(7.13)

where \( j_n(x) \) and \( h_n^{(2)}(x) \) are the \( n^{th} \)-order spherical Bessel function of the first kind and Hankel function of the second kind, respectively. Also, \( R_s \) is the radius of the cavity, \( \eta_0 = \frac{\mu_0}{\varepsilon_0} \) and \( \eta_c = \frac{1}{\mu_c \varepsilon_c} \) are the intrinsic impedances of the spherical cavity’s internal dielectric filler and infinitely thick conducting wall materials, respectively, \( k_0 = \omega_0 \sqrt{\mu_0 \varepsilon_0} \), \( k_c = \omega_0 \sqrt{\mu_c \varepsilon_c} \) and \( \omega_0 = \omega_c = j \sigma_c / \omega_0 \) is the complex angular resonance frequency (or eigenfrequency). Also for the conducting wall material, \( \mu_c \) and \( \varepsilon_c = \varepsilon_0 \left( \varepsilon_{ce} - j \frac{\sigma_c}{\omega_0 \varepsilon_0} \right) \) are the effective permeability and effective permittivity, respectively, where \( \varepsilon_0 \) is the permittivity of free space and \( \sigma_c \) is the intrinsic conductivity. In this work, for convenience, we set \( \mu_c = \mu_0 \) (permeability of free space), \( \varepsilon_{ce} = 1 \) and \( \sigma_c = \sigma_0 \) (bulk DC conductivity). This classical skin-effect approach for non-magnetic materials gives accurate results for the frequencies of interest (i.e. below ca. 1 THz). However, other material frequency dispersion models can also be easily employed [9, 15].

For simplicity, and without any loss of generality, we focus our analysis on a dielectric-filled spherical cavity, where the two mode families are decoupled; operating in the dominant TM\(_{011} \) mode (i.e., \( m = 0, n = p = 1 \), where \( p \) is associated with the variations along the radial direction), although any other mode could also be studied. Moreover, we restrict our interest to mono-mode operation, in order to clearly illustrate physical behavior, i.e. without introducing additional complications from multi-mode effects. With the TM\(_{011} \) mode, the only non-zero components are \( E_r, E_\theta \) and \( H_\phi \).

Now, (7.13) can be solved numerically for \( \omega_c \). In general, the eigenfrequencies are complex-valued because of the presence of losses associated with the wall material. In the special case where the walls are lossless (i.e., perfect electrical conductors with \( \eta_c = 0 \), then (7.13) reduces to the standard
textbook expression
\[ j_1(k_1R_a) + j'_1(k_1R_a)kR_a = 0 \]  
with the lowest resonant frequency given by \( k_1R_a = 2.74370 \) or equivalently by \( \omega_1 = \frac{2.74370}{R_a \sqrt{\mu_0 \varepsilon_d}} \), where \( \omega_1 \) is the ideal angular resonance frequency.

By introducing a non-zero surface reactance, the undamped (or driven) angular resonance frequency \( |\omega_0| \) (normally associated with the steady-state frequency domain) is reduced from its \( \omega_1 \) value. Moreover, the further introduction of a non-zero surface resistance results in further frequency detuning: in general, shifting the actual angular resonance frequency down from \( |\omega_0| \) to the damped (or undriven) angular resonance frequency \( \omega_0' \) [9] (normally associated with the transient time domain).

Once the complex eigenfrequency is obtained from (7.13), the unloaded quality factor of the resonator can be calculated from the standard definition
\[ Q_u(\omega, t) = \frac{\omega W(t)}{P_{\text{loss}}(t)} \]  
where \( W(t) \) and \( P_{\text{loss}}(t) \) are the instantaneous energy stored inside the cavity’s volume \( V \) and power dissipated and radiated at resonance, respectively, and \( \omega \) is the resonance frequency (yet to be defined unambiguously). At resonance, the sum total energy can be stored in either the electric or magnetic field. Thus, one obtains
\[ W = \frac{1}{2} \int V D(r, t) \cdot E(r, t) dV = \frac{1}{2} \int V \varepsilon_d |E(r, t)|^2 dV = \frac{1}{2} \varepsilon_d e^{-2\omega_0 t} \int V |E(r)|^2 dV \]  
since the electric field is expressed as
\[ E(r, t) = E_0(r)e^{j\omega_0 t} = E_0(r)e^{-\omega_0' t}e^{j\omega_0 t} \]  
From the principle of energy conservation, the power lost equals the rate at which stored energy is dissipated as heat (i.e., ohmic losses) and radiated. Therefore,
\[ P_{\text{loss}} = -\frac{dW}{dt} = \varepsilon_d \omega_0' e^{-2\omega_0' t} \int V |E(r)|^2 dV \]  
Combining (7.15)-(7.18), it follows that the time dependency is lost when determining the unloaded quality factor, as
\[ Q_u(\omega) = \frac{\omega}{2\omega_0'} \]  
Now, the following question arises: at what angular frequency \( \omega \) should the unloaded quality factor be evaluated? With low loss resonant structures this is a trivial question, since \( |\omega_0| \approx \omega_0' \). However, with lossy resonant structures, it is important to make the correct distinction. In the case where the driving source effectively compensates for all losses, the undamped angular resonance frequency is of interest and it is only meaningful to calculate the unloaded quality factor at \( \omega_0 \). Alternatively, for the case where there is no driving source, the damped angular resonance frequency is of interest and the unloaded quality factor should only be evaluated at \( \omega_0' \). This follows directly from (7.17), where the oscillatory term is at \( \omega_0' \). A more detailed discussion of this point will be given later, where an equivalent circuit model is presented, and it will be shown how \( Q_u(\omega_0) \) can be calculated from \( Q_u(|\omega_0|) \).
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**Figure 7.1:** Wave impedance for the fundamental TM_{011} mode for an air-filled spherical cavity having a 150 µm radius with various wall conductivities: (a) real part and (b) imaginary part.

\[ f_{0} = f_{0}^{r} + jf_{0}^{i} \]
\[ Q_{u}(|\omega_0|) \]
\[ Q_{u}(\omega_0) \]

**Figure 7.2:** (a) Eigenfrequency for the fundamental TM_{011} mode for an air-filled spherical cavity having a 150 µm radius and (b) associated unloaded quality factors. Solid lines: Exact analytical results. Discrete symbols: numerical results obtained from commercial full-wave solvers (circles: HFSS\textsuperscript{TM} and stars: COMSOL).

### 7.3 Modeling Approaches Results and Discussion

#### 7.3.1 Exact Analytical Results

The previous analysis is general and describes the behavior of a spherical cavity resonator made of arbitrary materials (both the filler and wall). Using (7.12), the wave impedance against radial distance for various intrinsic values of bulk DC wall conductivity with an air-filled spherical cavity having an arbitrary radius \( R_a = 150 \) µm is shown in Fig. 7.1.

Also, (7.13) can be used as a suitable benchmark reference standard to assess the performance of eigenmode solvers intended for arbitrary 3D structures. For the same resonator structure, the complex eigenfrequency \( f_0 = f_0^r + jf_0^i \) and associated unloaded quality factors for intrinsic values of bulk DC wall conductivity of \( 10^{-6} \leq \sigma_0 \text{ (S/m)} \leq 10^6 \), which effectively represents the transformation of the wall from being a PEC to free space, are shown in Fig. 7.2. Moreover, the modal field...
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Figure 7.3: Normalized field patterns for the TM011 mode for an air-filled spherical cavity having a 150 μm radius in the ideal case where $\sigma_0 \to \infty$. Electric field in (a) $x$-$y$, (b) $x$-$z$ and (c) $y$-$z$ plane. Magnetic field in (d) $x$-$y$, (e) $x$-$z$ and (f) $y$-$z$ plane.

Figure 7.4: Normalized field patterns for the TM011 mode for an air-filled spherical cavity having a 150 μm radius with $\sigma_0 = 100$ S/m. Electric field in (a) $x$-$y$, (b) $x$-$z$ and (c) $y$-$z$ plane. Magnetic field in (d) $x$-$y$, (e) $x$-$z$ and (f) $y$-$z$ plane.

distributions for a PEC-walled cavity and a cavity with arbitrary wall conductivity $\sigma_0 = 100$ S/m are shown in Figs. 7.3 and 7.4, respectively.

It is worth mentioning that, with resonance frequencies below the wall material’s relaxation frequency $f_r = \frac{1}{2\pi\tau}$, where $\tau$ is the phenomenological scattering relaxation time, Drude relaxation effects can be ignored[9, 15]. Indeed the resonance frequencies for the air-filled cavity being considered here (having $R_s = 150$ μm and $f_1 = 0.873$ THz) has $|f_o| < f_r$, as seen in Table 7.1 for three arbitrary conductors.
Table 7.1: Relaxation frequencies for various conducting wall materials at room temperature [16, 17] with the exact results.

<table>
<thead>
<tr>
<th>Conductor</th>
<th>$\sigma_0$ (S/m)</th>
<th>$\tau$ (ps)</th>
<th>$f_\tau$ (THz)</th>
<th>$f_0$ (THz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>gold</td>
<td>$4.1 \cdot 10^7$</td>
<td>27.135</td>
<td>5.87</td>
<td>0.872</td>
</tr>
<tr>
<td>ITO</td>
<td>$\sim 8 \cdot 10^5$</td>
<td>12.6</td>
<td>12.6</td>
<td>0.870</td>
</tr>
<tr>
<td>carbon</td>
<td>$\sim 10^3$</td>
<td>120</td>
<td>1.3</td>
<td>0.809</td>
</tr>
</tbody>
</table>

### 7.3.2 Analytical Plane-wave Approximation

In general, when simulating a structure having arbitrary materials, there are two approaches to defining its walls. The first one is to physically draw each material region as a 3D object and then assign its bulk material parameters. Alternatively, the 3D regions can be replaced by a surface boundary condition, where the appropriate material parameters are entered. A detailed study for low loss metal structures can be found in [9]. However, both of these approaches have weaknesses with low conductivity materials. For example, with the former approach, as wall conductivity decreases thicker walls are required to achieve a skin depth thickness. Therefore, the wall thickness is a limiting factor and it has been found that when the intrinsic bulk DC conductivity of the wall is $\leq 50$ (S/m), the eigenmode solver does not converge on a solution. On the other hand, when the wall conductivity is $\geq 10^5$ (S/m), the computational resources and time required to mesh and solve inside the metal wall are impractical. As a result, this former approach can only be used within a relatively narrow conductivity range.

For this reason, surface boundary conditions can be employed, for many applications, as a more efficient modeling approach; in extreme cases this is the only approach available. For example, with HFSS™ (version 13) [18], there are three different boundary conditions available: Finite Conductivity Boundary (FCB), Layered Impedance Boundary (LIB) and Impedance Boundary (IB). With the first two, the user enters bulk material parameters (e.g., $\mu_r \rightarrow \mu_c$, $\varepsilon_r \rightarrow \varepsilon_{1,2}$, $\sigma \rightarrow \sigma_c$, for the wall (similar to the solid object definition), whereas with IB the value of the complex surface impedance $Z_s$ has to be entered (which must be known a priori). Similarly, with COMSOL (version 4.3a) [19], either the FCB, LIB or IB conditions can be met by the suitable manipulation of the following formulation

$$Z_s = \sqrt{\frac{\mu_0 \mu_r}{\varepsilon_0 \varepsilon_r - j\sigma \omega}}$$  \hspace{1cm} (7.20)

With HFSS™ (with the exception of IB) and COMSOL, the boundary conditions rely purely on the wall’s bulk material parameters; suggesting that an approximation model can be derived to accurately predict the results generated by the solvers. It has been found that this can be achieved using (7.10)-(7.11), by simply equating the wave impedance $Z_w$ at the wall interface (i.e., at $r = R_a$) to the wall’s intrinsic impedance $\eta_c = \sqrt{\frac{j\omega \mu_0}{\sigma_0 + j\omega \varepsilon_0}} = Z_s = R_s + jX_s$, using the Leontovich surface impedance boundary condition

$$\left.\mathbf{E} \times \mathbf{u} \right|_{r=R_a} = \left.\mathbf{Z_s} (\mathbf{u} \times \mathbf{H}) \times \mathbf{u} \right|_{r=R_a}$$  \hspace{1cm} (7.21)

In general, the wave impedance at the interface at $r = R_a$ can be written as

$$Z_w \bigg|_{r=R_a} = \left.\frac{E_\theta}{H_\theta} \right|_{r=R_a} = j\eta_c \left[ \frac{h_n^{(2)}(k_c R_a)}{\bar{h}_n^{(2)}(k_c R_a)} - \frac{n}{k_c R_a} \right]$$  \hspace{1cm} (7.22)
and thus, with the relationship \( \lim_{x \to \infty} h_n^{(1)}(x) = j^{n+1} e^{-jx} \), the following analytical plane-wave approximation (where \( |k_c R_a| \to \infty \)), for (7.13) and (7.22), is proposed and it will be shown that this model accurately predicts the results for both commercial eigenmode solvers. From (7.13), the characteristic equation for the plane-wave approximation for the \( \text{TM}_{011} \) mode is given by

\[
\eta_c \left[ \frac{j_0(k_c R_a)}{j_1(k_c R_a)} - \frac{1}{k_c R_a} \right] - j\eta_c = 0
\]  

(7.23)

Similarly, from (7.22), the wave impedance at the boundary for the plane-wave approximation for the \( \text{TM}_{011} \) mode has the following asymptotic behaviour

\[
\lim_{|k_c R_a| \to \infty} \left| Z_w \right|_{r=R_a} = j\eta_c \lim_{|k_c R_a| \to \infty} \left| \frac{h_0^{(2)}(k_c R_a)}{h_1^{(2)}(k_c R_a)} - \frac{1}{k_c R_a} \right| = \eta_c
\]  

(7.24)

### 7.3.3 Plane-wave Approximation and FCB/LIB Results

With the FCB condition in HFSS\textsuperscript{TM}, as explained in the software Technical Notes, the displacement current term is neglected; thus, \( Z_s = R_0(1 + j) \), with surface resistance \( R_0 = \sqrt{\frac{\omega \mu_0}{2\sigma_0}} \) [9, 15]. While, with COMSOL, this model is obtained by setting \( \mu_r = 1, \varepsilon_r = 0 \) and \( \sigma = \sigma_0 \). This approach is only valid for “good electrical conductors” and it will be seen that this has no physical meaning when conducting wall losses are high. This gross assumption is, however, the most widely used with perturbation methods [20]. Nevertheless, this classical skin-effect model that excludes the displacement current term will be used to determine eigenfrequencies as a means to validate our analytical plane-wave approximation model. To this end, Figs. 7.5 and 7.6 show the eigenfrequencies and associated percentage error, respectively, against intrinsic wall conductivity. Although the results for low conductivity values lack physical meaning, this approach highlights the validity of our approximated model.

Next, the classical skin-effect model that includes both conduction and displacement current terms is considered; thus, \( R_s = X_s \). With HFSS\textsuperscript{TM} this is obtained using the LIB condition, whereas with COMSOL this is the default boundary by setting \( \mu_r = 1, \varepsilon_r = 1 \) and \( \sigma = \sigma_0 \). As seen in Fig. 7.7, this approach results in a cut-off value for the conductivity \( \sigma_0 \), below which the \( \text{TM}_{011} \) mode is not predicted to be supported. However, this is an artifact of the analytical plane-wave approximation and surface impedance models used. Therefore, this approach cannot generate any eigenfrequencies when the wall conductivity is lower that the cut-off value. The corresponding percentage errors for this approach is shown in Fig. 7.8.

The unloaded quality factors at the driven and undriven resonance frequencies are shown in Fig. 7.9. It is worth noting that the eigenmode solver in COMSOL can only report values of \( Q_u(\omega_0) = \frac{\omega_0}{2\omega_0^u} > 0.5 \), which corresponds to \( Q_u(|\omega_0|) = \frac{\omega_0}{2\omega_0^u} > \frac{1}{\sqrt{2}} \), regardless of the modeling approach.

The reason for the weaknesses when using both FCB and LIB conditions is that the wave impedance inherently depends on the geometry (since \( Z_w \) is a function of \( R_a \)) and, therefore, their accuracy is limited by this; geometry is not taken into account by the input parameters \( \mu_r, \varepsilon_r \) and \( \sigma \). For example, when observing the wave impedance along the radial distance, as shown in Fig. 7.1, it is clear that only for sufficiently high wall conductivities is the wave impedance constant within the wall and, hence, can be approximated by its intrinsic impedance.
Figure 7.5: Resonant frequency for the fundamental TM$_{011}$ mode for an air-filled spherical cavity having a 150 µm radius using $Z_s = R_0(1 + j)$. Solid lines: Analytical results. Discrete symbols: Numerical results obtained with a full-wave solver (circles: HFSS$^{TM}$ and stars: COMSOL). The results from perturbation method are also shown with dashed lines.

Figure 7.6: Percentage errors for eigenfrequencies using the FCB condition (circles: HFSS$^{TM}$ and stars: COMSOL). The error from perturbation method is also shown with dashed lines.

7.3.4 Exact Analytical and IB Results

With HFSS$^{TM}$, the IB condition allows the user to enter the complex surface impedance. This generally gives very accurate results, as shown in Fig. 7.2. It is interesting to see that $f'_0$ does not decrease monotonically with decreasing intrinsic conductivity; there is a dip seen in Fig. 7.2(a) that corresponds to the peak seen in Fig. 7.1(b) in the imaginary part or the wave impedance at ~ 46 S/m. Moreover, $|f_0|$ can exceed $f_i$ in a very low quality factor environment, with a physical interpretation that is best observed in the time domain for such a highly damped condition.

Unfortunately, with HFSS$^{TM}$, the IB condition fails with very low intrinsic conductivity values of $\leq 0.1$ S/m, where the solver cannot converge onto any solution. Similarly, with COMSOL, the
user has to take into account (7.20) and define the material parameters so that (7.20) has a value equal to \( Z_w \) (by forcing \( \mu_r \to Z_w^2/\mu_0, \epsilon_r \to \epsilon_0 \) and \( \sigma \to 0 \)). Again, the solver cannot converge when \( Q_u(\omega_0) \leq 0.5 \).

Moreover, with both HFSS\textsuperscript{TM} and COMSOL solvers, a priori knowledge of the resonance frequency and the wave impedance at the boundary (i.e., the exact analytic expression given by (7.22)) is required, otherwise it will result in a total failure to predict the eigenfrequencies for arbitrary 3D structures having lossy metal walls.

For completeness, results using the perturbation method are included and obtained using the following formulation [21]

\[
X_s(|\omega_0|) - 2\Gamma (\omega_1 - |\omega_0|) = 0 \tag{7.25}
\]
Figure 7.9: Unloaded quality factor $Q_u(\omega_0)$ for the fundamental TM$_{011}$ mode for an air-filled spherical cavity having a 150 µm radius using $Z_s = R_0(1 + j)$ (red) and $Z_s = R_s + jX_s$ (blue), respectively. Solid lines: Analytical results. Discrete symbols: Numerical results obtained with a full-wave solver (circles: HFSS$^\text{TM}$ and stars: COMSOL). The results from perturbation method are also shown with dashed lines.

$$\Gamma = \mu_0 \iint_V \mathbf{H} \cdot \mathbf{H}^* dV$$

$$Q_u(\omega_0) \approx \frac{|\omega_0| \Gamma}{R_s(\omega_0)}$$

where suffix “t” represents the field components tangential to the surface of the wall and $S$ the inner surface area of the wall.

When comparing the results from all the various approaches, it is clear that they all approximate to the exact analytical solution in the low loss region (i.e., “good electrical conductor” behavior). However, as the wall losses increase, they gradually diverge.

### 7.4 Equivalent Circuit Modeling

For a more meaningful insight, it may be convenient to interpret a cavity resonator with a lumped-element $RLC$ equivalent circuit model. This is particularly useful for characterizing resonators without the need for performing electromagnetic calculations.

The cavity resonator can be regarded as an elementary resonant circuit, as shown in Fig. 7.10(a), where the inductor and capacitor depend on the cavity filler (i.e., $\mu_d$, $\varepsilon_d$), cavity size (e.g., internal cavity volume $V = 4\pi R_d^3/3$) and wall material (i.e., $\mu_w$, $\varepsilon_w$, $\sigma_w$). All these parameters implicitly affect the complex resonant frequency $\omega_0$, as [22]

$$\omega_0 = \frac{1}{\sqrt{L_{\text{eff}}C_{\text{eff}}}}$$

$$L_{\text{eff}} = \mu_d V k_d^3$$

$$C_{\text{eff}} = \frac{\varepsilon_d}{V k_d^3}$$
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Figure 7.10: Lumped element RLC equivalent circuit models for the fundamental TM$_{011}$ mode. (a) Elementary resonant circuit with complex effective inductance and capacitance, (b) resonant circuit after replacing the complex effective components with equivalent real components, (c) driven RLC circuit and (d) undriven RLC circuit.

where, for an air-filled spherical cavity, one obtains

\[
L' = \mu_0 V \frac{\left(\omega_0^2 - \omega_0''^2\right)}{c^2} \quad (7.31)
\]

\[
L'' = \mu_0 V \frac{2\omega_0'\omega_0''}{c^2} \quad (7.32)
\]

\[
C' = \frac{\varepsilon_0}{V} \frac{c^4}{|\omega_0|^8} \left[\left(\omega_0^2 - \omega_0''^2\right)^2 - (2\omega_0'\omega_0'')^2\right] \quad (7.33)
\]

\[
C'' = \frac{\varepsilon_0}{V} \frac{4c^4\omega_0'\omega_0''(\omega_0^2 - \omega_0''^2)}{|\omega_0|^8} \quad (7.34)
\]

As can be seen that all parameters depend explicitly on both the real and imaginary parts of the complex eigenfrequency and implicitly on the bulk DC conductivity of the wall (since it also affects the complex eigenfrequency).

Although the resonant circuit in Fig. 7.10(a) fully describes the behaviour of the cavity at resonance it does not offer any meaningful physical insight, because of the complex nature of the effective inductance and capacitance. Purely real components can be employed, as shown in Fig. 7.10(b), having values derived using the following transformations

\[
Z_{series} = j|\omega_0|L_{ef} = R_L + j|\omega_0|L' \quad (7.35)
\]

\[
Y_{shunt} = j|\omega_0|C_{ef} = G_C + j|\omega_0|C' \quad (7.36)
\]

where $R_L = -|\omega_0|L''$ and $G_C = -|\omega_0|C''$. Usually, it is more traditional to represent resonators as equivalent RLC networks, as shown in Fig. 7.10(c), where the driving source automatically
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compensates for the combined losses (represented solely by $R$) and, thus, the resonance frequency is purely real in this lossless scenario. Moreover, with driven resonant circuits, the resistance $R$ does not contribute to the detuning of the resonance frequency. This topology is widely used when characterizing tuned circuits, by measuring $|\omega_0|$ and $Q_u = |\omega_0|L/R$ in the frequency domain. As a result, using (7.21) with $\omega = |\omega_0|$ the equivalent circuit components, all having positive values, can be expressed as

$$L = |L_{eff}| = \frac{\mu_0 V |\omega_0|^2}{c^2} \quad (7.37)$$

$$C = |C_{eff}| = \frac{\varepsilon_0 \varepsilon^4}{V |\omega_0|^4} \quad (7.38)$$

$$R = 2 \omega_0^\prime L = \frac{2 V \omega_0^\prime |\omega_0|^2}{\varepsilon_0 c^4} \quad (7.39)$$

While Fig. 7.10(c) is practical, it does not provide information about the real and imaginary parts of the complex eigenfrequency. By removing the sinusoidal driving source and replacing it with a Dirac impulse generator, time-domain measurements would reveal the complex eigenfrequency as defined in (7.19), since the resonator naturally oscillates at its damped frequency $\omega_0^\prime$ with an exponential decay that is governed by the imaginary part of its eigenvalue $\omega_0^\prime$. Alternatively, if the undamped resonance frequency and associated unloaded quality factor $Q_u(|\omega_0|)$ are known, one can calculate the complex resonant frequency and associated quality factor at the damped resonant frequency as follows

$$\omega_0^\prime = \frac{|\omega_0|}{2Q_u(|\omega_0|)} \quad \Rightarrow \quad Q_u(\omega_0^\prime) = \frac{\omega_0^\prime}{2\omega_0^\prime} \quad (7.40)$$

After some algebraic manipulations, the following can be obtained that interrelates both unloaded quality factors

$$Q_u(\omega_0^\prime) = \sqrt{Q_u^2(|\omega_0|) - \left(\frac{1}{2}\right)^2} \quad (7.41)$$

7.5 Conclusion

From first principles, the electromagnetic analysis of lossy metal-walled spherical cavity resonators has been given for the first time. Exact analytical results, acting as a benchmark reference standard, are used to stress test two industry-standard commercial eigenmode solvers (by the introduction of arbitrary lossy metal walls). Unlike perturbation techniques, appropriate only for low loss scenarios, there are no inherent loss limitations in our analysis. When the wall transforms from being a PEC to free space, it is found that the eigenmode solvers with both software packages increasingly fail; this has profound implications on their usefulness for the modeling of arbitrary 3D lossy structures having even the simplest of geometries. With both software packages, all possible modeling strategies have been investigated and their associated limitations identified.

In addition, a plane-wave approximation model has been proposed that accurately predicts the numerical simulation results for the FCB and LIB conditions; this provides an analytical means for accurately quantifying the weakness of the numerical eigenmode solvers. It is also found that, when using the accurate IB condition, a priori knowledge of the resonance frequency and the wave impedance at the boundary is required, otherwise it will result in a total failure to predict the eigenfrequencies for arbitrary 3D structures having lossy metal walls.
7.5 Conclusion

For completeness, a generic lumped-element RLC equivalent circuit model has been given that exactly describes the cavity behavior as its wall transforms from being a PEC to free space. In addition, the long-standing ambiguity associated with defining unloaded quality factors with lossy resonators has been resolved. Together, a deeper insight into the behavior of lossy spherical cavity resonators and commercial eigenmode solvers is given for the first time.
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Chapter 8
Conclusions and Future Work

In this thesis, the implementation of passive electromagnetic components with the use of the “Fakir’s bed of nails” metamaterial have been studied in detail by means of analytical techniques, full-wave simulations and experimental verification. Where appropriate, existing analytical models have been expanded to describe the behaviour of more complicated practical devices. Furthermore, potentially new applications have been investigated with emphasis given on exploring the advantages offered by reconfigurable devices.

Specifically, the propagation characteristics in parallel-plate waveguides with both plates being realized by the Fakir’s bed of nails have been studied thoroughly. Also, the response at optical frequencies of an infinite chain of nanopins (aligned along their axis) has been explained in terms of coupled surface plasmon polaritons. This structure is a modification of the “Fakir’s bed of nails”; the pins are aligned along their axis to form a 1D periodic structure. Additionally, the implementation of reconfigurable waveguide components using the “Fakir’s bed of nails” has been demonstrated with the realization of tunable waveguide iris filters. Based on this approach, a novel method to verify waveguide measuring systems is proposed employing a single reconfigurable device. Finally, considering the importance of full-wave simulation software, particularly for studying metamaterials, a stress-testing analysis of commercial solvers is undertaken with lossy spherical cavity resonators acting as benchmark reference structures. This study can be of great interest when coupled lossy structures are modeled.

The starting point for deriving the analytical model of components formed by the bed of nails has already been presented in Chapters 2 and 3. These results can be expanded to cover other devices as well (i.e., rectangular waveguides and/or cavity resonators). Moreover, the power losses with such metamaterial structures can be investigated and incorporated in the analytical model. This will enable a comparison with conventional components in terms of power losses and hence the following hypothesis can be investigated: A new ground plane (at the top of the pins) with less power losses can be engineered since the original surface area of the ground plane, as shown in Fig. 2.1, is reduced to that which includes the total surface area of the pins. Thus the overall surface power density is reduced and hence the power dissipated in the metal is reduced.

Next, prototype devices realized by the Fakir’s bed of nails can be manufactured so that their behaviour is experimentally validated. Prototypes can be manufactured at different frequency ranges (e.g., microwaves and/or terahertz) employing various techniques such as hot embossing or clean-room microfabrication processes.

For example, a rectangular cavity resonator with its walls replaced by the Fakir’s bed of nails (resembling an “iron maiden” cavity) has been fabricated, as shown in Fig. 8.1. The resonator is very similar to the waveguide presented in Chapter 3. The resonator has internal spatial dimensions $45 \times 45 \times 45 \text{ mm}^3$ which correspond to an ideal resonant frequency of approximately 4.7 GHz and...
the length of the pins is 32 mm, corresponding to $\lambda/2$ at 4.6875 GHz. Furthermore, the periodicity of the lattice is 2 mm and the diameter of the pins is $2r_0 = 1$ mm. However, the resonator needs to be properly assembled in order to achieve good electrical conductivity at the interconnection points. For example, the pin walls can be soldered on the frame but because the pin consist of a dielectric material plated with copper it is quite likely to melt the dielectric underneath the copper. Thus, the structure can collapse and lose its shape. On top of this, the calibration is not straightforward as the highly artificial environment within the cavity dictates that the most appropriate reference plane for the measurements is at top bed of nails/air interface, as shown in Fig. 8.1(a). For this

Figure 8.1: Fabricated cavity resonator realized by the Fakir’s bed of nails. (a) Side view illustration, (b) a single cavity wall, (c) top view of the assembled resonator, (d) feeding probe of the cavity and (e) fully assembled resonator.
reason, specially designed semi-rigid coax calibration standards were manufactured. It should be noticed that the skin depth at 4.7 GHz is approximately 0.96 µm and the minimum thickness of the electroformed copper that has been deposited is 50 µm. Practically, this means that copper can be treated as bulk material since it is much thicker than 5 skin depths.

![Figure 8.2: Measured return loss for the iron maiden cavity shown in Fig. 8.1.](image)

Preliminary measurements of the cavity have shown that the structure is capable of producing sharp resonances, as shown in Fig. 8.2. As can be seen, there are several resonances corresponding to different modes. However, the mode identification is not straightforward and further analysis is required in order to characterize these modes. This is because, as explained previously, the Fakir’s bed of nails has extraordinary properties only for TM polarization and hence, the mode patterns in such a cavity are more complicated than with conventional metal-walled cavity resonators. Additionally, the feeding probe perturbs the fields within the cavity and thus, the end modes are a mixture of multiple modes.

The loaded quality-factor \( Q_L \) can be calculated using the well-known expression \( Q_L = \frac{f_0}{\Delta f} \), where \( \Delta f \) corresponds to the half power bandwidth (i.e., -3dB criterion). The unloaded \( Q_u \)-factor can then be calculated using QZERO software [1] and at 5.187 GHz is equal to 19613. For comparison, it should be mentioned that the calculated loaded and unloaded quality factor for a classical rectangular cavity resonator having identical internal spatial dimensions is 14975 and 15565, respectively which suggests that the “iron maiden” cavity has a much higher quality factor. However, the results are not stable nor reproducible and hence further investigations are required. It should be underlined that good electrical (conducting) connection between the different parts of the cavity is required and that physical contact is not enough to produce accurate results. Another parameter that highly affects the performance is the positioning of the walls. The behaviour of the cavity seems to be sensitive to small variations in the position of the walls. For example, the distance between the pins of adjacent walls has a major impact on the performance of the device. For this reason high precision micrometers need to be attached to the walls to control their position.

Following the results of Chapter 4, coupling in 2D and even 3D arrays of nanopins or other structures can be studied analytically or numerically or experimentally. This will also reveal potentially new applications to the realization of metasurfaces and their use for imaging/sensing devices.

Furthermore, based on the findings of Chapter 5, an equivalent circuit model describing the performance of the components presented therein can be introduced. Various types of sensors can
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be studied, as proposed in Chapter 5, including bio-applications with the use of microfluidics within pillars. Also, an automated control mechanism for positioning the pins can be investigated, with MEMS technology being a strong candidate.

Exploring further the novel approach presented in Chapter 6, single-component verification kits can be manufactured at high millimeter and terahertz frequencies, where currently are not any commercially available. This is an open challenge as existing manufacturing methods pose certain limitations on the minimum dimensions that can be reliably made.

Finally, from the study presented in Chapter 7, an equivalent circuit model could be derived to take into account the surface impedance of the cavity walls. This approach would eliminate the need for complicated electromagnetic analysis since the resonant behaviour of the cavity can be determined solely by the equivalent circuit model. Moreover, by expanding the results presented in this work, coupling with an array of lossy cavities resonators can be investigated. This may help to better understand coupling mechanisms in metamaterials and plasmonic nanostructures, where usually their constituents are resonant elements.

In general, the components investigated in this thesis from an electromagnetic perspective, can also be studied in terms of their thermal behaviour. Specifically, the holey metasurface introduced in Chapter 5, could be used for improved cooling in temperature sensitive systems, whereas the bed of nails structure could be used as an efficient heat sink.
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