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Abstract—This paper investigates a novel approach to derive self-adaptive software by automatically modifying the model of the application using a control-theoretical approach. Self-adaptation is achieved at the model level to assure that the model—which lives alongside the application at run-time—continues to satisfy its reliability requirements, despite changes in the environment that might lead to a violation. We assume that the model is given in terms of a Discrete Time Markov Chain (DTMC). DTMCs can express reliability concerns by modeling possible failures through transitions to failure states. Reliability requirements may be expressed as reachability properties that constrain the probability to reach certain states, denoted as failure states.

We assume that DTMCs describe possible variant behaviors of the adaptive system through transitions exiting a given state that represent alternative choices, made according to certain probabilities. Viewed from a control-theory standpoint, these probabilities correspond to the input variables of a controlled system—i.e., in the control theory lexicon, “control variables”. Adopting the same lexicon, such variables are continuously modified at run-time by a feedback controller so as to ensure continuous satisfaction of the requirements despite disturbances, i.e., changes in the environment. Changes at the model level may then be automatically transferred to changes in the running implementation.

The approach is methodologically described by providing a translation scheme from DTMCs to discrete-time dynamic systems, the formalism in which the controllers are derived. An initial empirical assessment is described for a case study. Conjectures for extensions to other models and other requirements concerns (e.g., performance) are discussed as future work.
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I. INTRODUCTION

Software systems are increasingly required to be self-adaptive. If certain requirements change, they must be able to adapt their behavior to keep satisfying them. Moreover, they should be able to detect changes in the environment in which they are embedded and automatically adapt their behavior to prevent violations of the expected quality attributes—functional and nonfunctional—they must fulfill.

In this paper we focus on systems that must guarantee certain reliability requirements, expressed quantitatively as constraints on the probability of reaching certain failure states. Furthermore, we focus on changes that occur in the environment in which the application is situated, which may lead to reliability vulnerabilities. The typical scenario we implicitly refer to is a service-oriented application (SOA) that composes a number of existing internal or external services through a workflow (service orchestration). The external services may have their own failure profiles, which affect the overall reliability of the composite application. External services are viewed as part of the environment, since they are not under control of the application and may evolve autonomously. For example, their failure profile may change dynamically, due to the upload of a new version of the application or changes in the delivery infrastructure.

User profiles are another possible environment phenomenon affecting the application. In our context, user profiles can be modelled as the probability that different options are selected by the user, whenever there are choices in the interaction with the composite service.

In this paper, we focus on self adaptation at the model level. That is, we assume that a model of the application is kept alive at run-time [1], [2]. We further assume that adaptation is performed at the model level, and then reified at the implementation level. We assume that the composite application is formally modeled by a Discrete Time Markov Chain (DTMC). DTMCs are known as a useful formalism to describe systems from the reliability viewpoint and to support reasoning about it. Since a DTMC is just a finite state machine with probabilities attached to transitions, it can easily model service invocations that may fail—by two transitions exiting a certain state, respectively representing success and failure—and user profiles—by transitions exiting a given state and representing different choices made by users. Reliability requirements may be typically expressed as reachability properties, i.e., as a relational formula constraining the probability of reaching certain states that represent failure situations.

To support self-adaptation, this paper explores a novel approach based on control theory (see Figure 1). We assume that our goal is to maintain a certain reliability profile for the application being designed. For simplicity, let us assume the profile to simply be a certain target value of the overall probability of failure. The output is a sequence of events that represent successes or failures. The sequence of events is transformed into the actual probability of failure by the Learning Block. This block transforms a sequence of failure
events into a probability (typically, using a Bayesian approach, as discussed in [3]). Blocks System and Controller in Figure 1 represent the modeled system and the controller, respectively. The goal of the controller is to provide input values to the system so that the resulting output (the observed sequence of failure and success events) does not violate the requirement expressed by the target, despite disturbances.

![Block diagram of the controlled system.](image)

To understand what inputs and disturbances are in our context, we must first discuss how we deal with adaptation at the model level. We assume that the software model describes all possible variations that may be chosen to support adaptation. That is, the modeler anticipates a number of ways through which the system may self adapt its behavior. In a DTMC framework, choices can be expressed by using probabilities, which label transitions corresponding to the choice of different behaviors. By changing these probabilities it is possible to either increase or decrease the chance that a certain functionality is selected. In the extreme case, by setting a probability to 0 (or 1) a certain functionality is either excluded or included. These probabilities are inputs of our controlled system, generated by the controller. By changing them, the controller tries to ensure continuous satisfaction of the target reliability despite disturbances. Disturbances, in turn, are changes in the independent variables, also modeled by transition probabilities, that represent physical phenomena, like changes in the failure probability of external services or in the user profiles.

To the best our knowledge, the control-theoretical approach illustrated in this paper is a novel contribution to self-adaptive system models. In this paper, we illustrate the approach and provide an initial experimental assessment. The paper is organized as follows. Section II introduces the claims of this work and sketches the use of software models and abstractions for dynamic adaptation and control. In Section III a DTMC model for reliability is described and the case study used in the rest of this paper is presented. Section IV proposes a way to translate DTMC models into discrete time dynamic systems. The control of the resulting dynamic system is shown in Section V, that provides formal properties assessment and shows the application of the proposed technique to the chosen case study, evaluated in Section VI. Related works are described in Section VII while section VIII concludes the paper.

II. CONTROL THEORY AND SOFTWARE MODELING

The dynamics of software execution are very complex. Nonetheless, being able to control those dynamics would mean having a software capable to adapt and on-line tune itself to meet the specified requirements. However, the presence of intrinsic non linealities, the variety of usage profiles, the distribution process and the interconnection of heterogeneous components are some of the reasons why it is so hard to directly provide a comprehensive behavioral model suitable for control. At the same time, the need for continuous verification of specific properties lead to the definition of simpler models. These models are simple enough to allow the systematic synthesis of controllers capable of driving the modeled dynamics and still able to capture a number of aspects of the running software that significantly characterize the software behavior and support assessment of some of its properties.

In this paper we refer to a controller as any system that, properly coupled to the software system, makes it fulfill its requirements whenever they are feasible. Requirements can be strict constraints on the behavior (e.g. reliability equal to a certain value) or related to the optimization of certain metrics on the observed software executions (e.g. minimization of outsourcing costs or maximization of throughput).

This work is aimed at supporting the claim that control theory provides a number of instruments that software engineers can exploit to ensure the achievement of extra-functional design goals in presence of changes in the environment. To do so, we focus on the following main kinds of “reaction” the controlled system should be able to provide:

1) change of the target requirements. If for some reason the required nominal value of the overall reliability of the composed system changes, the controller should be able to drive the system toward a new operative state satisfying the requirements.

2) robustness to sudden changes or fluctuations around the nominal operative point assumed at design-time for the environment phenomena. Interdependence among software parts and components involves the use of third-party services, remote storage, computing resources out of the control of each company, and so on. All these parts are characterized by the values of certain QoS metrics, usually stated in convenient service level agreements. During normal execution those values may deviate from nominal values because of external factors hardly predictable a priori (e.g. load conditions or hardware failures). Actual values can be estimated on line via monitoring.

3) robustness to accuracy errors in measurement and monitoring. To capture relevant metrics of the execution we rely on monitoring and/or other measurement procedures. Each of these might get stuck into temporary bias or might require a certain time to produce an appropriate accuracy. We look for a controller able to provide a reasonable behavior even in presence of transitory errors on measured values. Such an ability, besides reducing
the sensitivity to measurement errors, allows for the use of less invasive monitoring instruments sometimes required for high accuracy, but expensive as performance overhead.

In the following we provide a formal assessment of these properties, based on mathematical modeling and we show the practical implications with a case study.

III. CONTROL-ORIENTED RELIABILITY MODELING

In this paper we focus on reliability, to ground the exposition with a practical example of the application of the proposed methodology. The approach can be extended to similar analytical models for performance and costs [4] (see Section V).

Reliability is an intrinsically probabilistic property, since it depends on the usage of the system and on external resources, whose characteristics are often uncertain [5]. In order to capture the behavior of the system a widely adopted model is a Discrete Time Markov Chain (DTMC) [6]–[9]. A DTMC can be used to represent all the relevant states of a software execution and the probability to move from each state to another. Among all the states, one state is the initial state. Among the other states, one or more represent the successful completion of the execution or the occurrence of a failure. In this paper we assume there is a single success state $s_R$. Such an assumption does not reduce the expressiveness of the model. Failure and success states are modeled as absorbing states, i.e. states with a self-loop transition labeled with probability 1. The rationale here is that we view success and failure as definitive conditions: as the system reaches either condition, it cannot progress any more. All states that are not absorbing are called transient states.

Formally, a (finite) DTMC is a tuple $(S, s_0, P, L)$ where:

- $S$ is a finite set of states
- $s_0$ is the initial state
- $P : S \times S \to [0, 1]$ is a stochastic matrix (i.e. $\forall s_i \in S \sum_{s_j \in S} P(s_i, s_j) = 1$)
- $L : S \to 2^{AP}$ is a labeling function that marks every state $s_i$ with the Atomic Propositions (AP) that are true in $s_i$.

We will interchangeably use both the notation $P(s_i, s_j)$ and $p_{ij}$ to refer to the entry $(i, j)$ of the matrix $P$, corresponding to the probability of moving from state $s_i$ to state $s_j$. A path through a DTMC is a (possibly infinite) sequence of states $\pi = s_0s_1s_2...$, where $s_{i+1}$ is reachable from $s_i$ through a transition. The probability $P$ induces a probability space on the set of all possible paths [10]. The probability of a path $\pi$ with length $n$ can be defined as:

$$\begin{cases} Pr(\pi) = 0 & \text{if } n = 0 \text{ i.e. } \pi = s_0 \\ Pr(\pi) = P(s_0, s_1) \cdot P(s_1, s_2) \cdots P(s_{n-2}, s_{n-1}) & \text{if } n > 0 \end{cases}$$

For the purposes of this analysis, an execution of a software is completely described by its trace, that is, the corresponding path through the DTMC.

Reliability is the probability of successfully accomplishing an assigned task. In our setting it can be defined as the probability of reaching state representing successful completion ($s_R$) given that the execution started from its initial state ($s_0$). Thus reliability is defined as $\sum_{\pi \in \Pi} Pr(\pi)$, where $\Pi$ is the set of all possible paths starting from $s_0$ and ending in $s_R$. Given that $s_R$ is an absorbing state, reliability can be paraphrased as the probability of reaching $s_R$, since, once reached, $s_R$ cannot be left. Properties of a DTMC can be expressed using the PCTL probabilistic temporal logic language [11]. Our reliability property is a particular kind of reachability property expressed by the PCTL formula $true \ U \ state = s_R$, where $U$ is the Until temporal operator.

The vector $x$ whose entries $x_i$ correspond to the probabilities of reaching $s_R$ from state $s_i$ is computed as solution of the linear equation system in variables $\{x_i | s_i \in S\}$:

$$x_i = \begin{cases} 1 & \text{if } s_i = s_R \\ 0 & \text{if } s_i \neq s_R \text{ is absorbing} \\ \sum_{s_j \in S} P(s_i, s_j) \cdot x_j & \text{otherwise} \end{cases}$$

(1)

thus the item $x_0$ corresponds to the probability of the PCTL formula $true \ U \ state = s_R$ evaluated in the initial state.

In our DTMC model, some transitions are labeled with variable probability values. These transitions belong to two classes. One class represents unknown or changing behaviors exhibited by the environment, which may influence the overall behavior of the application, and hence satisfaction of the overall requirements. An example may be the set of transitions exiting a given state, which represent different options that a user may select in an interactive state, whose labels represent the probabilities that different choices are selected. In the realistic case where user profiles may change, transition probabilities are labeled as variables. The value of such variables (representing the disturbances) is dynamically computed by monitoring the application at run-time, collecting concrete real values, and then inferring the associated probability through a learning component like the one introduced in Figure 1. The other class represents control variables (already introduced earlier), whose value is generated by the controller and is input to the system’s model (see also Figure 1). These variables can be assigned any value compatible with design requirements and the constraints determined by their nature. That is, every control variable can assume a value in the set $[0, 1]$ and the sum of the probabilities of the transitions leaving a certain state must be one.
Our objective is thus to design a controller that decides system’s settings (i.e., decides control variables) given the current situation (i.e., knowledge of system structure and measures or estimates of environment situation) in order to keep the system satisfying its requirements. This objective can be achieved by exploiting well established control theoretical instruments, with a number of additional features relevant for the assessment of actual software quality, as will be explained in Sections IV and V.

A. A Representative Example

In this section we introduce a simple running case study, consisting of a model for an image processing application. The high level software model is shown in Figure 2. The purpose of the system is to apply a filter to incoming images, followed by a beautifying post-processing phase. It is equipped with three different implementations of the filter: 1) direct filtering via internal software, 2) iterative filtering via internal software, and 3) direct filtering via outsourcing to an external service. The DTMC system model is provided in Figure 3. The figure shows that all operations have a certain probability of failure (represented by transitions entering state SF). State S1 represents the point of choice between the different filtering options. The probabilities that govern this choice and the probability of applying one more iteration after the execution of the iterative filter (represented by state S2) are the control variables in our setting. Control variables are indicated by probability variables $c_i$ in Figure 3 (referring to Figures 2 and 3). $c_{1a}$ is the probability of choosing the iterative filter, $c_{1b}$ is the probability of choosing the internal direct filter and thus $1 - c_{1a} - c_{1b}$ the probability of outsourcing; $c_5$ is the probability of requesting another iteration of the iterative filter. These values can be changed online by the controller while the software is executing. The controller in fact observes the overall behavior (i.e., the overall probability of success or failure) and tries to guarantee the requested global reliability requirement by adjusting the invocation probabilities.

![Fig. 2. Schema of the software system.](image)

We assume that all the alternatives are implemented by black-box services that can be invoked and observed from outside only. For each of these services, a run-time monitor collects failure (or success) rates and estimates its reliability as the probability that a invocation to the service will fail. It is necessary to postulate in the environment the existence of monitoring instruments. In fact, the reliability of the computational units is time-varying and the overall reliability depends on these values. Even if their nominal values are known at design time, unpredictable events could alter them, altering as a consequence also the software behavior. This is not uncommon, since the alteration could for example simply come from sharing components with other customers, so that, at different times, their availability depends on load conditions of computational resources. Service reliability for each server are thus just observable values subject to variations during time (disturbances).

![Fig. 3. DTMC mode for the example system.](image)

By solving the equation system (1) for $x_0$, it is possible to obtain a closed formula that describes the explicit dependency of reliability ($s$) on control variables ($c$) and measured reliabilities ($r$).

$$s = r_0 \cdot r_6 \cdot \left( \frac{c_{1a} \cdot (-1 + c_5) \cdot r_2}{-1 + c_5 \cdot r_2} + c_{1b} \cdot r_3 + (1 - c_{1a} - c_{1b}) \cdot r_4 \right)$$

(2)

The formula of $s$ shown in the Equation will be later used to design the controller in Sections IV and V.

IV. SOFTWARE MODELS AS DYNAMIC SYSTEMS

In this section we show how the dynamic evolution of the running software, as observed via the corresponding DTMC model, can be cast in the simple control-theoretical framework of discrete-time dynamic systems [15], through which we achieve self-adaptation of the behavior to react to changing conditions in the environment. Due to space limitations, the background theory can not be fully stated here, but the

---

3 Estimates are here assumed to be statistically correct [12] and representative of the average or worst case, depending on the desired analysis scenario. Interested readers can refer to [3] for a deeper discussion about DTMC parameters estimation at runtime, which is out of the scope of this paper.

4 The same formula can be obtained by exploiting state of the art techniques from parametric model-checking and DTMC analysis in [13], [14].
interested reader can refer to books such as [16]. A discrete-
time dynamic system is described by the equations

\[
\begin{align*}
    x(k+1) &= f(x(k), u(k), d_x(k)) \\
    y(k) &= g(x(k), u(k), d_y(k))
\end{align*}
\]  

(3)

where \( x \in \mathbb{R}^{n_x} \), \( u \in \mathbb{R}^{n_u} \) and \( y \in \mathbb{R}^{n_y} \) are called respectively the state, input and output vectors, \( d_x \in \mathbb{R}^{n_{dx}} \) and \( d_y \in \mathbb{R}^{n_{dy}} \) the state and output disturbance vectors (being those zeros if there are no variations with respect to the nominal conditions), \( f(\cdot, \cdot, \cdot) \) and \( g(\cdot, \cdot, \cdot) \) are real-valued vector functions of convenient dimensions, and \( k \) is an integer index counting the instants – not necessarily evenly spaced in time – when the system undergoes an evolution step. In a more general form, \( f(\cdot, \cdot, \cdot) \) and \( g(\cdot, \cdot, \cdot) \) could depend on an arbitrary number of real-valued parameters, possibly time-varying. The term “step

\( k \)” denotes the time span between the \( k \)-th and the \( (k+1) \)-th instant.

Vector \( d_x \) represents disturbances corresponding to observable values in the environment that affect the system’s state. Vector \( d_y \) accounts for measurement errors of the controlled variables.

The first equation in (3) is called the state equation, and dictates what the system state will be at the end of step \( k \) given what it was at the beginning, and given also the actions exerted on the system in that step, that are assumed to be correctly summarized by the values of \( u \) and \( d_x \) at its beginning. The state equation represents the dynamic system’s character as difference equations, i.e., owing to the contextual presence of two subsequent index values. In other words, the state equation gives the system “memory of the past”, and explains why the same action generally yields different effects depending on the system condition when it is applied. The input vector \( u \) represents manipulated variables, that can be used to influence the system’s behavior, while the state disturbance \( d_x \) accounts for any action other than \( u \), i.e., for any external entity that actually influences the system state, and that in some cases can possibly be measured, but never manipulated.

The second equation in (3) is instead called the output equation. It is not dynamic, as shown by the presence of a single index value, and in most problems of interest it describes what one measures (vector \( y \)) to appreciate the system’s behavior. The disturbance vector \( d_y \) represents possible alterations of said measurements, due e.g. to noise, but not of the actual evolution of the system state.

A key concept of control theory is that modeling an object in the form (3) improves per se insight into that object by providing a formal model for its dynamic evolution. In fact, doing so naturally leads to distinguishing whether the same action yielded a different outcome than the previous time it was applied because the modeled object was in a different state, or something other than that affected it, or some of its parameters changed, or any combination thereof [15], [17]. As is well known for control system design, such a distinction is of paramount importance when controlling the system, as trying to “counteract the wrong cause” for an undesired effect can simply be disruptive. Also, models like (3) inherently give

a quantitative and generally tractable meaning to the idea that “the system’s reaction to a stimulus is related to its previous conditions”.

On a similar front, observe that a model like (3) is concerned not only with the condition that the system can possibly reach under constant inputs as \( k \to \infty \), but also with the way the system “moves” in time. More generally, in the absence of disturbances and assuming complete knowledge of the system (i.e., of \( f(\cdot, \cdot, \cdot), g(\cdot, \cdot, \cdot) \)), the initial state \( x(k_0) \) and the input trajectory \( u(k), k \geq k_0 \), uniquely determine the state trajectory \( x(k) \) and the output trajectory \( y(k) \) for \( k \geq k_0 \). Disturbances and/or time-variances may alter that nominal behavior, and ultimately motive the use of feedback, as explained in the next section.

Let us now specialize the general framework to the case of control-oriented software modeling. Suppose that the adaptation mechanism, no matter how designed, acts at instants identified by an index \( k \), as in (3). Also, let the average duration of a step be significantly longer than the time scale of the controlled system’s dynamics. Translating from the control jargon to the case of interest, this means for example that if at the beginning of a step some controller altered the transition probabilities of the DTMC, then at the end of the same step the effects of our actions can be measured. Hence, in this case model (3) reduces to

\[
s(k+1) = \hat{f}(r(k) + \Delta r(k), c(k))
\]

(4)

where \( s(k+1) \) is the reliability in step \( k \) (the state, as defined in the general model of Equation 3), \( c(k) \) are the control variables set for step \( k \) (i.e., decided at its beginning and kept constant through the step), \( r(k) \) the expected reliabilities for step \( k \) (which in this example are estimated via monitoring, but in other case may also be nominal and possibly constant values), and \( \Delta r(k) \) accounts for any discrepancy between the real and expected reliabilities in step \( k \). The form of function \( f \) stems from the DTMC model solving the associated linear system (1), as for equation (2) in Section III-A.

Although model (4) is nonlinear and time-varying, it has the very interesting property of being a “pure delay” system, i.e., the state vector does not appear on the right hand side of the state equation, the output being \( s \) itself. In system-theoretical terms, what is here done is taking the steady-state model coming from DTMCs and using it in a dynamic framework under the assumption that any action at the beginning of a step has exhausted its effect at the end of that step.

V. CONTROLLING THE SYSTEM’S DYNAMICS BY FEEDBACK

In a nutshell, the idea of feedback can be summarized as plugging the controlled system into a larger one where its input is made dependent on its measured output, possibly its state or an estimation of it in the case it cannot be measured, and on the desired behavior for the controlled system. Additionally, disturbance measurements can be brought into play if available. Recalling model (3), this means in general setting up a control law in the form:
\[
\begin{aligned}
x_c(k+1) &= f_c(x_c(k), w(k+1), \tilde{y}(k), \\
u(k+1) &= g_c(x_c(k), w(k+1), \tilde{y}(k))
\end{aligned}
\]  

where the hat symbol recalls that in the real world only measurements (or estimates) of some quantities are available (i.e., from now on, \( \tilde{q} \) means a measured or estimated value of \( q \), for any variable \( q \)). In (5) \( x_c \) is the controller’s state vector (\( x \) in Equation 3 that refers to a general system), \( w \) the set point – i.e., the desired behavior for (part of) the controlled system’s state and output, e.g. the desired reliability. Notice that the controller state and the desired behavior are assumed to be known exactly, which is mere common sense. The control law can be defined explicitly or, as it is the case here, implicitly, stating the controller’s state and output to be the solution of an optimization problem. Notice also that the effect of the control applied at the \( k \)-th step is measurable and visible in the feedback signal at time \( k+1 \).

By joining (3) and (5) we obtain a closed-loop system. Its inputs are the set point \( w \) and the disturbances \( d_x \) and \( d_u \), its state is the union of \( x \) and \( x_c \), and its output can be taken as the set of variables for which a desired behavior is specified. If the controller is properly designed, formal guarantees can be provided on the behavior of the closed loop, also in the presence of time variances and/or disturbances. Due to the lack of space, it is impossible here to report the underlying theory, therefore we move directly to the application for the solution of the addressed problem, for further theoretical details the reader can refer to [18]–[20].

Referring to the DTMC model as the software application model, there are transition probabilities that can be controlled (the control variables) and others that are not dependent on any action but are observable and measurable during software execution (disturbances), e.g. software failures. As previously anticipated, in the following the controllable transition probabilities are identified by variables \( c(k) \), i.e., the control variables. At the same time the reliabilities \( r(k) \) (are disturbed) non controllable transition probabilities. The obtained model is therefore in the form (4) and \( w \) is the target value for \( s \).

Based on the current value \( s(k) \), an estimation of the future value \( \hat{s}(k+1) \) is available. Such an estimation is obtained by substituting the estimated or measured reliabilities in the function \( f \) and using the control variables computed for step \( k \) (notice that any measurements of \( s \) include the effect of \( d_y \)):

\[ \hat{s}(k) = f(\hat{r}(k), c(k)). \]  

Now let \( J(k) = f_j(c) \) be a cost function on the control variables \( c(k) \). For example, consider the two control variables \( c_{1a}(k), c_{2b}(k) \) that stand for the probabilities of sending the incoming request to three different services (the third one is constrained to be \( 1 - c_{1a}(k) - c_{2b}(k) \)), the cost of those values could be the cost of sending the request to each of the available services. When there is no mapping between the software the DTMC is modeling and a cost function naturally derived from the domain of the application, the designer can introduce a non informative cost function (such as a constant value) to indicate no preferences among all the feasible solutions. The controller comes into play by solving the optimization problem

\[
\min J(c)
\]

subject to the constraints

\[
||w - \hat{s}(k)|| \leq \alpha ||w - s(k-1)|| \quad \forall c(k), 0 \leq c_i(k) \leq 1
\]

where \( \alpha \) is a value in the range \((0,1)\) that affects the convergence rate of the solution, that is in the next step we expect the absolute error to be reduced by a factor \( \alpha \). The set of constraints has to be extended with probabilistic constraints (the sum of outgoing transitions from each state has to be 1), as done for the control variables \( c_i \).

**Formal assessment**

To start, notice that for each step \( k \) where a solution of the optimization problem (7) exists, the error \( w - s(k) \) has an exponential decay. This is obtained by construction, based on how the controller was designed (first constraint in (8)). Moreover, under the same assumption, the time to converge to the desired solution is known. Let \( e(0) \) be the initial error \( w - s(0) \), then \( e(k) = \alpha^k e(0) \), according to the exponential decay. If one assumes the system converged when the error \( e(k) \leq \varepsilon \), then in nominal conditions this happens when:

\[
k \geq \log_\alpha \frac{\varepsilon}{e(0)}
\]  

If the system is no more in nominal conditions, i.e., if \( \hat{r}(k) \) is not the value for \( r(k) \) expected at design-time, the proposed solution is robust whenever a solution is found for the optimization problem. In fact, in such a case, the first constraint of (8) holds. In the ideal case, \( s(k) = \hat{s}(k) \). Suppose now that there is an additive term, due to a difference in the estimation of \( r(k) = \hat{r}(k) + \Delta r(k) \), and therefore \( s(k) = \hat{s}(k) + \Delta s(k) \). The error norm becomes \( ||w - \hat{s}(k) - \Delta s(k)|| \) and the following equations hold

\[
||w - \hat{s}(k) - \Delta s(k)|| \leq ||w - \hat{s}(k)|| + ||\Delta s(k)||
\]

Notice that the second equation of (10) comes from the existence of a solution for the optimization problem. As a consequence, in the presence of a solution the stability still holds, while the convergence time equation does not hold anymore. However, if

\[
||\Delta s(k)|| < (1 - \alpha) ||w - s(k-1)||
\]

the error norm is guaranteed to diminish, albeit not at the (unfeasible) desired rate.

Some words deserve to be spent on the role of \( \alpha \). The closer \( \alpha \) is to zero, the faster is the system convergence. However, when the error is closer to zero there could be

\footnote{Cost estimation methodologies in the context of software reliability is an open research field. The interested reader could refer, for example, to [21].}
oscillations when changes occur, as testified by the inequality (11). On the contrary, when $\alpha$ approximates one the system convergence is slow, the oscillations could occur potentially before the error approaches zero, but are less intense. Notice however, that the performed analysis is very powerful and we are using the triangle inequality to upper estimate the norm of the difference with the sum of the norms. This is definitely a coarse overbound, and makes the proposed assessment remarkably conservative. Such a characteristic is however shared by numerous robustness-related control-theoretical results, and historically accepted in exchange for easily applicable criteria. The interested reader can find a discussion in [22].

The situation in which the optimization problem has no feasible solutions triggers the intervention of a higher level controller (or even a human operator) because there is no control variable assignment that can further reduce the error. However, the employed solver goes as close as possible to the unfeasible constraint, therefore reaching the optimum value that is reachable in the system conditions. Although a complete treatment of the matter is deferred to future works, an intermediate – and all in all effective – solution can be to employ reliability estimates to possibly recompute the set point as the feasible value nearest to the desired one. If this is done, the previously devised results apparently apply, and permit a possibly suboptimal but very simple management of the situation.

VI. EXPERIMENTAL EVALUATION

As anticipated, the design of the control system starts from the closed formula expression defined in equation (2). For the proposed case study the control system acts minimizing

$$J(c) = (J_{1a}c_{1a} + J_{1b}c_{1b} + J_5c_5)^2 \quad (12)$$

where $J_{1a}$, $J_{1b}$ and $J_5$ are equal to one, therefore assuming all costs are equals. In the case study, the first constraint of equation (8) is considered with an equal sign, supposing that the requirement is that the system expose exactly a certain reliability.

In our first experiment, the reliability required over time is changed to show how the controller reacts to changes in the desired value. The simulation is divided into four different slots, each having 25 time units. During the first slot, the reliability requirement is set to 0.7, while in the following one it is 0.8. In the third slot, the desired reliability is 0.5 and it increases to 0.6 in the last slot. All these numbers are feasible, considering the reliabilities of the involved services.

Figure 4 depicts the overall system reliability $r_k$ over time. Figure 5 shows the control signals, $c_{1a}$ is represented with a dashed line, while $c_{1b}$ is the continuous curve; the dashed dotted line shows how $c_5$ changes over time.

Perturbations to the nominal model were added in the form of disturbances to the services reliabilities $r_i$, in order to show the controller convergence previously formally proved. The expressions of the reliabilities are

$$r_0 = 0.95 + 0.02stp(k - 25) - 0.20stp(k - 50) + 0.10stp(k - 75)$$

$$r_2 = 0.95 + 0.02stp(k - 20) - 0.20stp(k - 70) + 0.15stp(k - 85)$$

$$r_5 = 0.95 + 0.02stp(k - 15) - 0.97stp(k - 55) + 0.50stp(k - 65)$$

$$r_8 = 0.95 + 0.05stp(k - 95) \quad (13)$$

where $stp$ represents the step function$^6$ and $k$ counts the time units. The changes in the reliabilities are introduced to test the control system ability to respond to external variations. Notice that $r_3$ goes to zero in the time interval $55 \leq k \leq 65$ therefore accounting for the complete failure of the internal non-iterative filter. The control system sharply counteracts the failure of the \textit{internal direct filter}, changing the control variables as can be noted in Figure 5 at time $k = 55$.

This experiment allows us to test the response to both transient behaviors, e.g., small variations of the operating conditions, and to changes of the operative scenario, e.g., the complete failure of a service.

$^6stp(k) = 1$ if $k \geq 0$ and 0 otherwise.
One may also consider the cost of a service as a time varying parameter of the control system. We tested the same system where the cost of the iterative filter, $J_{1b}$, becomes 100 in the interval $70 \leq k \leq 90$. Figure 6 shows the control variables in this case. Notice that the reliability set point is attained, obtaining the same results shown in Figure 4. With this test we demonstrated that the system is able to attain the set point specification and to minimize the cost of the overall solution, also in the presence of different operating conditions; for example changes of service costs.

Notice that, intuitively, Figures 5 and 6 are equal except for the mentioned interval where costs are modified. In Figure 6 the control system changes the transition probabilities (to make the software system perform as in Figure 4) according to the differences in the cost function for the diverse software stages. The overall cost is therefore minimized.

VII. RELATED WORK

Adaptation is playing a key role in the development of software applications [23], [24]. Compiler-level advancements have been developed to support adaptive implementations for performance [25], [26] or power [27], [28], and low level architectures are dynamically adjusted and targeted [29]–[32].

Control theory [33], [34] is capturing an increasing interest from the software engineering community that looks at self-management as a means to meet QoS requirements despite environmental changes and fluctuations of external phenomena. Examples of this trend can be seen in research on control of web servers [35], [36], data centers and clusters management [37], [38], and operating systems [39]–[43].

Self-management techniques are also prominent in industry; e.g., companies like IBM [44] (see projects like the IBM Touchpoint Simulator, the K42 Operating System [40]), Oracle (Oracle Automatic Workload Repository [45]), and Intel (Intel RAS Technologies for Enterprise [46]).

The application of control theory in software engineering, however, is still in a very preliminary stage. Developing accurate system models for software is in fact hard. Moreover, strong mathematical skills are needed in order to deal with complex non-linear dynamics of real systems [33], [47], [48]. These difficulties usually lead to the design of controllers focused on particular operating regions or conditions and ad hoc solutions that address a specific computing problem using control theory, but do not generalize [36], [49], [50]. For example, in [51] the specific problem of building a controller for a .NET thread pool is addressed.

To the best of our knowledge, control of software through a DTMC model capturing its reliability-related properties was not explored previously. Moreover, the approach proposed in this paper in general for any reachability property over DTMCs, regardless of the specific application. Hence it can be applied in general.

Concerning the control of Markov processes, most of the approaches in literature cover only special cases. A general control approach for Continuous Time Markov Chains (CTMCs) has been proposed by Brockett in 2008 [52]. The goal of the controller is to set the value of control transition rates in order to control selected transition rates, through minimizing a quadratic cost function over the controls. We are considering Brockett’s model to apply the methodology presented in this paper for performance-driven adaptation of software systems.

VIII. CONCLUSIONS

The application of control theory to the systematic construction of adaptive software is a challenging and potentially very valuable approach. This paper has just scratched the surface by focusing on adaptation of a specific class of models (Discrete Time Markov Chains—DTMCs) for a specific class of requirements that need to be preserved (global reliability expressed through a reachability property), specific phenomena whose changes may lead to requirements violations (changes that may be expressed as updates in certain probabilities associated with transitions), and a specific way to attempt adaptation by controlling the model (generating new values for other probabilities, which represent control variables).

Future research will need to generalize beyond all the “specifics”. For example, future research should be dealing with other formal models that may address other classes of non-functional properties (e.g., Continuous Time Markov Chains to deal with performance or Markov Reward Models to deal with costs) and with multi-objective goals to achieve and preserve. Moreover, on the modeling side, the overall chain could be modeled introducing also other aspects of the software execution, e.g. service rates. The resulting model would become nonlinear since the state is directly affected by the control variables (the inputs) in a multiplicative way. This brings into play more complex control solutions and opens interesting perspectives also for control researchers.
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