Spontaneous emission in a planar Fabry-Pérot microcavity
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We study the spontaneous-emission of a single atom located between two parallel infinite plates where one of the plates is partially reflective and the plate separation is of the order of the wavelength of the atomic transition. We pay particular attention to the nature of the field modes in such a finite finesse cavity, including the full three-dimensional nature of the field. We then compute the decay rate of an excited atom placed inside such a cavity. The angular distributions of the spontaneous-emission and of the cavity field vacuum fluctuation variances are investigated. Finally, we examine the output field from an atom inside a finite finesse microcavity. We show that the radiation transmitted outside such microcavity forms a nondiffracting Bessel beam.

PACS number(s): 42.50.Dv, 42.50.Lc, 42.55.—f

I. INTRODUCTION

The microwave regime has many practical advantages over the optical regime for the realization of cavity QED effects [1,2]. Single-mode high-$Q$ microwave cavities are easier to engineer than their optical counterparts: single-mode microwave cavities have dimensions of the order of millimeters while single-mode optical cavities must be as small as a few micrometers. The optical regime requires high-quality factors and often relies on mode degeneracies. In addition, electric-dipole moments associated with optical transitions are much smaller than those associated with microwave transitions of Rydberg atoms. Such high-quality factors are difficult to reach, given that ordinary metal mirrors tend to be rather lossy in the optical regime.

Despite all these difficulties, cavity QED in the optical regime has attracted a great deal of interest [3]. Inhibition of spontaneous-emission was demonstrated in the optical regime in a single-mode cavity [4,5], with mirror separation of the order of an optical wavelength (a few thousands of angstroms), and in a confocal resonator, with mirror separation of the order of 1 mm, exploiting the large mode degeneracy to create substantial cavity modified fields [6]. More recently, An et al. [7] employed a confocal resonator, with mirrors of extremely high reflectivity yielding a $Q$ of about $8 \times 10^5$, to operate the first one-atom laser.

It has been proposed that the concept of energy band gaps could be extended to photons [8,9]. Electronic energy band gaps arise for electrons in solids where the atoms are arranged periodically in space [10]. The similarity [9,11–13] between Schrödinger’s equation and Helmholtz’s equation suggests that a periodic dielectric would give rise to gaps in the electromagnetic mode density, i.e., to the absence of modes for certain frequency intervals. Now, if a defect is introduced in the periodic dielectric, a single mode can be created within the gap, just as a defect in a crystal can generate a discrete energy state within an energy band gap [10].

This would then constitute a single-mode high-$Q$ cavity that could be engineered to operate in the optical regime. In order to have a true photonic band gap, the dielectric must be periodic in all three dimensions [13,12]. Nonetheless, periodicity in one dimension only already gives rise to some interesting effects. A mirror can be built by stacking alternating layers of two different kinds of material, one with a very high dielectric constant and another with very low dielectric constant [14,15]. The overall reflectivity of the stack can be made very high due to interferences between the partial reflections on each layer [16]. For this reason such a mirror is called a distributed Bragg reflector, or DBR for short.

DBR mirrors found an important application in the development of vertical cavity semiconductor lasers [17], where the vertical configuration reduces the length of gain media crossed by light on each round-trip in the cavity from a few hundred micrometers to only about 1 $\mu$m [18]. In order to make such a device lase, the number of round-trips has to be increased. A conventional semiconductor laser relies on the high reflectivity given by the interface of air with the cleaved edges of the semiconductor block to provide the few round-trips it needs to lase [19]. Recent developments in molecular-beam epitaxy and ion implantation have now enabled the etching of distributed Bragg reflectors in a scale of micrometers [17]. Such DBR mirrors have been used to build planar Fabry-Pérot microcavities, which allowed the operation of vertical cavity semiconductor microlasers with threshold currents much lower than in conventional semiconductor lasers [14,15,20]. Because DBR microcavities have dimensions of the order of the lasing wavelength, they are expected to show some cavity QED effects such as modified spontaneous-emission rates that would give microlasers unconventional properties, e.g., thresholdless lasing [21,22] and faster response to modulation than conventional semiconductor lasers [23]. Distributed Bragg reflectors are far from being perfect mirrors. Their reflectivity decreases appreciably for oblique incidences [24]. However, they do not, presumably, represent the ultimate limit of technology. We have retained in our model, described in Sec. II, one key feature of semiconductor microlasers, their planar Fabry-Pérot configuration.

The question we address here is the following: what kind of cavity QED effects, arising from the planar geometry alone, can be expected in a planar Fabry-Pérot microcavity as we vary the finesse? The planar Fabry-Pérot microcavity we study in this paper is an open cavity where the atom-field system is always in the weak-coupling regime. Instead of calculating the modes of the cavity as an isolated system and...
then introducing the interaction with the outside by adding to the master equation a Liouvillian term describing cavity losses [25], we calculate in Sec. III the modes of the whole system: cavity and outside world. In the weak-coupling regime, a cavity cannot change the irreversible nature of spontaneous emission in free space, but it can modify the spontaneous-emission exponential decay rate [26]. In Sec. IV we study these modifications and examine their dependence on the fineness of the cavity. In Sec. V we examine the effect of the cavity on vacuum fluctuations. We will see that such a planar cavity can not only change the global spontaneous-emission rate but also make emission more directional. Then, in Sec. VI we investigate the consequences of this increased directionality on the radiation that escapes from the cavity. We calculate the field outside the cavity due to the spontaneous-emission of a single atom inside and we find that it is the field of a nondiffracting “Bessel beam” [27]. Finally, we summarize our results in Sec. VII. Our preliminary results were summarized earlier [28].

II. THE CAVITY MODEL

We construct the simplest possible model of a planar Fabry-Pérot retaining the following features: the transparency of even the best mirrors that lets some of the radiation escape to the outside and the open character of such a cavity whose modes can never become completely discrete. A planar Fabry-Pérot has no lateral mirrors. As a consequence, even in the case where the plates are perfect reflectors, only the component of the wave vector normal to the plates can assume discrete values; all other components remaining continuous parameters. The second feature requires the adoption of a fully three-dimensional model. The first feature implies that the cavity is not an isolated system. In this paper we study not only the radiation in the cavity but also that which is transmitted outside. In order to be able to do so, we include the mirror transmissivity in a direct and explicit way in our model and abandon the usual separation between cavity modes and external modes. Such an approach has been adopted by a number of authors [29–38]. An added bonus of this approach is that it is not limited to low transmissivity [39,40].

Having stated what we want to include in the model, we can now exclude everything else that might complicate our analysis. We will assume that the mirrors are infinitesimally thin having no internal structure and no absorption. The inclusion in the model of the material medium of the mirror and absorption would make the quantization of the electromagnetic field much harder [41–45]. In fact, we will think of these mirrors as mere boundary conditions. We will also assume that the transverse dimensions are much larger than the plate separation so that we can approximate finite mirrors by mirrors extending all the way to infinity. Finally, there are two further simplifications: we will assume that radiation can only escape through one of the mirrors, the other one being a perfect reflector, and that there is no material medium either in the cavity or outside. Our idealized Fabry-Pérot is shown in Fig. 1. The mirrors in our model are mathematical planes, which have no thickness and extend all the way to infinity. The perfect mirror can be simulated by a plane of infinite conductivity. The semitransparent mirror, however, poses a problem. In electromagnetic theory there are two kinds of materials that can be semitransparent: partial conductors and dielectrics. We do not wish to consider the former because they exhibit absorption. The latter will not absorb if the frequency dependence of the dielectric constant can be neglected, i.e., if they can be treated as nondispersive dielectrics [46]. Any dielectric layer, however, will become completely transparent if it is made infinitesimally thin (see Sec. II B). In order to avoid this, the dielectric constant has to increase accordingly as the thickness decreases. In the following subsections we show how we can simulate our semitransparent plane by such an idealized layer of dielectric material. We begin in Sec. II A with a review of plane-wave reflection at dielectric interfaces. Then, in Sec. II B we calculate the reflection and transmission coefficients for a plane wave incident on a dielectric slab. Finally, in Sec. II C we use this result to obtain the reflectivity, transmissivity, and dielectric constant of our semitransparent plane.

A. Dielectric interfaces

Let us consider a plane wave incident, from the vacuum, onto a dielectric medium. Unless the impedances of both media exactly match [46], there must be a reflected wave in addition to the transmitted one. The appearance of reflected and transmitted waves is an effect of the interferences between the incident wave and those emitted by each excited medium. We do not wish to consider the former because they exhibit absorption. The latter will not absorb if the frequency dependence of the dielectric constant can be neglected, i.e., if they can be treated as nondispersive dielectrics [46]. Any dielectric layer, however, will become completely transparent if it is made infinitesimally thin (see Sec. II B). In order to avoid this, the dielectric constant has to increase accordingly as the thickness decreases. In the following subsections we show how we can simulate our semitransparent plane by such an idealized layer of dielectric material. We begin in Sec. II A with a review of plane-wave reflection at dielectric interfaces. Then, in Sec. II B we calculate the reflection and transmission coefficients for a plane wave incident on a dielectric slab. Finally, in Sec. II C we use this result to obtain the reflectivity, transmissivity, and dielectric constant of our semitransparent plane.

**FIG. 1.** Scheme of our microcavity where we have drawn the two infinite parallel planes corresponding to perfect and semitransparent mirrors separated by a distance $l$. This microcavity is an idealization of a real one where we neglect, among other things, the internal structure of the mirrors, absorption of radiation by the mirrors, and edge effects due to the finite extent of the mirrors.
where \( j = x, y \) refer to components on the interface plane, \( \varepsilon_d \) is the dielectric constant of the dielectric medium, \( \varepsilon_0 \) that of the vacuum, \( I \) refers to the incident wave, \( R \) to the reflected wave, and \( T \) to the transmitted wave. The variable \( \mathbf{p} \) gives the position on the interface plane and \( \kappa_I, \kappa_R, \kappa_T \) are the projections of the corresponding wave vectors on the interface plane.

For these equations to hold at every point on the interface plane, we must have

\[
\kappa_I = \kappa_R = \kappa_T = \kappa.
\]  

(2.4)

From Eq. (2.4) and the wave equations for incident, reflected, and transmitted waves, we can deduce Snell’s law [46]. The wave equations satisfied by these waves yield the dispersive relations between the wave number and the frequency for each medium

\[
\left( \frac{\omega}{c} \right)^2 = k_I^2 = k_R^2 = k_T^2.
\]  

(2.5)

and

\[
\left( \frac{\omega}{c} \right)^2 = \frac{\varepsilon_d}{\varepsilon_0} k_T^2.
\]  

(2.6)

As the frequency is the same in both media, these relations imply that \( n_I k_I = n_R k_R \), where \( n_0 = \sqrt{\varepsilon_0} \) and \( n_d = \sqrt{\varepsilon_0 \varepsilon_d} \) are the refractive indices of the vacuum and the dielectric, respectively. Using these results in (2.4), we obtain

\[
\sin \theta_I = n_d / n_0, \quad \sin \theta_T = n_d / n_0, \quad \sin \theta_R = \sin \theta_I,
\]  

(2.7)

(2.8)

where \( \theta_I, \theta_R, \) and \( \theta_T \) are the angles of incidence, reflection, and refraction measured from the normal to the interface.

Equation (2.4) also implies that all three waves lie on the same plane. If we then use Eq. (2.5), we can write

\[
k_I = k_I - \frac{\omega}{c}, \]

(2.9)

\[
k_R = k_R + \frac{\omega}{c}, \]

(2.10)

\[
k_T = k_T + \frac{\omega}{c}.
\]  

(2.11)

We now determine from the boundary conditions the amplitudes of the reflected and transmitted waves produced by the incident wave. Before doing so, we notice that the boundary condition for the magnetic field (2.3) will in general couple different components of \( \mathbf{E}_I \) and \( \mathbf{E}_T \). It does not couple, however, the components perpendicular to the plane of incidence with those lying on the plane of incidence. This is a consequence of the symmetry of the problem. For each wave, the electric field has to be on the plane perpendicular to its wave vector. The intersection of such three planes associated with each wave is a line perpendicular to the plane of incidence. We notice then that whenever the electric field of a wave is perpendicular to the plane of incidence, its magnetic field will lie on the plane of incidence and vice versa.

So if we examine the boundary conditions again, we see that there are two sets of pairs of independent equations, one set involving only components perpendicular to the plane of incidence and another involving only components on the plane of incidence. Using the subscript \( \perp \) to designate the components perpendicular to the plane of incidence and \( || \) to designate those on the plane of incidence, we can write these equations as

\[
E_{I\perp} + E_{R\perp} = E_{T\perp},
\]

(2.12)

\[
k_I E_{I\perp} \sin \theta_I - k_R E_{R\perp} \sin \theta_R = k_T E_{T\perp} \sin \theta_T,
\]

(2.13)

If we now substitute the dispersion relations (2.5) and (2.6), Snell’s law (2.7), and Eq. (2.8) in Eqs. (2.12) and (2.13), we find the following expressions for the normal and parallel components of the reflected and transmitted waves:

\[
E_{R\perp} = \frac{\cos \theta - \sqrt{(\varepsilon_d / \varepsilon_0) - \sin^2 \theta}}{\cos \theta + \sqrt{(\varepsilon_d / \varepsilon_0) - \sin^2 \theta}} E_{I\perp},
\]

(2.14)

\[
E_{T\perp} = \frac{2 \cos \theta}{\cos \theta + \sqrt{(\varepsilon_d / \varepsilon_0) - \sin^2 \theta}} E_{I\perp},
\]

(2.15)

\[
E_{R||} = \frac{(\varepsilon_d / \varepsilon_0) \cos \theta - \sqrt{(\varepsilon_d / \varepsilon_0) - \sin^2 \theta}}{(\varepsilon_d / \varepsilon_0) \cos \theta + \sqrt{(\varepsilon_d / \varepsilon_0) - \sin^2 \theta}} E_{I||},
\]

(2.16)

\[
E_{T||} = \frac{2 \sqrt{\varepsilon_d / \varepsilon_0} \cos \theta}{(\varepsilon_d / \varepsilon_0) \cos \theta + \sqrt{(\varepsilon_d / \varepsilon_0) - \sin^2 \theta}} E_{I||},
\]

(2.17)

where we have called \( \theta_I \) simply \( \theta \). These are Fresnel formulas for reflection and refraction of plane waves on dielectric
and transmitted waves are given by

\[
\begin{bmatrix}
E_{T1} \\
E_{T2}
\end{bmatrix} =
\begin{bmatrix}
t_{11}(\theta') & 0 \\
0 & t_{21}(\theta')
\end{bmatrix}
\begin{bmatrix}
E_{T1} \\
E_{T2}
\end{bmatrix},
\]  
(2.25)

where

\[
r_{21}(\theta') = \frac{\cos\theta' - \sqrt{(e_0/e_d) - \sin^2\theta'}}{\cos\theta' + \sqrt{(e_0/e_d) - \sin^2\theta'}}.
\]  
(2.26)

\[
t_{21}(\theta') = \frac{2\cos\theta'}{\cos\theta' + \sqrt{(e_0/e_d) - \sin^2\theta'}}.
\]  
(2.27)

\[
r_{22}(\theta') = \frac{(e_0/e_d)\cos\theta' - \sqrt{(e_0/e_d) - \sin^2\theta'}}{(e_0/e_d)\cos\theta' + \sqrt{(e_0/e_d) - \sin^2\theta'}}.
\]  
(2.28)

\[
t_{22}(\theta') = \frac{2\sqrt{e_0/e_d}\cos\theta'}{(e_0/e_d)\cos\theta' + \sqrt{(e_0/e_d) - \sin^2\theta'}}.
\]  
(2.29)

The total transmissivity \( T \) and reflectivity \( R \) of the slab can be obtained by summing the contributions from all the multiple reflections shown in Fig. 3,

\[
E_T = TE_i = E_{T1} + E_{T2} + \cdots
\]

\[
= e^{i\delta}t_2(\theta')t_1(\theta)E_i + \cdots \]

\[
= e^{i\delta}t_2(\theta')\sum_{n=0}^{\infty} [r_2(\theta')e^{i\delta}]^{2n} t_1(\theta)E_i
\]  
(2.30)

and

\[
E_R = RE_i = E_{R1} + E_{R2} + \cdots
\]

\[
= r_1(\theta)E_T + e^{i\delta}t_2(\theta')r_2(\theta')t_1(\theta)E_i + \cdots
\]

\[
= \left(r_1(\theta) + e^{i\delta}t_2(\theta') \right) \times \left[ \sum_{n=0}^{\infty} (r_2(\theta')e^{i\delta})^{2n+1} \right] t_1(\theta)E_i
\]  
(2.31)

where \( t_1 \) is the \( 2 \times 2 \) matrix on the right-hand side of Eq. (2.19), \( t_2 \) is that on the right-hand side of (2.25), \( r_1, r_2 \) are those in (2.18) and (2.24), and the phase difference \( \delta \) is given by

\[
\delta = \frac{\omega}{c} \sqrt{\frac{e_d}{e_0}} \Delta \cos\theta'.
\]  
(2.32)

Performing the sums in (2.30) and (2.31) we find

\[
T = \begin{bmatrix}
T_1 & 0 \\
0 & T_2
\end{bmatrix}
\]  
(2.33)

and

\[
T = \begin{bmatrix}
R_1 & 0 \\
0 & R_2
\end{bmatrix},
\]  
(2.34)
Comparing these equations with Eqs. (2.49)–(2.53), we can see that an infinitesimally thin dielectric film, \( \Delta \to 0 \), of finite dielectric constant \( \varepsilon_d \) will be completely transparent because

\[
\lim_{\Delta \to 0} T_\perp = 1, \\
\lim_{\Delta \to 0} T_\parallel = 1.
\]

### C. Semitransparent Plane

In this subsection we will show that we can keep the dielectric film semitransparent as it becomes infinitesimally thin, if we let the dielectric constant \( \varepsilon_d \) increase proportionally so that \( \varepsilon_d \Delta \) remain constant. When \( \varepsilon_d \) becomes much larger than \( \varepsilon_0 \), the reflectivities at the first interface approach

\[
r_{\perp}(\theta) \to 2 \sqrt{\frac{\varepsilon_0}{\varepsilon_d}} \cos \theta - 1, \\
r_{\parallel}(\theta) \to 1 - 2 \sqrt{\frac{\varepsilon_0}{\varepsilon_d}} \sec \theta
\]

and the phase difference \( \delta \) approaches

\[
\delta \to \frac{\omega}{c} \sqrt{\frac{\varepsilon_d}{\varepsilon_0}} \Delta.
\]

Now we let \( \varepsilon_d \Delta = \varepsilon_0 \eta \), where \( \eta \) is a constant, and we substitute Eqs. (2.58)–(2.60) in Eqs. (2.49)–(2.52) and take the limit \( \Delta \to 0 \), \( \varepsilon_d \to \infty \). We obtain

\[
\lim_{\Delta \to 0, \varepsilon_d \to \infty} T_\perp = \frac{2 \cos \theta}{2 \cos \theta - i(\omega/c) \eta} \equiv t_\perp(\theta), \\
\lim_{\Delta \to 0, \varepsilon_d \to \infty} T_\parallel = \frac{2}{2 - i(\omega/c) \eta} \cos \theta \equiv t_\parallel(\theta).
\]
So unlike the example given at the end of Sec. II B, this is a true semitransparent plane. The parameter \( \eta \) controls the transparency of the plane. From Eqs. (2.61)–(2.64), when \( \eta \) vanishes the plane becomes completely transparent and when \( \eta \to \infty \) the plane becomes a perfect reflector. A one-dimensional version of such a semitransparent plane was employed by a number of authors [29–31,33,36,32]. However, to our knowledge, only Ley and Loudon [36] have published expressions for the reflectivity and transmissivity of their one-dimensional version of an infinitesimally thin semitransparent mirror. Our expressions agree with theirs when we take \( \theta = 0 \), which corresponds to normal incidence.

The reflectivities and transmissivities given in Eqs. (2.61)–(2.64) are all that we need to introduce the semitransparent plane in our cavity model. Nonetheless, let us derive an expression for the spatial dependence of the dielectric constant, because such an expression has been used as a starting point in the literature more often than Eqs. (2.61)–(2.64). In the case of the infinite slab we have studied in Sec. II B, the dielectric constant of the whole of space (we are assuming that there is nothing else in space apart from the infinite slab) is given by

\[
\varepsilon(z) = [\Theta(z - l) - \Theta(z - l - \Delta)] \varepsilon_d + \varepsilon_0, \quad (2.65)
\]

where \( \Theta(z) \) is the Heaviside step function, i.e., \( \Theta(z) = 0 \) for \( z < 0 \) and \( \Theta(z) = 1 \) for \( z > 0 \). We have now placed the coordinate axes so that the \( z \) axis intersects the slab from \( z = l \) to \( z = l + \Delta \). When we take the limit that leads to the semitransparent plane, we obtain

\[
\lim_{\Delta \to 0} \lim_{\varepsilon_d \to \infty} \lim_{\varepsilon_0 \to \eta \varepsilon_0} \varepsilon(z) = \left[ \lim_{\Delta \to 0} \frac{\Theta(z - l) - \Theta(z - l - \Delta)}{\Delta} \right] \eta \varepsilon_0 + \varepsilon_0 = \left[ \frac{d\Theta(z')}{dz'} \right]_{z' = z - l} + 1 \varepsilon_0. \quad (2.66)
\]

As the derivative of the step function is the \( \delta \) function, we can rewrite Eq. (2.66) as

\[
\varepsilon(z) = [\eta \delta(z - l) + 1] \varepsilon_0. \quad (2.67)
\]

### III. MODE STRUCTURE

In much of quantum optics it is assumed that the cavity modes remain those of a perfect isolated cavity, the interaction with the outside being introduced in the master equation by adding a Liouvillian loss term [25]. This approach is not advantageous when the finesse is low [39,40]. In this paper we will avoid this approach and calculate the true modes of the whole system: cavity plus outside. What is often treated as cavity modes are really the so-called Fox-Li quasi modes [47]. These quasimodes result from interferences due to successive reflections on the cavity walls that modulate the otherwise continuum set of propagating modes in free space (Fig. 4). When the finesse is high, the Fox-Li quasimodes coincide with those of a perfect lossless isolated cavity except that they have a small width, which is a function of the finite finesse [39]. For the true modes, we have also made a number of other checks of the modes we have determined, including an alternative determination of these modes directly from Maxwell’s equations, verifying the field commutation relations, and recovering one-dimensional results from our three-dimensional expressions. For reasons of brevity, we include only the limit of perfect reflectivity as this has the extra benefit of helping us to understand the more interesting case of high but finite finesse.

#### A. Multiple-reflections approach

In the absence of a cavity, the free-space field can be written in the form of a plane-wave expansion. If we determine how the microcavity modifies each plane-wave component, we can then sum the modified components and obtain an expression for the total quantized field in the whole system. As in Sec. II, we decompose the electric field of each plane wave into two parts, a component perpendicular to the plane of incidence \( \alpha = \perp \) and another component lying on the plane of incidence \( \alpha = \parallel \),

\[
\mathbf{E}_{\perp,\alpha} = i_k \mathbf{v}_{\perp,\alpha} \mathbf{E}_{0,\alpha} e^{ik_{\alpha} r}, \quad (3.1)
\]

where \( \mathbf{v}_{\perp,\alpha} \) gives the direction of this electric-field component and \( \mathbf{E}_{0,\alpha} \) its amplitude. Successive reflections on the mirrors of the cavity modify these plane-wave components. We obtain the field inside the cavity due to the plane-wave component \( \mathbf{E}_{\perp,\alpha} \) simply by adding the multiple reflections depicted in Fig. 5 [16]. In order to do so, we use the reflectivities and transmissivities of the semitransparent plane we have determined in Sec. II C. As to the perfect mirror, we assume it is a perfectly conducting plane. Because perfect conductors make the component of the electric field on their surfaces vanish, a plane wave whose electric field is perpendicular to the plane of incidence, just after being reflected off the perfect mirror, must have its electric field multiplied by

\[
m_{\perp} = -1. \quad (3.2)
\]
FIG. 5. Diagram of multiple reflections in the planar Fabry-Pérot cavity with the variables used in our calculations indicated in the figure.

On the other hand, when the electric field lies on the plane of incidence, it must be multiplied by

$$m_\parallel = 1$$  \hspace{1cm} (3.3)$$

after being reflected. Using this notation, we can write

$$E_{\text{cav},\alpha} = E_{\text{C1}\alpha} + E_{\text{C2}\alpha} + \cdots$$

$$= E_{l,\alpha}^0 \left[ \sum_{n=0}^{\infty} \left[ e^{2i\delta m_a r_a(\theta)} \right]^n \right] e^{ik_{l,\alpha} \cdot r}$$

$$+ \hat{\nu}_{R,\alpha} \left[ \sum_{n=0}^{\infty} \left[ e^{2i\delta m_a r_a(\theta)} \right]^n \right] e^{ik_{R,\alpha} \cdot r}$$

$$= E_{l,\alpha}^0 \left[ \hat{\nu}_{l,\alpha} e^{ik_{l,\alpha} \cdot r} + \hat{\nu}_{R,\alpha} e^{ik_{R,\alpha} \cdot r} \right] \frac{1 - m_a r_a(\theta) e^{2i\delta}}{1 - m_a r_a(\theta) e^{2i\delta}}$$  \hspace{1cm} (3.4)$$

where \( \hat{\nu}_{R,\alpha} \) gives the direction of the electric field of the reflected wave and

$$\delta = \frac{\omega}{c} \cos \theta$$  \hspace{1cm} (3.5)$$
is the extra phase gained on each trip inside the cavity.

The field outside the cavity due to the plane-wave component \( E_{l,\alpha} \) is obtained by summing the plane waves on the external side of the semitransparent plane,

$$E_{\text{out},\alpha} = E_{l,\alpha} + E_{R1,\alpha} + E_{R2,\alpha} + \cdots$$  \hspace{1cm} (3.6)$$

These modified plane-wave components are the modes of the system. When we substitute them for the modes of free space in the usual procedure of field quantization [35, 33, 36, 48] we obtain the following expression for the positive-frequency component of the electric field inside and outside the microcavity (our result agrees with that of De Martini et al. [49], when their general result is particularized for this case):

$$E_{\alpha}^+(\mathbf{r}) = \int d^3k \left[ \hat{a}_\alpha^\dagger (\mathbf{r},\mathbf{k}) \hat{\mathbf{e}}_{\perp,\alpha} (\mathbf{k}) \right] a_\alpha (\mathbf{k}) + \left[ \hat{a}_\alpha^\dagger (\mathbf{r},\mathbf{k}) \hat{\mathbf{e}}_{\parallel,\alpha} (\mathbf{k}) \right] a_\alpha (\mathbf{k}) \right],$$  \hspace{1cm} (3.7)$$

where the integration is restricted to the half space, i.e., positive \( k_z \), because of the presence of the perfect mirror. We use the label \( \alpha = \text{cav} \) for the field inside the cavity and \( \alpha = \text{out} \) for the field outside the cavity. The mode functions are given by [28]

$$\hat{a}_{\text{cav},\alpha} = i \hat{\nu}_{\text{vac},\alpha} e^{i\mathbf{k}_{\perp,\text{cav}} \cdot \mathbf{r}} \sin(k_z \cdot z),$$  \hspace{1cm} (3.8)$$

$$\hat{a}_{\text{cav},\parallel,\alpha} = i \hat{\nu}_{\text{vac},\parallel,\alpha} e^{i\mathbf{k}_{\parallel,\text{cav}} \cdot \mathbf{r}} \sin(k_z \cdot z),$$  \hspace{1cm} (3.9)$$

$$\hat{a}_{\text{cav},\parallel,\alpha} = - \hat{\nu}_{\text{vac},\parallel,\alpha} e^{i\mathbf{k}_{\parallel,\text{cav}} \cdot \mathbf{r}} \cos(k_z \cdot z),$$  \hspace{1cm} (3.10)$$

$$\hat{a}_{\text{out},\alpha} = i \hat{\nu}_{\text{vac},\alpha} e^{i\mathbf{k}_{\parallel,\text{cav}} \cdot \mathbf{r}} \sin(k_z \cdot z) - \Lambda \, \sec(\theta) \sin(\delta)$$

$$\times \sin(k_z \cdot z - \delta),$$  \hspace{1cm} (3.11)$$

$$\hat{a}_{\text{out},\parallel,\alpha} = i \hat{\nu}_{\text{vac},\parallel,\alpha} e^{i\mathbf{k}_{\parallel,\text{cav}} \cdot \mathbf{r}} \cos(k_z \cdot z) \sin(\delta)$$

$$\times \sin(k_z \cdot z - \delta) \cos(\delta),$$  \hspace{1cm} (3.12)$$

$$\hat{a}_{\text{out},\parallel,\alpha} = - \hat{\nu}_{\text{vac},\parallel,\alpha} e^{i\mathbf{k}_{\parallel,\text{cav}} \cdot \mathbf{r}} \cos(k_z \cdot z) - \Lambda \, \cos(\theta) \sin(\delta)$$

$$\times \cos(k_z \cdot z - \delta) \sin(\delta),$$  \hspace{1cm} (3.13)$$

where \( \mathbf{k} \) is the projection of \( \mathbf{k} \) on a plane parallel to the mirrors, \( \hat{\mathbf{k}} \) is the unit vector in the direction of \( \mathbf{k} \), \( \theta \) is the angle between \( \mathbf{k} \) and the \( z \) axis, \( \Lambda = \eta k \) is a measure of how reflective the top mirror is for a given frequency \( \omega = \epsilon k \), and

$$\hat{\nu}_{\text{vac}} = \sqrt{\frac{2\hbar}{(2\pi)^2 \hbar_0}}$$  \hspace{1cm} (3.14)$$
is the cavity modified vacuum field strength. An extra factor of 2 as compared to the free-space vacuum field strength appears because of the perfect mirror at \( z = 0 \) that restricts the fields to the half space. The functions \( \mathcal{J}_\perp \) and \( \mathcal{J}_\parallel \) describe the cavity resonances and are given by

$$\mathcal{J}_\perp = \frac{\cos(\theta)}{\cos(\theta) - \Lambda e^{i\delta} \sin(\delta)},$$  \hspace{1cm} (3.15)$$

$$\mathcal{J}_\parallel = \frac{1}{1 - \Lambda e^{i\delta} \cos(\theta) \sin(\delta)}.$$  \hspace{1cm} (3.16)$$

The polarization is given by the unit vectors \( \hat{\mathbf{e}}_{\perp,\alpha} (\hat{\mathbf{k}}) = \hat{\mathbf{z}} \wedge \hat{\mathbf{k}} \), \( \hat{\mathbf{e}}_{\parallel,\alpha} (\hat{\mathbf{k}}) = \hat{\mathbf{k}} \), and \( \hat{\mathbf{e}}_{\parallel,\alpha} (\hat{\mathbf{k}}) = \hat{\mathbf{z}} \). The operators \( a_{\kappa,\alpha}, a_{\kappa',\alpha}^\dagger \) are the field annihilation and creation operators, respectively, for the mode \( \kappa, \alpha \), with

$$[a_{\kappa,\alpha}, a_{\kappa',\alpha}^\dagger] = 0$$  \hspace{1cm} (3.17)$$
The solution for small $\Gamma$ is
\[ k_x = k_{z,n} = \frac{\pi}{\Gamma} n, \quad (3.32) \]
where $n = 0, \pm 1, \pm 2, \ldots$. If we expand the trigonometric functions in Eq. (3.30) around $k_{z,n}$, we obtain
\[ \frac{1}{2} \sin 2k_x l = \Gamma_{\perp n} + (k_x - k_{z,n}) l, \quad (3.33) \]
\[ \sin^4 k_x l = \frac{\Gamma_{\parallel n}}{\Gamma_{\perp n}}, \quad (3.34) \]
where
\[ \Gamma_{\perp n} = \frac{k_{z,n}}{\eta k_{z,n}} \quad (3.35) \]

Substituting Eqs. (3.32)–(3.34) into Eq. (3.30), we obtain
\[ |\mathcal{L}_{\perp}(k)|^2 = \sum_{n=-\infty}^{\infty} \frac{\Gamma_{\perp n}^2}{(k_x - k_{z,n})^2 + \Gamma_{\perp n}^2 + \Gamma_{\parallel n}^2}. \quad (3.36) \]

When $\eta \to \infty$, the Lorentzian functions in Eq. (3.36) become $\delta$ functions so that
\[ \lim_{\eta \to \infty} |\mathcal{L}_{\perp}(k)|^2 = \frac{\pi}{\Gamma} \sum_{n=-\infty}^{\infty} \delta(k_x - k_{z,n}). \quad (3.37) \]

Repeating the same analysis for $|\mathcal{L}_{\parallel}|^2$, we obtain
\[ |\mathcal{L}_{\parallel}(k)|^2 = \sum_{n=-\infty}^{\infty} \frac{\Gamma_{\parallel n}^2}{(k_x - k_{z,n})^2 + \Gamma_{\perp n}^2 + \Gamma_{\parallel n}^2}, \quad (3.38) \]
where
\[ \Gamma_{\parallel n} = \frac{1}{\eta k_{z,n}} \quad (3.39) \]

Again, when $\eta \to \infty$, the Lorentzian functions in Eq. (3.38) become $\delta$ functions, thus
\[ \lim_{\eta \to \infty} |\mathcal{L}_{\parallel}(k)|^2 = \frac{\pi}{\Gamma} \sum_{n=-\infty}^{\infty} \delta(k_x - k_{z,n}). \quad (3.40) \]

From Eqs. (3.8)–(3.10), (3.26)–(3.28), (3.37), and (3.40) we see that, in the limit where $\eta \to \infty$, Eq. (3.25) yields the negative values of $n$ in the finite sums in Eqs. (3.37) and (3.40) do not contribute because the integral in Eq. (3.7) is restricted to $k_x \geq 0$.

\[ \lim_{\eta \to \infty} E_{\text{cav}}^+(r) = i \sum_{n=0}^{\infty} \frac{\Gamma}{\eta} \sum_{m=-\infty}^{\infty} \delta(k_x - k_{z,n}) \frac{\hat{\mathbf{L}}_n^+(k_{z,n})}{\eta k_{z,n}} \]
\[ \times \sin k_{z,n} z \left\{ \frac{k_{z,n}}{k} \sin k_{z,n} z - \frac{k_{z,n}}{k} \cos k_{z,n} z + \frac{k_{z,n}}{k} \right\} \quad (3.41) \]
We must now determine the commutation relations satisfied by the operators $A_\perp(kz_\perp \hat{z} + \kappa)$ and $A_\parallel(kz_\parallel \hat{z} + \kappa)$. If we substitute Eq. (3.23) into the commutation relation (3.18), we obtain

$$[A_\perp(k), A_\perp^\dagger(k')] \mathcal{L}_n^\perp(k) \mathcal{L}_n^\perp(k') = \delta(k' - k). \quad (3.42)$$

Multiplying both sides by $\mathcal{L}_n^\perp(k)$ and taking the limit $\eta \to \infty$, we find

$$\frac{\pi}{L} \sum_{n,n'} \delta(k_z - k_{z,n}) \delta(k'_z - k_{z,n'}) [A_\perp(k), A_\perp^\dagger(k')] = \sum_{m} \delta(k_z - k_{z,m}) \delta(k' - k). \quad (3.43)$$

If we now integrate Eq. (3.43) over $k_z$ from $k_{z,n} - \epsilon$ to $k_{z,n} + \epsilon$ and over $k'_z$ from $k_{z,n'} - \epsilon$ to $k_{z,n'} + \epsilon$, with $\epsilon$ being small enough to include only $k_{z,n}$ and $k_{z,n'}$, we obtain

$$[A_\perp(k_{z,n} \hat{z} + \kappa), A_\perp(k_{z,n'} \hat{z} + \kappa)] = \frac{i}{\pi} \int_{k_{z,n} - \epsilon}^{k_{z,n} + \epsilon} dk'_z \delta(k'_z - k_{z,n})$$

$$= \frac{i}{\pi} \delta(k' - k) \delta(k'_z - k_{z,n'}). \quad (3.44)$$

So, apart from a normalization factor of $\sqrt{\pi/L}$, the operator $A_\perp(k_{z,n} \hat{z} + \kappa)$ behaves as a continuous annihilation operator in $\kappa$ and as a discrete annihilation operator in $k_z$. For this reason, we make a slight change of notation, defining

$$a_{\perp,n}(\kappa) = \sqrt{\frac{\pi}{L}} A_\perp(k_{z,n} \hat{z} + \kappa). \quad (3.45)$$

where

$$[a_{\perp,n}(\kappa), a_{\perp,n}^\dagger(\kappa')] = \delta_{n,n'} \delta(k' - k). \quad (3.46)$$

Moreover, from Eq. (3.17), we obtain

$$[a_{\perp,n}(\kappa), a_{\perp,n}(\kappa')] = 0. \quad (3.47)$$

Similarly, for $A_\parallel(k_{z,n} \hat{z} + \kappa)$ we find

$$[a_{\parallel,n}(\kappa), a_{\parallel,n}^\dagger(\kappa')] = \delta_{n,n'} \delta(k' - k), \quad (3.48)$$

$$[a_{\parallel,n}(\kappa), a_{\parallel,n}(\kappa')] = 0. \quad (3.49)$$

where $a_{\parallel,n}(\kappa)$ is defined by

$$a_{\parallel,n}(\kappa) = \sqrt{\frac{\pi}{L}} A_\parallel(k_{z,n} \hat{z} + \kappa). \quad (3.50)$$

Expressing $A_\perp(k_{z,n} \hat{z} + \kappa)$ and $A_\parallel(k_{z,n} \hat{z} + \kappa)$ in terms of the annihilation operators $a_{\perp,n}(\kappa)$ and $a_{\parallel,n}(\kappa)$, we obtain [50]

$$\lim_{\eta \to \infty} E_{\text{cav}}^+(r) = i \sqrt{\frac{\pi}{L}} \sum_{n=0}^{\infty} d^2 \kappa E_{\text{vac}}(r) e^{i \kappa r} [\hat{z} \wedge \hat{a}_\perp(\kappa) \sin k_{z,n}z + i \kappa k \sin k_{z,n}z + i \kappa k \cos k_{z,n}z] a_{\parallel,n}(\kappa). \quad (3.51)$$

Before we return to the finite reflectivity case, it is interesting to study the changes in spontaneous emission induced by such a perfect parallel plates cavity. We notice that because there is still a continuum of modes available, an atom will always be in the weak-coupling regime in such a cavity. The mode structure, however, is radically different from that of the free space; the cavity only allows modes with certain discrete values of the component of the wave vector normal to the plates. So spontaneous emission will remain an irreversible exponential decay process, but the decay rate can be dramatically different from that of free space. We will now calculate this decay rate for a single atom inside the cavity, in the two-level atom and dipole approximations [51].

As we are in the weak-coupling regime, we can use Fermi’s golden rule to compute the spontaneous-emission decay rate $\gamma$ in the cavity and find

$$\gamma = \frac{2 \pi}{\hbar} \int d^3 \kappa \sum_{\alpha=1,\|} |\langle 1, \kappa, \alpha | \mathbf{d} \cdot \mathbf{E}_{\text{cav}}(r_a) | 0 \rangle|^2$$

$$\times \delta(\omega - \omega_a), \quad (3.52)$$

where $r_a$ is the position of the atom in the cavity, $\omega_a$ is the atomic transition frequency, $\mathbf{d}$ is the atomic dipole operator, $|1, \kappa, \alpha \rangle$ is the state in which the atom is not excited and the field mode $\kappa$ of polarization $\alpha$ has one photon, all the other modes having no photons, and the state $|0 \rangle$ is the state in which the atom is excited and the field has no photons. Let us consider the case where the atomic dipole is parallel to the plates. After substituting Eq. (3.51) in Eq. (3.52), we obtain

$$\gamma_p = \frac{\omega_a d^2}{2 \pi \hbar} \sum_{n=0}^{\infty} \int_0^{\infty} d\phi \int_0^{\infty} k d\kappa \left( \frac{c n \kappa}{\omega_a d} \cos \phi - \sin \phi \right)^2$$

$$\times \sin^2 \left( \frac{n \pi}{L} z_a \right) \delta(\omega - \omega_a). \quad (3.53)$$

The angular integration yields

$$\gamma_p = \frac{\omega_a d^2}{2 \pi \hbar} \sum_{n=0}^{\infty} \int_0^{\infty} d\phi \int_0^{\infty} k d\kappa \left( \frac{c n \kappa}{\omega_a d} \right)^2 - 1$$

$$\times \sin^2 \left( \frac{n \pi}{L} z_a \right) \delta(\omega - \omega_a). \quad (3.54)$$

For any differentiable function $y(x)$ with an inverse $x(y)$ and any function $g(x)$ we have

$$\int dx \ g(x) \delta(y(x)) = \int dy \ g(x(y)) \frac{\delta(y)}{dy/dx}. \quad (3.55)$$

Using (3.55), we can change the variable of integration in Eq. (3.54) to $\omega$, recovering the well-known [50] expression...
For a dipole normal to the plates, a similar calculation yields

\[ \gamma_{\rho} = \gamma_0 \sum_{n=0}^{[2l/\lambda]} \frac{3\lambda}{4l} \left( 1 + \left( \frac{n\lambda}{2l} \right)^2 \right) \sin^2 \left( \frac{n\pi}{l} z_a \right), \]  

(3.56)

where \([2l/\lambda]\) is the largest integer number of half wavelengths of the atomic transition that can fit in the plate separation \(l\) and \(\gamma_0\) is the free space decay rate given by

\[ \gamma_0 = \frac{\omega_a^3 d^2}{3 \pi \hbar \epsilon_0 c^3}. \]  

(3.57)

For a dipole normal to the plates, a similar calculation yields the well-known [50] result

\[ \gamma_{\perp} = \gamma_0 \left[ \frac{3\lambda}{4l} + \sum_{n=1}^{[2l/\lambda]} \frac{3\lambda}{2l} \left( 1 - \left( \frac{n\lambda}{2l} \right)^2 \right) \cos^2 \left( \frac{n\pi}{l} z_a \right) \right]. \]  

(3.58)

In Fig. 6, we plot the decay rates, given by (3.56) and (3.58), for an atom at the center of the cavity as a function of the plate separation \(l\) [50]. We notice that there is no spontaneous emission when the dipole is parallel to the plates and the plate separation is narrower than half the atomic wavelength. The reason is that at wavelengths larger than \(2l\), the only modes available are those where \(n=0\) whose polarizations are normal to the plates and therefore not interacting with the dipole. Another way of understanding this is to think of the images of the dipole on the plates [52–56] drawing an analogy with many-atom cooperative decay [57]. When the dipole is parallel to the plates and the plate separation is shorter than half the atomic wavelength, the radiation emitted by each image adds up to cancel completely the radiation emitted by the real dipole. Then we see that complete inhibition of spontaneous emission can only happen when the plates are perfect reflectors. Any small transmissivity would upset this delicate balance between the images and the dipole, allowing some degree of spontaneous emission in the cavity. We will return to this point in Sec. IV.

There is no such complete inhibition of spontaneous emission for a dipole normal to the plates because then the dipole will interact with the \(n=0\) modes. This is also the reason why \(\gamma_{\rho}\) diverges in Fig. 6 when the plate separation decreases to zero. Because the energy density in the \(n=0\) vacuum modes is inversely proportional to the volume between the plates when the plate separation decreases, the coupling with the field increases, leading to the divergence. Before such a divergence occurs, the interaction between the atom and the atoms on the surface of the plates, which we have neglected in this simple model, should become important. In the next section we see that when the top plate is no longer a perfect reflector, \(\gamma_{\rho}\) will also display such a divergence.

**IV. SPONTANEOUS-EMISSION RATE**

In this section we investigate how the spontaneous-emission rate changes when the finesse of the cavity increases [26]. Let us start by considering the case of very low finesse where the top mirror is almost completely transparent. Then we can assume that \(\alpha\) is much smaller than the atomic wavelength so that

\[ \Lambda_a = \frac{\omega_a}{c} \eta \approx 1. \]  

(4.1)

We will now calculate the spontaneous-emission rate up to first order in \(\Lambda_a\).

For a dipole normal to the plates, Eqs. (3.7) and (3.52) yield, up to first order in \(\Lambda_a\)

\[ \gamma_{\perp} = \frac{\omega_a^3 d^2}{\pi \epsilon_0 \hbar c} \int_0^1 dx \left( 1 + \Lambda_a x \sin^2 \frac{\omega_a}{c} 1x \right) (1 - x^2) \cos \frac{\omega_a}{c} 1x. \]  

(4.2)

This integral can be solved analytically for the general case; however, it is more instructive to consider special cases.

First we notice that when \(\Lambda_a\) vanishes, Eq. (4.2) reduces to

\[ \gamma_{\perp} = \frac{3}{3} \gamma_0 \left[ \frac{1}{3} \left( \frac{\omega_a}{\omega_c^2} \right)^2 \cos^2 \frac{\omega_a}{c} x + \left( \frac{\omega_a}{c} \right)^3 \cos \frac{\omega_a}{c} x \right]. \]  

(4.3)

This is the well-known expression for the spontaneous-emission decay rate of an atom near a perfect mirror when the atomic dipole is normal to the mirror [52,58,59]. As we can see from Eq. (4.3), we do not need a cavity to change the spontaneous emission rate. In fact, the first controlled experimental study of modified spontaneous emission [59] concerned the fluorescence of dye molecules near a single mirror.

In order to study the effect of the top mirror we must take \(\Lambda_a \neq 0\) in Eq. (4.2). Let us do so and compute the first-order cavity effects. Consider a half wavelength cavity. When both plates are perfect reflectors, the spontaneous-emission rate is three-halves of that in free space at any point inside the cavity for a dipole normal to the plates. So our first-order correction will depend on the position and for each position it will be a correction in the direction that will bring the
single mirror decay rate given by (4.3) closer to the constant rate of three-halves of the rate in free space. In fact, after some lengthy algebra, we find that when the atom is at the center of the cavity, Eq. (4.2) yields
\[
\gamma_z = 3 \gamma_0 \left[ \frac{1}{3} + \frac{1}{\pi^2} + \frac{\omega_a \eta}{c} \frac{85}{72 \pi^4} \right],
\]
so that the semitransparent mirror enhances spontaneous emission to bring it closer to three-halves of \( \gamma_0 \). On the other hand, when the atom sits on the perfect mirror, we find
\[
\gamma_z = 3 \gamma_0 \left[ \frac{2}{3} - \frac{\omega_a \eta}{c} \frac{3}{2 \pi^2} \right]
\]
and the semitransparent mirror inhibits spontaneous emission, again bringing it closer to three-halves of \( \gamma_0 \). Similar results can be shown for \( \gamma_p \).

Let us now consider the case of a highly reflective top mirror. Substituting Eqs. (3.36) and (3.38) in (3.7) and then in (3.52), we obtain for a dipole parallel to the plates
\[
\gamma_p = \frac{3}{2} \gamma_0 \int_0^1 d(\cos \theta) \sum_{n=0}^\infty \left[ \Gamma_{k,n}^2 \left( k_z - k_{z,n} \right)^2 + \Gamma_{-k,n}^2 \cos^2 \theta \right]
\]
\[
+ \frac{\Gamma_{k,n,a}^2}{\left( k_z - k_{z,n,a} \right)^2 + \Gamma_{k,n,a}^2 + \Gamma_{-k,n,a}^2} \sin^2 k_z,
\]
where \( \Gamma_{\pm,n,a} \) is given by Eq. (3.39) and \( \Gamma_{\pm,n,a} \) by
\[
\Gamma_{\pm,n,a} = \frac{k_{z,n,a} c^2}{\eta \omega_a}.
\]
When the plate separation is only a few atomic wavelengths and \( \eta \) is much larger than the atomic wavelength, we can approximate both \( \Gamma_{\pm,n,a} \) and \( \Gamma_{\pm,n,a} \) by
\[
\Gamma_{\pm,n,a} \approx \Gamma_{\pm,n,a} \approx \frac{c}{\eta \omega_a} = \Gamma_a.
\]
Here we have to be careful because unless \( \eta \to \infty \), \( \Gamma_{\pm,0} \) will diverge, as can be seen from Eq. (3.39). As we have mentioned before, this means that \( \mathcal{Z} \) does not have a resonance at \( n = 0 \) unless \( \eta \to \infty \). It is a consequence of the fact that the semitransparent mirror will not reflect radiation that is incident at an angle of \( \pi/2 \) with the normal except in the perfect mirror limit. There is no problem, however, in replacing \( \Gamma_{\pm,0} \) by \( \Gamma_a \) because \( |\mathcal{Z}|^2 \) appears in Eq. (4.6) multiplied by \( \cos^2 \theta \) so that, in this case, the \( n = 0 \) Lorentzian function will vanish giving no contribution in Eq. (4.9). Then Eq. (4.6) becomes
\[
\gamma_p = \frac{3}{2} \gamma_0 \int_0^1 dx \sum_{n=0}^\infty \left( \omega_a x/c - k_{z,n} \right)^2 T^2 + \Gamma_a^2
\]
\[
\times (x^2 + 1) \sin^2 \frac{\omega_a x}{c} x.
\]
If we now write the sine function as a sum of exponentials and extend the integration to the entire \( x \) axis (when \( \Gamma_a \) is much smaller than one, the part of the integration over the tails of the Lorentzian functions will give a negligible contribution to the total integral), we obtain
\[
\gamma_p = \frac{3 \lambda}{8 \pi} \gamma_0 \sum_{n=0}^{\lfloor 2l/\lambda \rfloor} \left\{ \left( \frac{n \lambda}{2 \lambda} \right)^2 + 1 \right\} \left[ 1 - e^{-2z \Gamma_a} \cos \left( 2 \pi n \frac{z}{l} \right) \right],
\]
where again \( \lfloor 2l/\lambda \rfloor \) is the maximum integer number of half atomic wavelengths \( \lambda \) that can fit the plate separation \( l \).

A similar calculation yields the following expression for the spontaneous-emission rate in the high reflectivity limit when the atomic dipole is normal to the plates:
\[
\gamma_z = \frac{3 \lambda}{4 \pi} \gamma_0 \left[ 1 + \sum_{n=0}^{\lfloor 2l/\lambda \rfloor} \left[ 1 - \left( \frac{n \lambda}{2 \lambda} \right)^2 \right] \right]
\]
\[
\times \left[ 1 + e^{-2z \Gamma_a} \cos \left( 2 \pi n \frac{z}{l} \right) \right].
\]
Comparing Eqs. (4.10) and (4.11) with the corresponding expressions for two perfectly reflecting parallel plates (3.56) and (3.58), we notice the only difference is the decaying exponentials in Eqs. (4.10) and (4.11) that stem from the transparency of the upper mirror. This does not bring any significant differences from the perfect mirror case for a dipole normal to the mirrors. For a dipole parallel to the mirrors, however, we notice the dramatic change mentioned in Sec. III B. This is shown in Fig. 7, where we plot the ratio \( \gamma_p/\gamma_0 \) given by Eq. (4.10) as a function of the plate separation in units of atomic wavelengths for an atom at the center of the cavity. We can see from Fig. 7 that as long as there is at least a small amount of cavity loss due to mirror transmisivity, spontaneous-emission will not be completely suppressed. In other words, this means that when the upper mirror is not a perfect reflector, there will be modes, other than the \( k_z = 0 \) modes, whose frequencies lie within the atomic resonance and whose polarization is not orthogonal to the atomic dipole.

Finally, we discuss the spontaneous-emission rate for a \( \lambda/2 \) cavity when the atomic dipole is parallel to the plates.

---

**FIG. 7.** Plot of the spontaneous-emission rate in units of the rate in free space as a function of plate separation for an atom at the center of the cavity with its dipole moment parallel to the mirrors. The dotted line correspond to the case where both mirrors are perfect (\( \Gamma_a = 0 \)) and the full line to the case where \( \Gamma_a = 0.3 \).
This is the case where an atom with a sufficiently narrow (a linewidth smaller than \( \pi/\lambda \)) atomic line will couple to the (\( n = 1 \)) cavity resonance only. In Fig. 8 we plot the ratio of the decay rate in the cavity to that in free space as a function of the position of the atom for four different finesse. We see that when the reflectivity of the upper mirror is low, spontaneous emission is not suppressed on the upper mirror and the maximum rate is not exactly at the center and is less than three times the rate in free space. As the reflectivity increases, the maximum rate increases towards three times that in free space and becomes very small on the upper mirror.

V. VACUUM FLUCTUATIONS

Vacuum fluctuations play an important role in the spontaneous-emission process [60,61]. In free space, such fluctuations are isotropic. A cavity, however, modifies the mode structure of its surrounding space, leading to different vacuum fluctuations. We show in this section that our planar microcavity introduces a preferred direction, the direction normal to the plate, radically changing the vacuum fluctuations. We show the case of a half wavelength cavity with \( \Lambda_r = 1 \). In (c) we repeat the plot for the same cavity but with a much higher finesse \( (\Lambda_r = 10^3) \). In (d) we show the case of two perfect mirrors for comparison.

\[
[\Delta E^\text{free}_x(r, k)]^2 = \frac{1}{2} \frac{\hbar \omega}{4 \pi \varepsilon_0} [1 - (\hat{k} \cdot \hat{x})^2].
\]  

We notice that this variance is almost isotropic except that the constraint \( \mathbf{E} \cdot \mathbf{k} = 0 \) makes it look rather like a doughnut, with a hole in the middle because the \( x \) component of the electric field gets smaller and smaller as \( \mathbf{k} \) approaches the \( x \) axis.

Now let us examine how these fluctuations change when we are in a cavity. We consider a cavity whose length is half of the wavelength of the atomic transition and we will compute the variance at the center of the cavity. In a one-dimensional model with perfect mirrors, this would correspond to the case where the cavity supports a single mode only, whose maximum is at the center of the cavity.
From Eq. (3.7) we obtain the following expression for the variance of mode \( \mathbf{k} \) at position \( \mathbf{r} \) inside the cavity

\[
[\Delta E_i(\mathbf{r}, \mathbf{k}, t)]^2 = \frac{\hbar \omega}{4 \pi^2 \epsilon_0} \left( |\mathcal{Z}_\parallel(\mathbf{k})|^2 \cos^2 \theta \cos^2 \phi \right. \\
+ \left. |\mathcal{Z}_\perp(\mathbf{k})|^2 \sin^2 \phi \sin^2 k_z z. \right.
\] (5.2)

The variance in the presence of a single perfect mirror changes with the nature of the semitransparent mirror above it forming the top of the cavity. For a perfect mirror alone, i.e., \( \eta = 0 \), the fluctuations are constrained to the half space but are still quite isotropic, as can be seen in Fig. 10. When the semitransparent upper mirror is present as well, i.e., \( \eta \neq 0 \), we notice a substantial increase in the fluctuations in the \( z \) direction, perpendicular to the mirrors, as we can see in Fig. 11. As the reflectivity increases, i.e., when \( \eta \) increases, this anisotropy becomes more pronounced. In Fig. 12 we compare plots for increasing values of \( \eta \) to show how the fluctuations tend to dominate around the \( z \) direction as the reflectivity increases. As the reflectivity increases, we approach the results of Dowling et al. [56] obtained for two perfect mirrors.

We have also examined the fluctuations at other positions inside the cavity as well as for other cavity lengths. However, the case discussed above seems to be the most interesting because it is the case where an atom with a sufficiently narrow (a linewidth much smaller than \( \pi/\Gamma \)) atomic line will couple to the \( (n=1) \) cavity resonance only.

**VI. SPONTANEOUS-EMISSION PATTERN**

We have been concerned so far only with the radiation inside the cavity. This cavity, however, can let some of the radiation escape outside when the upper mirror is not a perfect reflector. In this section we shall venture outside the cavity and study the radiation that leaks out. We will consider the simplest possible case where there is a single atom in the cavity. We will then calculate the field outside produced by the spontaneous emission of the atom inside the cavity. A similar calculation was also performed by De Martini et al. [49]. Their calculation, however, only yields the electric field along a line normal to the mirrors passing through the atom and does not describe the dependence of the field on the \( x \) and \( y \) coordinates. We will obtain such dependence explicitly. This will lead to a curious result that shows how the anisotropy of spontaneous emission in the cavity, discussed in the preceding section, manifests itself outside the cavity.

In the interaction picture, the positive-frequency component of the electric field outside the microcavity (3.7) is given by

\[
\mathbf{E}_{\text{out}}^+(\mathbf{r}) = \int d^3k \ e^{-i\omega t} \{ \mathcal{Z}_{\perp}^{\text{out}}(\mathbf{r}, \mathbf{k}) \mathbf{e}_{\perp}(\mathbf{k}) a_{\perp}(\mathbf{k}) \\
+ [\mathcal{Z}_{\parallel,1}^{\text{out}}(\mathbf{r}, \mathbf{k}) \mathbf{e}_{\parallel,1}(\mathbf{k}) + \mathcal{Z}_{\parallel,2}^{\text{out}}(\mathbf{r}, \mathbf{k}) \mathbf{e}_{\parallel,2}(\mathbf{k})] a_{\parallel}(\mathbf{k}) \}. 
\] (6.1)

In order to calculate \( \mathbf{E}_{\text{out}}^- \) we must find how the time evolution of annihilation operators in Eq. (6.1) is affected by the interaction with the atom in the cavity.
FIG. 11. Variance of the $x$ component of the electric field (in units of $\hbar \omega / 4\pi^3 e_0$) for an atom between two parallel mirrors, the lower one being a perfect mirror and the upper one semitransparent with $\Lambda_u = 1$. We notice that emission is much more directional here than it is for free space or for a single mirror.

For an atom at $\mathbf{r}_a$ with a dipole parallel to the mirrors (along the $x$ axis), we obtain the following equation of motion for the annihilation operators:

$$\frac{d}{dt} a_{\mathbf{k}}(t) = i \mu \mathcal{E}_{\nu}^{\mathrm{cav}}(\mathbf{r}_a, \mathbf{k}) \hat{\mathbf{x}} \cdot \hat{\mathbf{e}}_g(\mathbf{k}) e^{i(\omega - \omega_a)t} \sigma(t),$$

where $\mu$ is the transition dipole moment of the atom, $\alpha = \perp$, and $\sigma$ is the lowering atomic operator. Because this microrocavity does not confine the field in all three spatial dimensions, but only in one dimension, there are no Rabi oscillations [64] and the time evolution of the atomic lowering operator is given, to a reasonably good approximation [49], by the modified Weisskopf-Wigner exponentially decaying solution

$$\sigma(t) = \sigma(0) e^{-i \omega_a t} e^{-\gamma/2} + \mathcal{L}_\sigma,$$

where $\mathcal{L}_\sigma$ is the Langevin noise term associated with the dipole coupling to the vacuum field (needed to preserve the commutation relations of the operators). The precise form of $\mathcal{L}_\sigma$ is unimportant because we do not study here the noise properties of the emitted light. The decay constant $\gamma$ is the cavity-modified spontaneous-emission decay rate at the position of the atom given by

$$\gamma = \frac{\mu^2}{2 \pi^2 \hbar e_0} \Delta(k) \cos^2 \phi \cos^2 \theta$$

$$+ |\Delta_{\perp}(k)|^2 \sin^2 \phi \delta(\omega - \omega_a) \sin^2 k_z a .$$

FIG. 12. Comparison between plots of the variance of the $x$ component of the electric field (in units of $\hbar \omega / 4\pi^3 e_0$) for an atom with dipole moment parallel to the mirrors for increasing finesse. The more isotropic variance here is the one for a single mirror ($\Lambda_u = 0$), then there is the one for $\Lambda_u = 1$ and the case $\Lambda_u = 5$ where emission is quite biased in the $z$ direction.

We can then integrate Heisenberg’s equations for the field annihilation operators in the rotating-wave approximation and obtain the following expression for the field operators:

$$a_{\mathbf{k}}(t) = a_{\mathbf{k}}(0) e^{-i \omega_{\mathrm{vac}} t} + i \mu \mathcal{E}_{\nu}^{\mathrm{cav}}(\mathbf{r}_a, \mathbf{k}) \hat{\mathbf{x}} \cdot \hat{\mathbf{e}}_g(\mathbf{k})$$

$$\times \left\{ e^{i(\omega - \omega_a)t} - e^{-(\gamma/2)t} \right\} e^{-i \omega_{\mathrm{vac}} t} \sigma(0),$$

where $\alpha = \perp$. This is then inserted into the expression for the electric field outside the cavity (6.1), yielding

$$\mathbf{E}_{\mathrm{out}}^+(\mathbf{r}, t) = \mathbf{E}_{\nu, \mathrm{out}}^+(\mathbf{r}, t) + \mathbf{E}_{\nu, \mathrm{cav}}^+(\mathbf{r}, t),$$

where the first term on the right-hand side is the cavity-modified vacuum

$$\mathbf{E}_{\nu, \mathrm{cav}}^+(\mathbf{r}, t) = \int d^3 \mathbf{k} \left[ e^{-i \omega_{\mathrm{vac}} t} \mathcal{P}_{\nu}^\perp(\mathbf{r}, \mathbf{k}) \hat{\mathbf{e}}_g(\mathbf{k}) a_{\mathbf{k}}(0) \right.$$

$$+ \left[ \mathcal{P}_{\nu}^{\perp, 1}(\mathbf{r}, \mathbf{k}) \hat{\mathbf{e}}_{g, 1}(\mathbf{k}) \right.$$  

$$+ \left[ \mathcal{P}_{\nu}^{\perp, 2}(\mathbf{r}, \mathbf{k}) \hat{\mathbf{e}}_{g, 2}(\mathbf{k}) \right] a_{\mathbf{k}}(0) \right\}$$

and the second term is the field emitted by the atom

$$\mathbf{E}_{\nu, \mathrm{out}}^+(\mathbf{r}, t) = i \mu \sigma(0) e^{-i \omega_{\mathrm{vac}} t} \int d^3 \mathbf{k} \left[ e^{-(\gamma/2)t} - e^{-i(\omega - \omega_a)t} \right.$$  

$$\times \mathcal{P}_{\nu}(\mathbf{k}, \mathbf{r}_a),$$

with $\mathcal{P}_{\nu}$ given by
As we are interested in the case where spontaneous emission is enhanced, we will consider the high reflectivity limit we have discussed in Sec. IV. In Sec. III B we have obtained approximate expressions for $|Z_{r\perp}^2|_\text{cav}$ and $|Z_{\parallel}^2|_\text{cav}$ in the high reflectivity limit. In this section we will also need approximate expressions for the products of these functions with the factors linear in $\Lambda$ that appear in the mode functions $\phi_{ra}^\text{cav}$ in Eq. (6.9). Proceeding in the same way as we have in Sec. III B, we obtain, after some algebra, the following approximate expressions for these products:

$$|Z_{r\perp}^2|_\text{cav} \Delta \cos \theta \sin \phi = \sum_{n=-\infty}^{\infty} \frac{(-1)^n \Gamma_{r\perp,n}^2}{(z - k_{r\perp,n})^2 + \Gamma_{r\perp,n}^2} \times \left[ 1 + \frac{l}{\Gamma_{r\perp,n}^2} (k_z - k_{r\perp,n}) \right],$$

(6.10)

Let us now assume that the $n=1$ cavity resonance is only slightly (the detuning is much smaller than the mode separation $\pi/l$) detuned from the atomic transition wavelength. We also assume that the detuning is such that the atom is in the regime where spontaneous emission is enhanced. In other words, the atomic resonance is somewhere between the $n=1$ and the $n=2$ resonances, but much closer to $n=1$ than $n=2$ because the detuning is small. We can then neglect all the Lorentzians in Eqs. (3.36), (3.38), (6.10), and (6.11), except for the one where $n=1$. If we now make the change of variable $k - k_{r\perp,a}$ in the original integral over the wave number $k$ in Eq. (6.8) and extend the integration to the whole real axis as the tails of the Lorentzian functions give a negligible contribution to the integral, we notice that there are two kinds of integrals involved in that total integral. They have the forms

$$I_1 = \int_{-\infty}^{\infty} dk \frac{(k+k_a)^3 (e^{-\gamma l/2} - e^{-i\omega t}) e^{i k \Gamma_{a}^2}}{[k+i \gamma/2c][(k \cos \theta - k_c + k_a \cos \theta)^2 + \Gamma_{a}^4]},$$

$$I_2 = \int_{-\infty}^{\infty} dk \frac{(k+k_a)^3 (k \cos \theta - k_c + k_a \cos \theta) (e^{-\gamma l/2} - e^{-i\omega t}) e^{i k \Gamma_{a}^2}}{[k+i \gamma/2c][(k \cos \theta - k_c + k_a \cos \theta)^2 + \Gamma_{a}^4]},$$

(6.12, 6.13)

where $k_a$ is $2\pi$ over the wavelength of the atomic transition, $k_z = \pi/l$ is the $z$ component of the wave vector at the first cavity resonance (i.e., $k_{r\perp,1}$), $\Gamma_a'$ is $\Gamma_a$ with $k$ replaced by $k + k_a$ ($a=\perp,||$) and $u$ is a function of $x, y, z, \theta, \phi$. We will now examine each of these two integrals in turn, starting with $I_1$.

The integrand of $I_1$ has three poles given by

$$k_1 = -i \frac{\gamma}{2c},$$

(6.14)

$$k_2 = k_a \sec \theta - k_a \pm i \frac{\Gamma_{a}^2}{l \sec \theta}.$$  

(6.15)

We can rewrite $I_1$ as a linear combination of two integrals

$$I_1 = e^{-\gamma l/2} I_{11} - I_{12}.  

(6.16)$$

Let us consider $I_{11}$ first. It is given by

$$I_{11} = \pi e^{i [k_z + (\Gamma_{a}^2/l) \sec \theta - k_a^2]} (k_c + i \Gamma_{a}^2/l)^3 \sec^2 \theta.$$  

(6.17)
where we have assumed that $k_a$ and $k_c$ are much larger than $1/\eta$ and $\gamma/2c$ so that $\Gamma_a'$ can be approximated by $\Gamma_a' = 1/\eta k_a$ after the integration.

The second integral $I_{12}$ is given by

$$I_{12} = \int_{-\infty}^{\infty} dk \frac{(k + k_a)^3 \exp[i(u - ct)k] \sec^2 \theta}{(k + i \gamma/2c)[(k - k_a \sec \theta + k_a)^2 - (\Gamma_a'/l)^2 \sec^2 \theta]}.$$

(6.20)

Contour integration of $I_{12}$ for $u < ct$ yields

$$I_{12} = 2\pi i \int \frac{\Gamma_a'^2 \exp[i(u - ct)/2c](k_a - i \gamma/2c)^3}{(k - i \gamma/2c)\sec \theta - k_a + i \gamma/2c} \frac{\exp[i(k_a - i \gamma/2c)\sec \theta - k_a + i \gamma/2c]}{(k_c + \Gamma_a'/l)\sec \theta - k_a + i \gamma/2c} \, dk.$$  

(6.21)

and for $u > ct$,

$$I_{12} = \pi \int \frac{\exp[i(k_c + \Gamma_a'/l)\sec \theta - k_a + i \gamma/2c]}{(k_c + i \Gamma_a'/l)\sec \theta - k_a + i \gamma/2c} \, dk.$$  

(6.22)

Let us now consider what will happen when $I_1$ is integrated over $\theta$. Here we have to remember that $u$ is a linear combination of $\cos \theta$ and $\sin \theta$. Let us examine the part of the integral that contains factors of the kind

$$\frac{1}{(k_c + i \Gamma_a'/l)\sec \theta - k_a + i \gamma/2c}.$$  

(6.23)

If the width of this resonance in (6.23) is small enough, we can expand $\cos \theta$ and $\sin \theta$ around the resonance and approximate the functions of $\theta$ appearing in the arguments of the exponentials

$$\exp\left(\left[\begin{array}{c} u - ct \\ k_c + i \frac{\Gamma_a'}{l} \end{array}\right] \sec \theta - k_a \right)$$  

(6.24)

and

$$\exp\left(\left[u - ct \right] \sec \theta - k_a \right)$$  

(6.25)

by linear functions of $\sec \theta$.

Assuming that

$$k_c \gg \frac{\Gamma_a'}{l},$$  

(6.26)

the width of the resonance in (6.23) will be given by $\gamma/2ck_c$ and the resonance by $\sec \theta = k_a/k_c$. Then

$$\sin \theta = \sqrt{1 - \frac{k_c^2}{k_a^2}} - \frac{k_c^3}{k_a^2} \left(\frac{\sec \theta - k_a}{k_c}\right)$$  

(6.27)

and

$$\cos \theta = \frac{k_c}{k_a} \left(\frac{\sec \theta - k_a}{k_c}\right) + \text{higher-order terms}.$$  

(6.28)

Then if

$$\gamma < \frac{k_c^2}{k_a},$$  

(6.29)

we can substitute $\cos \theta$ and $\sin \theta$ in $u$ in exponentials (6.24) and (6.25) by

$$\cos \theta = \frac{k_c}{k_a}$$  

(6.30)

and

$$\sin \theta = \sqrt{1 - \frac{k_c^2}{k_a^2}}.$$  

(6.31)

the integrals over $\theta$ involving the factors (6.23) will be of the kind

$$\int \frac{\exp[i(k_c + i \Gamma_a'/l)\sec \theta - k_a + i \gamma/2c] f(\sec \theta)}{(k_c + i \Gamma_a'/l)\sec \theta - k_a + i \gamma/2c} \, d(\sec \theta)$$  

(6.32)

for $v > 0$ and

$$\int \frac{\exp[i(k_c + i \Gamma_a'/l)\sec \theta - k_a + i \gamma/2c] f(\sec \theta)}{(k_c + i \Gamma_a'/l)\sec \theta - k_a + i \gamma/2c} \, d(\sec \theta)$$  

(6.33)

for $v < 0$. In these integrals, $v$ does not depend on $\sec \theta$ and $f(\sec \theta)$ has no singularities (poles). Making the change of variable $\sec \theta \rightarrow \sec \theta + k_a/k_c$ in (6.32) and extending the integral to $-\infty$, we can integrate (6.32) by contour integration. We close the contour in the upper half of the complex plane because $v > 0$, but then, as the integrand has no poles in the upper half of the complex plane, integral (6.32) vanishes.

Repeating the same procedure for (6.33), we find that this time the contour has to be closed in the lower half of the complex plane because $v < 0$. Now if $\gamma/2c - \Gamma_a'/l k_c$ is negative, there will be no poles in the lower half of the complex plane and the integral (6.33) will vanish as well.

So the terms in (6.12) that involve the factors (6.23) will not contribute to the result of the integral over $\theta$ of $I_1$ and therefore can be discarded when

$$\gamma < 2c \frac{\Gamma_a'^2}{l} k_a.$$  

(6.34)

This condition implies that the atomic resonance is narrower than the cavity resonance (this condition is not satisfied by present-day semiconductor gain media such as $p-n$ junctions and quantum wells; nonetheless, we will explore it further).
In this case, the atomic resonance is more important than the cavity resonance in determining the frequency of emission. Then, as we will show when we integrate over θ the remaining terms in (6.12), the cavity resonance will influence the direction of emission.

So, under conditions (6.26), (6.29), and (6.34), we obtain

\[
I_1 = 2\pi \Gamma_a^2 e^{(u - ct)\gamma/2} \left[ k_a^2 - i\gamma/2c \right]^3 \left[ k_a - i\gamma/2c \right] \cos\theta - k_c^2 \right] \right)^2 + \Gamma_a^2 \Theta(ct - u) \Theta(u),
\]

where Θ is the Heaviside step function. Applying the same method to \( I_2 \) given by Eq. (6.13), we obtain

\[
I_2 = I_1 \frac{1}{\Gamma_a} \left[ k_a - i\gamma/2c \right] \cos\theta - k_c \right). (6.36)
\]

If we now use (6.35) and (6.36) in (6.8) and integrate over θ following the same procedure outlined above and assuming that

\[\sqrt{(x - x_a)^2 + (y - y_a)^2} \sin\theta_c \approx (z - z_a) \sin\theta_c , \]

we find that the terms involving exponentials of \( i(z \pm z_a)C \), where \( C \) is negative, do not have poles where the contour is closed and therefore do not contribute to the total integral. Moreover, because the detuning is small, i.e.,

\[
k_a - k_c \ll k_c , \]

we also find that the \( x \) and \( y \) components of \( E_{s,\text{out}}^+ \) are much smaller than the \( z \) component and can be neglected. Then, far from the cavity where \( z \gg z_a, l \), we obtain the expression for \( E_{s,\text{out}}^+ \).

\[
E_{s,\text{out}}^+(r,t) = \hat{\xi} E_0 \sigma(0) F(x,y) e^{-\gamma t+i\omega_0(t-\frac{z}{c} \cos\theta_c)} \]

\[
\times \sin(k_c z_a) \cos\left( t - \frac{z}{c} \cos\theta_c \right), \]

where

\[
E_0 = -\frac{\mu \hbar k_c^3}{2 \pi \epsilon_0 \Gamma_a} \]

and \( F \) is the integral over \( \phi \) that is still to be done

\[
F(x,y) = \frac{1}{2 \pi} \int_0^{2\pi} d\phi \exp[i\{(x - x_a)\cos\phi + (y - y_a)\sin\phi\}k_a \sin\theta_c]. \]

(6.41)

Now this integral can be recognized as the Bessel function \( J_0 \) [65,66], i.e.,

\[
F(x,y) = J_0(\sqrt{(x - x_a)^2 + (y - y_a)^2}) k_a \sin\theta_c. \]

(6.42)

From Eqs. (6.39) and (6.40), we notice that \( E_{s,\text{out}}^+ \) is proportional to the transmissivity of the microcavity, as expected, and depends on the mode distribution inside the microcavity, \( \sin k_c z_a \), vanishing when the atom is at a node, i.e.,

**FIG. 13.** Variance of the \( x \) component of the electric field at the center of the cavity plotted for each mode of frequency \( \omega_a = (1 + \Delta) c k_c \). The fact that this surface is a cone, whose walls form an angle \( \theta_c = \arccos[1/(1 + \Delta)] \) with the \( z \) axis, shows that emission is more likely to occur in a direction forming an angle \( \theta_c \) with the \( z \) axis. Such spatial frequency distribution, where the transverse component of the wave vector traces a ring, is characteristic of nondiffracting Bessel beams. The length over which the beam is essentially nondiffracting is governed by the thickness of the cone, which is determined by the finesse of the cavity. This figure is plotted for \( \Delta = 0.01 \) and \( \Lambda_c^{-2} = 0.004 \) in units of \( h \epsilon /k_c^3 \). on the surface of any of the mirrors. However, the most interesting feature of \( E_{s,\text{out}}^+ \) is that it describes a nondiffracting Bessel beam.

Nondiffracting Bessel beams were introduced by Durnin [27], who showed that there are beam-type solutions of the wave equation for free space that do not suffer transverse spreading as they propagate. Durnin called these solutions Bessel beams because the dependence of the electric field on the transverse radial coordinate is given by a Bessel function. In a subsequent paper, Durnin et al. [67] reported on an experimental realization of a Bessel beam employing a thin circular slit (an annulus) located in the focal plane of a lens. When the circular slit was illuminated by collimated monochromatic light, each point within the slit acted as a point source that the lens transformed into a plane wave. The superposition of these plane waves yields the Bessel beam. Over the years, there have been many alternative proposals on how to generate Bessel beams: Herman and Wiggins [68] have shown that the beam produced by a conical lens is virtually identical to a \( J_0 \) beam near the optical axis. In addition, they suggested the use of spherical lenses having
spherical aberration as a method of producing Bessel $J_0$-type beams. Holographic methods have also been suggested [69–71]. Indebetouw [72] proposed the use of a Fabry-Pérot étalon to generate a Bessel beam. Some methods for producing Bessel beams had been proposed even before Durnin showed that Bessel beams do not diffract. Fujiwara [73] reported $J_0$ beams produced by using a point source and a small-angle reflecting cone. Recently, azimuthal Bessel-Gauss beam production in a concentric-circle grating surface-emitting semiconductor laser was reported [74,75].

Our result can be understood if we recall that a Bessel beam is a beam whose spatial frequency distribution forms a ring [72]. Now, the high finesse microcavity forces the emitted light to have exactly this distribution because it constrains the component of the wave vector perpendicular to the cavity mirror to assume the value $k_c$, so that every wave vector of the emitted light has to form an angle $\theta_c$ with the $z$ axis defining a ring. This is shown in Fig. 2, where we plot the variance of the $x$ component of the electric field at the center of the microcavity for each mode of frequency $\omega_m = c k_m$. The larger the variance of a given mode, the more likely it is that the atom will emit in that mode. In Fig. 13 we have plotted, in the way described in Sec. V, the variance of the $x$ component of the electric field for each mode resonant with the atomic transition. So the variance of a mode corresponding to emission in a particular direction is given by the length of the vector that points in that direction and goes from the origin to the surface. From this plot, it is clear that emission is more likely to happen in a cone of angle $\theta_c$, confirming our previous discussion. In the case examined by Indebetouw [72], because of the large dimensions of such a Fabry-Pérot étalon as compared to optical wavelengths, the wavelength of the light source is many Fabry-Pérot resonances away from the fundamental mode of the Fabry-Pérot étalon (in fact, the source of light is even placed outside the Fabry-Pérot étalon) and it is necessary to use some extra device, such as lenses, in order to select the right mode.

**VII. SUMMARY**

In this paper we have showed that cavity QED in a planar microcavity can modify the angular distribution of atomic spontaneous emission in such a way that nondiffracting Bessel beams may be generated. Of course a classical dipole in such a geometry would also generate a nondiffracting Bessel beam as this is a consequence solely of the cavity mode structure and detuning. However, as we are interested in the possibility of investigating, in the future, the quantum noise in the light from these sources, we have adopted a fundamental quantum viewpoint of the emission. The degree to which the beam is actually nondiffracting (i.e., the propagation distance over which diffraction is eliminated) is governed by the finesse of the microcavity. We have concentrated here on atomic spontaneous-emission from a single isolated two-level atom in a high-finesse microcavity. It has not escaped our attention that a quantum-dot semiconductor microcavity source, provided it is suitably confined to a region small enough, may well generate such a nondiffracting output from such a cavity and eliminate the diffractive spread, which could otherwise plague these devices. The length over which the beam is actually nondiffractive is governed by the cavity length and the finesse.
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[63] This is true for atoms, but excitons can couple to a single longitudinal mode $k = k_x \hat{\mathbf{x}}$ of a planar microcavity, ignoring the continuum of lateral modes corresponding to continuous values of the projection of the wave vector $k$ on the $x$-$y$ plane. In fact, vacuum Rabi splitting has been observed for excitons in microcavities; see C. Weisbuch, M. Nishioka, A. Ishikawa, and Y. Arakawa, Phys. Rev. Lett. 69, 3314 (1992).


