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Abstract

When a quantum system interacts with many other quantum mechanical objects, the behaviour of the system is strongly affected; this is referred to as an open quantum system (OQS). Since the inception of quantum theory the development of OQSs has been synonymous with realistic descriptions of quantum mechanical models. With recent activity in the advancement of quantum technologies, there has been vested interest in manipulating OQSs. Therefore understanding and controlling environmental effects, by structuring environments, has become an important field. The method of choice for tackling OQSs is the master equation approach, which requires approximations and doesn’t allow direct assessment of the environment. This thesis tackles the issues of OQSs with an unorthodox method; we employ a series of coupled quantum harmonic oscillators to simulate an OQS. This permits the use of the covariance matrix technique which allows us to avoid approximations and analyse the environment modes. We investigate the Markov approximation and Rotating-Wave approximation (RWA), which are commonly used in the field. By considering four OQS models, we study an entanglement-based non-Markovian behaviour (NMB) quantifier (ENMBQ). The relevance of detuning, coupling strength and bath structures in determining the amount of NMB is noted. A brief study of the factors that affect a fidelity-based NMB quantifier is also conducted. We also analyse the effect on the ENMBQ if the terms excluded by the RWA are included in the models. Finally, an examination of the applicability of the RWA in the presence of strong coupling is undertaken in a three oscillator model. The fidelity-based analysis utilised could allow one to ascertain when and if the RWA can be applied to a model of interest, including OQSs. The knowledge within, and the methodology used throughout this thesis, could arm researchers with insights to control the flow of quantum information in their systems.
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Introduction

In 1900 Max Planck hypothesised the existence of *quanta*, energy elements that discretised the energy spectrum of a physical system [1] and thus, in this moment, quantum theory was born. Extensive work was undertaken in the early part of the twentieth century to establish the foundations of this newly found field by (now) world famous physicists such as Planck, Bohr, Heisenberg, de Broglie, Compton, Einstein, Schrödinger, Born, von Neumann, Dirac, Fermi, Pauli, Hilbert and Bose to name but a few. The culmination of this preliminary work was undoubtedly the Fifth Solvay International Conference in October 1927 which hosted twenty-nine of the most notable physicists at the time, seventeen of whom held or would hold Nobel prizes. The nature of the ‘Electrons et photons’ event was to decide the future of quantum physics and ultimately it was Bohr’s view of the quantum world that has been engrained into the study of this field.

One-hundred and fifteen years since its inception, quantum mechanics still lies at the forefront of our curiosity in unlocking the secrets of the universe, and in recent years there has been vested interest in the development of quantum technologies. Indeed there has not only been significant investment by governments and universities but also large technology companies who see quantum mechanics as the next major step for technology and computing. This has piqued public interest in the subject and physicists usually attempt to communicate the complicated strangeness of quantum mechanics through the, now infamous, thought experiment ‘Schrödinger’s cat’. At the climax of this story, an audience who are unfamiliar with the workings of quantum theory would, quite rightly, question why we do not witness half-dead cats strutting the streets of the world. The answer to this is in fact the exact reason why quantum technologies are difficult to build. When a quantum system interacts with many other quantum mechanical objects, it severely affects its behaviour and in most cases destroys its ‘quantum-ness’ entirely. This is known as an open quantum system (OQS).

A closed physical system by definition, whether classical or quantum, can be described in its
entirety by an equation of motion. This is clearly an ideal scenario, as one can make predictions on the state of the system at any point in time. The result of a measurement on the system will depend on whether we are discussing a classical or quantum object, but in both cases it tells us the most we could ever hope to learn about the model. When the system of interest is coupled to a secondary quantum system, it will necessarily affect its behaviour. Combined, they are still considered to be a closed system unless this second quantum system is considerably larger than the first. In the latter case the secondary object is known as an environment, bath or reservoir, and the first an OQS. One could argue that this is still just part of one large closed system which technically is true, but practically it results in an intractable amount of information that makes it difficult to have a complete microscopic description. Consequently one has to resort to a simpler, effectively probabilistic description of the open system’s dynamics.

Historically, this statistical approach was first seen in one of Einstein’s 1905 papers, specifically the theory of Brownian movement [2]. In fact from the outset of quantum theory, OQSs have been synonymous with realistic quantum-mechanical models where it was utilised to describe dissipation and damping effects. As one can imagine, this has led to significant developments on the subject for a broad range of fields: quantum optics, quantum measurement theory, quantum information, quantum cosmology, condensed matter systems, biophysics and even some aspects of chemical physics. The discussion of these advancements is far too vast for the scope of this introduction but can be found in many books and reviews [3–11]. It is worth mentioning however that for our particular field of interest, quantum optics, OQSs became relevant at the dawn of coherent light, i.e a laser. Like all other sources of light, a laser is an open system which requires quantum theory to account for dissipative effects [12, 13]. These damping and dissipative effects, caused by the interaction with an environment, act to destroy the quantum coherences of the OQS. This is known as decoherence, and remains a problem for all quantum technologies to date.

As mentioned earlier, there is at present tremendous investment in quantum technologies which could one day produce the current holy grail of the quantum world; the world’s first universal quantum computer. Unlike a classical computer based on bits of information, a quantum computer would operate with quantum bits (qubits) which can exist in a superposition of zero and one. Consequently this leads to a significant speed-up in the run-time of a substantial set of algorithms. In the modern age, where computers are engrained into all aspects of daily life, it truly would be a monumental discovery that will go down as a critical juncture of human
history.

As one can imagine, there are many research groups all around the world that are chasing this golden goose of physics with a variety of possible experimental realisations. These range from ion traps, cold atoms and molecules, nuclear magnetic resonance and superconducting qubits to quantum dots, optical lattices, linear optics, Bose-Einstein condensates and nitrogen-vacancy centres. Despite all these attempts, it remains a significant experimental challenge to isolate the quantum systems of interest from their environment. Therefore, decoherent effects come into play, which effectively nullify the advantages quantum mechanics allows for. Thus, many realistic quantum-mechanical models are formulated in the framework of OQSs.

Current research into OQSs is not restricted to the understanding of decoherence for the interests of quantum computing. For instance, there is noteworthy work in the description of quantum effects on macroscopic systems. Specific examples include dephasing and decoherence in photosynthesis, memory effects in bio and solid state physics and the detrimental ramifications in the construction of macroscopic superposition states in the field of optomechanics.

Essentially, the modus operandi for OQSs research is to gain a better understanding of the effects that play a significant role in the dynamics of macroscopic processes and quantum technologies. Any knowledge garnered about OQSs could then be potentially used to manipulate, maintain and control the flow of quantum information, the importance of which has been clearly highlighted above. Thus it is the aim of this thesis to further the field in a similar vein, and gain a better understanding of OQSs, explicitly for the scenario of a series of coupled harmonic oscillators.

As stated previously, OQSs yield an unmanageable amount of information and there are several theoretical methods that deal with this issue in various ways. The most common technique to describe an OQS is the master equation approach, where environmental modes are traced out to leave an equation of motion for the density matrix of the system. The master equation was developed by Pauli in 1928 to describe a many-state quantum system using transition probabilities gained from perturbation theory [14]. This method was slow to gain popularity but subsequent advancements from people such as Wigner and Weisskopf [15], Nakajima [16], Zwanzig [17], van Hove [18], Emch [19] and Agarwal [20] has seen the approach propelled to the top of the OQS food chain with countless papers published on the subject. The basics of this method are outlined in Chapter 1, where we also cover a series of approximations which are usually applied to make the problem more tractable. Specifically these are the Born, Markov and
secular approximations which, more or less, ignore changes in the environment state, memory effects and fast oscillating terms respectively. Although this technique has proved successful in many scenarios it does have restrictions, namely the presence of approximations and the inability to analyse the environment.

Throughout this thesis we avoid approximations by utilising the theory of Gaussian states (GSs) which is covered in Chapter 2. Many states in quantum information theory, such as the vacuum state in quantum electrodynamics and the majority of experimentally accessible states, are in fact GSs. It is therefore not of great hindrance that we restrict ourselves to an exclusive investigation of GSs. The crucial advantage gained is the ability to use the covariance matrix (CM) approach. The CM methodology allows us to investigate a large, finite set of coupled harmonic oscillators to effectively simulate an OQS. The caveat being that only Hamiltonians of bi-linear form are used, in order to maintain the state of the model as a GS. However it has no provisos which require the Born, Markov or secular approximations and it consents to a direct analysis of the environment.

For many OQSs a master equation approach employing the Markov approximation cannot reliably describe the dynamical behaviour of a model. This is the case, for example, in a number of solid state or biological systems. The Markov approximation implies that the evolution of the system is only dependent on its current state, i.e. the future dynamics do not depend on its previous trajectory. This is not valid for some models, where the effect of non-Markovian behaviour (NMB) cannot be neglected. In recent times, a line of research has been aimed at quantifying the amount of NMB in a given model.

Chapter 3 describes the definition of non-Markovianity we adopt in order to quantify the NMB in the models we investigate, and concentrates on an entanglement-based NMB quantifier which we term the ENMBQ. The analysis starts with the entanglement dynamics of systems which consider interactions between two and three modes, giving an intuition as to the factors that could affect an OQS. Four OQS models are considered. The first two are the paradigmatic scenario of a quantum harmonic oscillator coupled to an environment of bosonic bath modes with beam-splitter like interactions for two different spectral densities. The other two models add a single strongly coupled oscillator to the model in an extra bath mode and ‘buffer’ configurations. The motivation here is to comprehend how NMB is altered by changing the structures of the environment. Chapter 4 delves into a brief investigation of another quantifier of NMB based on fidelity. Coined the FNMBQ it aims to draw parallels with the ENMBQ in order to find an
underlying cause for NMB. The overall aim is to recognise the effect various bath modes have on the quantifiers. Not only is this exercise useful for our knowledge of NMB, but it could be utilised to manipulate how and when quantum information can be fed back to the system.

As mentioned, the models that were studied used beam-splitter like interactions, which have applied what is known as the Rotating-Wave approximation (RWA). The RWA removes the fast oscillating terms from the Hamiltonian, which are known as the counter rotating (CR) terms. In fact there are many models which cannot make the RWA, particularly ones that involve strong couplings, thus requiring CR terms to be included in the Hamiltonian that describes them. In Chapter 5 we scrutinise the four models in Chapter 3 with CR terms now included and observe the effect this has on the NMB predicted by the ENMBQ.

Coupled harmonic oscillators have been used to describe a multitude of physical experiments and phenomena. Whether it is the study of optomechanical systems or electromechanical devices, understanding even a few oscillators provides an interesting insight into the models describing these physical events. A significant portion of this work has focused on oscillators which display strong coupling between them, i.e. CR terms become important in describing the dynamics. When one usually considers an OQS, the system-bath couplings apply a RWA since a weak coupling to the environment is assumed. However, there has been some work showing that, when considering a strongly coupled system, a weak coupling approximation to the environment may not accurately describe the model. Chapter 6 shows our attempt to understand when the application of the RWA is appropriate: with the simplest possible scenario, a three oscillator model; with a strongly coupled pair of oscillators; and a single weakly coupled oscillator. Moreover we describe a fidelity-based methodology that could be applied to any model, including OQSs, to understand whether an RWA coupling could be applied for the parameter regime used by the investigator.

Simply, this thesis uses an uncommon methodology for OQSs, i.e. covariance matrices, which allows us to gain a better understanding of the approximations, particularly the Markov approximation and the RWA, that surround the theory behind it. Along with our ability to analyse the environment directly, the understanding or intuition we have developed could prove invaluable in the development of quantum technologies.

There are four appendices included within this thesis; Appendix A includes detailed calculations of initial states in the CM formalism. Appendix B displays how two particular master equations can be described in a CM formalism. Appendix C outlines works based on heat and
entanglement broadcasting that can be undertaken in relation to coupled oscillators, and finally Appendix D chronicles the outreach activities that have been undertaken during this PhD that are directly related to this particular field of study.

Please note that, throughout this thesis, natural units are applied, i.e. $\hbar = c = k_B = 1$, for simplicity.
Chapter 1

The master equation and approximations

The dynamics of an OQS can be described by two principle methods based on the two pictures of quantum mechanics. The quantum Langevin equation, first proposed by Senitzky to explain dissipation in a quantum harmonic oscillator model [12], is based on the Heisenberg equation which depicts the model by the evolution of the operators that describe the OQS and the environment. The more common approach is to represent the OQS by an equation of motion for its density matrix, i.e. working in the Schrödinger or interaction picture. This equation of motion is called the (quantum) master equation and was first used by Pauli [14] to describe a many-state quantum system. This chapter covers a brief derivation of the master equation, primarily to introduce the approximations which are commonly used within that derivation.

1.1 General Form

We follow the derivation of the master equation outlined in ‘The theory of open quantum systems’ by Breuer and Petruccione [9]. The Hamiltonian for a OQS has three components; the Hamiltonian for the system (S), the Hamiltonian for the environment (E) and finally the Hamiltonian for the system - environment interaction (SE)

\[ H = H_S + H_E + H_{SE}. \]  (1.1)
The dynamics of the density matrix of a system with the above Hamiltonian is given by the von Neumann equation

\[
\frac{d\rho(t)}{dt} = -i[H_{SE}(t), \rho(t)].
\] (1.2)

Note that we are now in the interaction picture and accordingly only include \( H_{SE} \). In its integral form the equation can be written as

\[
\rho(t) = \rho(0) - i \int_0^t ds [H_{SE}(s), \rho(s)].
\] (1.3)

Substituting Eq. (1.3) into Eq. (1.2) and tracing out the environment we find an equation to describe the dynamics of the system

\[
\frac{d\rho_S(t)}{dt} = -i \text{Tr}_E [H_{SE}(t), \rho(0)] - \int_0^t ds \text{Tr}_E [H_{SE}(t), [H_{SE}(s), \rho(s)]].
\] (1.4)

Assuming no initial correlation between system and environment, and that the environment operators are trace zero, we are left with the following equation

\[
\frac{d\rho_S(t)}{dt} = - \int_0^t ds \text{Tr}_E [H_{SE}(t), [H_{SE}(s), \rho(s)]].
\] (1.5)

A series of approximations are applied to the equation above to make the computation more tractable. We now proceed to outline a few of these approximations.

### 1.2 Born approximation

The most common simplification made is the Born approximation, sometimes referred to as the weak-coupling approximation. Eq. (1.5) shows that the system dynamics is dependent on \( \rho(s) \), the density matrix of the entire model. In order to simplify the expression we remove this dependence by making the Born approximation.

The system-environment coupling necessarily causes correlations to be created between them, by assuming that this coupling is weak we restrict ourselves to the first order in \( H_{SE} \) effectively reducing it to an uncorrelated state. Additionally the environment is assumed to be very large to ensure that it is unaffected by the coupling. The justification is that the environment is in thermal equilibrium and the excitations caused by the system is not resolved within the characteristic time scale of the system. These assumptions allow us to express the total
density matrix at time $s$ as
\[ \rho(s) \approx \rho_S(s) \otimes \rho_E. \] (1.6)

Eq. (1.5) can thus be written as
\[ \frac{d\rho_S(t)}{dt} = -\int_0^t ds \text{Tr}_E [H_SE(t), [H_SE(s), \rho_S(s) \otimes \rho_E]]. \] (1.7)

### 1.3 Markov approximation

To simplify the expression further one makes the Markov approximation which states that the evolution of the state is only dependent on its current state, i.e. it has no memory of its previous states. (The precise definition of Markovianity is discussed in greater detail in Chapter 3.) This approximation is valid when the environment correlation functions (shown later in Eq. (1.19)) are short-lived, and therefore the system state at time $s$ can be replaced by that at present time $t$ without significant loss of accuracy. Thus $\rho_S(s)$ is replaced by the present state of the system $\rho_S(t)$ in Eq. (1.7) giving us the Redfield equation
\[ \frac{d\rho_S(t)}{dt} = -\int_0^t ds \text{Tr}_E [H_SE(t), [H_SE(s), \rho_S(s) \otimes \rho_E]]. \] (1.8)

The Redfield equation still depends on the initial state of the system which implies that the system dynamics cannot always be described by a quantum dynamical semigroup. This is important because the generators of a quantum dynamical semigroup preserves complete positivity (CP) (see Ref. [9]) and thus maintains the physical interpretation of the density matrix. The full Markov approximation also includes the assumption that the relaxation time of the open system $\tau_R$, over which the system changes noticeably, is much longer when compared to $\tau_E$, the characteristic time scale of the environment. This amounts to replacing $s$ with $t - s$ in the Redfield equation and letting the upper limit of the integral go to infinity since the assumption allows the integrand to disappear sufficiently fast for $s \gg \tau_E$
\[ \frac{d\rho_S(t)}{dt} = -\int_0^\infty ds \text{Tr}_E [H_SE(t), [H_SE(t - s), \rho_S(t) \otimes \rho_E]]. \] (1.9)

This expression is known as the Born-Markov master equation.
1.4 Secular approximation

The Born-Markov approximation does not always guarantee that Eq. (1.9) defines the generator of a quantum dynamical semigroup [21]. This is achieved by enforcing the secular approximation which averages over the fast oscillating terms in the master equation. To identify the fast oscillating terms we decompose $H_{SE}$ into operators of the system and the environment

$$H_{SE} = \sum_{\alpha} A_{\alpha} \otimes B_{\alpha}$$

(1.10)

where $A_{\alpha}$ and $B_{\alpha}$ are Hermitian matrices that act on the system and environment respectively.

The $A_{\alpha}$ operator is split into eigenoperators of $H_{S}$ by discretising the energy spectrum of the system into eigenvalues $\epsilon$

$$A_{\alpha}(\omega) \equiv \sum_{\epsilon' - \epsilon = \omega} \Pi(\epsilon) A_{\alpha} \Pi(\epsilon')$$

(1.11)

where $\Pi(\epsilon)$ are projectors onto the eigenspace of $\epsilon$. The summation is made over all the eigenvalues, which have a fixed separation of $\omega$, implying that $A_{\alpha}(\omega)$ follows the commutation relations

$$[H_{S}, A_{\alpha}(\omega)] = -\omega A_{\alpha}(\omega)$$

$$[H_{S}, A_{\alpha}^\dagger(\omega)] = \omega A_{\alpha}^\dagger(\omega).$$

(1.12)

The relations show $A_{\alpha}(\omega)$ and $A_{\alpha}^\dagger(\omega)$ are eigenoperators of $H_{S}$ with eigenvalues $-\omega$ and $\omega$ respectively. Summing over all these eigenoperators we get

$$\sum_{\omega} A_{\alpha}(\omega) = \sum_{\omega} A_{\alpha}^\dagger(\omega) = A_{\alpha}$$

(1.13)

due to the completeness relation [22]. This allows us to write Eq. (1.10) as

$$H_{SE} = \sum_{\alpha, \omega} A_{\alpha}(\omega) \otimes B_{\alpha}.$$  

(1.14)

In the interaction picture the Hamiltonian is of the form

$$H_{SE}(t) = \sum_{\alpha, \omega} e^{iH_{S}t} A_{\alpha}(\omega) e^{-iH_{S}t} \otimes e^{iH_{E}t} B_{\alpha} e^{-iH_{E}t}.$$  

(1.15)
Eq. (1.12) allows the following substitution
\[ e^{iH_{St}} A_\alpha (\omega) e^{-iH_{St}} = e^{-i\omega t} A_\alpha (\omega) \] (1.16)
and by defining \( e^{iH_{Et}} B_\alpha e^{-iH_{Et}} = B_\alpha (t) \), the interaction Hamiltonian in the interaction picture becomes
\[ H_{SE} (t) = \sum_{\alpha, \omega} e^{-i\omega t} A_\alpha (\omega) \otimes B_\alpha (t). \] (1.17)
Substituting this into the Born-Markov master equation (Eq. (1.9)) we obtain after some algebra
\[
\frac{d\rho_S (t)}{dt} = \sum_{\omega, \omega'} \sum_{\alpha, \beta} e^{i(\omega' - \omega)t} \Gamma_{\alpha \beta} (\omega) \left( A_\beta (\omega) \rho_S (t) A_\alpha^\dagger (\omega') - A_\alpha^\dagger (\omega') A_\beta (\omega) \rho_S (t) \right) + h.c.
\] (1.18)
Here \( h.c. \) refers to the hermitian conjugate of the expression and the one-sided Fourier transforms of the reservoir correlation functions, \( \Gamma_{\alpha \beta} (\omega) \), are defined as
\[
\Gamma_{\alpha \beta} (\omega) = \int_0^\infty dse^{i\omega s} \text{Tr}_B \left[ B_\alpha^\dagger (t) B_\beta (t-s) \rho_B \right] = \int_0^\infty dse^{i\omega s} \langle B_\alpha^\dagger (t) B_\beta (t-s) \rangle
\] (1.19)
where \( \langle B_\alpha^\dagger (t) B_\beta (t-s) \rangle \) are the environment correlation functions. Note the Markov approximation assumes that it is these correlation functions that decay sufficiently fast over \( \tau_E \) which is much smaller than \( \tau_R \), i.e. the correlations in the environment do not last long enough to feed back into the system.

The secular approximation considers \( \tau_S \), the characteristic time scale of the system, given by \( |\omega' - \omega|^{-1}, \omega' \neq \omega \). If \( \tau_S \ll \tau_R \) one can ignore the terms which are proportional to \( \exp \left[ i (\omega' - \omega) t \right] \) for \( \omega' \neq \omega \). This is because they oscillate rapidly when compared to the relaxation time of the OQS, \( \tau_R \), over which \( \rho_S \) varies significantly. Therefore, we can express Eq. (1.18) as
\[
\frac{d\rho_S (t)}{dt} = \sum_{\omega} \sum_{\alpha, \beta} \Gamma_{\alpha \beta} (\omega) \left( A_\beta (\omega) \rho_S (t) A_\alpha^\dagger (\omega) - A_\alpha^\dagger (\omega) A_\beta (\omega) \rho_S (t) \right) + h.c.
\] (1.20)
Parameterising this, the above equation can be rewritten into a simple general form of the
master equation
\[ \frac{d\rho_S(t)}{dt} = \mathcal{L}(\rho_S) = -i[H_{LS},\rho_S(t)] + \mathcal{D}(\rho_S(t)) \]  
(1.21)

where
\[ H_{LS} = \sum_{\omega} \sum_{\alpha,\beta} S_{\alpha\beta}(\omega) A_{\alpha}^\dagger(\omega) A_{\beta}(\omega) \]  
(1.22)

and is often called the Lamb-shifted Hamiltonian (since it leads to a reorganisation of the unperturbed energy levels due to the system-environment coupling and is analogous to a Lamb-type shift). \( S_{\alpha\beta}(\omega) \) is given by
\[ S_{\alpha\beta}(\omega) = \frac{1}{2i} \left( \Gamma_{\alpha\beta}(\omega) - \Gamma_{\beta\alpha}^*(\omega) \right). \]  
(1.23)

In Eq. (1.21) we also have \( \mathcal{D}(\rho_S(t)) \) which is known as a dissipater and has the form
\[ \mathcal{D}(\rho_S(t)) = \sum_{\omega} \sum_{\alpha,\beta} \gamma_{\alpha\beta}(\omega) \left( A_{\beta}(\omega) \rho_S A_{\alpha}^\dagger(\omega) - \frac{1}{2} \{ A_{\alpha}^\dagger(\omega) A_{\beta}(\omega), \rho_S \} \right) \]  
(1.24)

where
\[ \gamma_{\alpha\beta}(\omega) = \Gamma_{\alpha\beta}(\omega) + \Gamma_{\beta\alpha}^*(\omega). \]  
(1.25)

By diagonalising the \( \gamma(\omega) \) matrices, Eq. (1.21) is said to be of Lindblad form. The importance of which being that when a master equation is in this form it is a generator of a quantum dynamical semigroup (\( \mathcal{L} \)). This ensures that the density matrix for the system, \( \rho_S \), remains positive semi-definite.

1.5 Concluding remarks

In this chapter we have shown a brief derivation and applications of the approximations that lead to a Lindblad-form master equation, the most commonly used equation of motion to describe an OQS. Despite its extensive use there remains significant investigation into models where these approximations may not be valid. The validity of the Born approximation has been questioned by considering the weak coupling limit for both the time dependent [23–26] and stationary [26, 27] cases.

For many models the Markov approximation is not valid, particularly scenarios where the short time dynamics play a crucial role, examples include solid-state and biological systems.
The first two approaches to a non-Markovian equation of motion were the Nakajima-Zwanzig approach using projection operators [16, 17] and the time-convolutionless projection operator approach [33, 34]. Since then there has been significant advances in this particular field including some exact solutions for particular systems. A few examples of these works can be found in various papers and books shown in Ref. [5, 9, 35–42]. A significant part of this thesis is dedicated to understanding when this approximation is no longer valid, including the definition, quantification of non-Markovian behaviour (NMB) and the parameters that affect it (see Chapters 3-5).

With recent advances in quantum technologies stronger interactions are being observed and subsequently there has been interest in the application of the Rotating-Wave approximation [43–48]. Once again this approximation is investigated in greater detail later in this thesis in Chapters 5 and 6.

The next chapter describes the theory and methodology which allows us to effectively simulate an OQS without requiring approximations to make the problem tractable. Moreover this technique also allows for an investigation of the environment.
Chapter 2

Gaussian states

The aim of quantum technologies is to process quantum information, and there exist two general schemes to achieve this goal. One can encode the information in a discrete, finite-dimensional system, termed the ‘digital’ approach, or in the degrees of freedom of a continuous spectrum, the ‘analog’ approach [49–51].

Quantum bits or qubits are the most common implementation of the finite-dimensional approach, where the information is represented in a 2-D system, e.g. the polarisation of a photon, nuclear spins or ground-excited states of ions.

In continuous variables (CVs) models the information is encoded in the continuous spectrum of infinite-dimensional operators, which obey the canonical commutation relations. The paradigmatic scenario is the quantum harmonic oscillator which can be described by CVs, specifically the position and momentum. The motivation for utilising CV systems is the ease of implementation; for example in quantum optics, one uses the continuous quadrature amplitudes of the quantised electromagnetic field. The quadratures can be measured using homodyne detection and optical modes displaced in phase space through feedforward techniques. The drawback of CV entanglement-based quantum protocols is that they are imperfect, whereas a discrete system would be, in principle, perfect. In general, for quantum optical realisations the trade-off is between the efficiency of the implementation and the quality of the prepared states. Other examples of CV quantum systems include vibrational modes of solids (phonons), atomic ensembles, Josephson junctions and Bose-Einstein condensates.

The fact that a CV system describes the propagation of the electromagnetic field, highlights its relevance for quantum communication and quantum-limited techniques for sensing, detection and imaging. In addition, quantum operations such as cloning, teleportation and entanglement
purification are all possible in CV systems [49–52]. A particularly useful subset of CVs are Gaussian states (GSs).

Although the most common way to express quantum dynamics is to utilise states in a particular Hilbert space and unitary operations which act on said states, it is not the only way to characterise the system. In 1932 Wigner developed a method to describe a quantum system in phase space using the ‘characteristic function’ [53]. If this function is Gaussian in nature then the state is referred to as a GS [54]. They are an important field of interest, the basic reason for which stems from the fact that the vacuum state in quantum electrodynamics is a GS. It also appears in various other setups such as optomechanics, trapped ions, atomic ensembles and quantum optics [49]. With current technology the most accessible states experimentally are GSs, and the evolutions of these states are governed by Hamiltonians which are at most bi-linear. The advantage of bi-linear evolutions is that they maintain the Gaussian nature of the state in phase space. In addition to the fact that tracing out a mode(s) from a multipartite GS preserves the Gaussian nature makes this a valuable mathematical tool in describing the dynamics of CV systems.

This chapter briefly covers some of the basic background theory behind GSs which are utilised in this thesis. More detailed and complete descriptions of GSs can be found in many books and reviews, such as those in Refs. [40, 49–52, 55]. The formalism outlined in this chapter will allow us to describe the quantum state of our models at any given time. This is achieved through what is known as the covariance matrix (CM) approach. All the models contained in this thesis are characterised by bi-linear Hamiltonians and initial GSs. These properties allow us to make use of the Gaussian formalism for our purposes.

2.1 Symplectic Form

An N-mode CV system contains infinite degrees of freedom, making it intractable, but if expressed in symplectic form it can be described in a 2N-dimensional vector space. Here N denotes the number of bosonic modes for a given system (which in this thesis will be the number of quantum harmonic oscillators). By arranging the position and momentum operators of the modes into a basis of the form

$$R^T = (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n, \hat{p}_1, \hat{p}_2, \ldots, \hat{p}_n)$$ (2.1)
and imposing the canonical commutation relations, we obtain

\[ [R_a, R_b] = i\sigma_{ab} \]  \hspace{1cm} (2.2)

where \( \sigma \) is known as the symplectic matrix

\[ \sigma = \begin{pmatrix} 0 & \mathbb{1}_n \\ -\mathbb{1}_n & 0 \end{pmatrix} \]  \hspace{1cm} (2.3)

and \( \mathbb{1}_n \) is an identity matrix of dimension \( n \). This symplectic form is important because any canonical transformations of the vector \( R \) can be described by a \( 2N \)-dimensional symplectic matrix, \( S \), which preserves the kinematic relations brought upon by the canonical commutation relations. Mathematically, \( R'_a = S_{ab}R_b \) provided that \( SS^T = \sigma \). These symplectic transformations are therefore a set of linear transformations on a \( 2N \)-dimensional vector space which preserves the non-degenerate, skew-symmetric, bi-linear form, i.e. symplectic form.

### 2.2 Covariance matrix

As mentioned previously, a state can be represented in phase space and the dynamics can be described by considering functions on the aforementioned phase space. The phase space distribution best suited for GSs is the Wigner function [53, 54].

A phase space representation is constructed by assigning a weight function \( w(\alpha) \) to each density matrix \( \rho \), where \( \alpha \) represents a point in phase space. The expectation value of an operator, \( \hat{O} \), is found by expressing the operator as a function, \( f(\alpha) \), and calculating an integral over the complex plane

\[ \text{Tr} \left[ \rho \hat{O} \right] = \int w(\alpha) f(\alpha) \, d^2\alpha. \]  \hspace{1cm} (2.4)

The quantum characteristic function \( \chi_\rho(\xi) \) uses the Weyl operator \( W_\xi \).

\[ \chi_\rho(\xi) = \text{Tr} [\rho W_\xi] \]

\[ W_\xi = e^{i\xi^T \sigma R} \quad \xi \in \mathbb{R}^{2n} \]  \hspace{1cm} (2.5)

The state of a system can be found from the characteristic function through the Fourier-Weyl
transform
\[ \rho = \frac{1}{(2\pi)^{2n}} \int d^{2n} \xi \chi_{\rho}(\xi) W_\xi. \] (2.6)

GSs are then defined as the states for which the characteristic function is a Gaussian function in phase space [54]
\[ \chi_{\rho}(\xi) = \chi_{\rho}(0) e^{-\frac{1}{4}(\sigma^T \gamma \sigma - d^T \sigma)}. \] (2.7)

As shown above, the Gaussian function can be completely specified by \(d\) and \(\gamma\), its first and second moments respectively. The first moments give the expectation values of the canonical coordinates \(d_j = \text{Tr} [R_j \rho]\) and the second moments are given by the covariance matrix (CM), \(\gamma\), shown below
\[ \gamma_{jk} = 2 \text{Re} \text{Tr} [\rho (R_j - \langle R_j \rangle_\rho)(R_k - \langle R_k \rangle_\rho)]. \] (2.8)

This expression is often simplified by reducing the first moments to zero by making local translations in phase space. Thus the state can be described in its entirety using the following form of the CM
\[ \gamma_{jk} = 2 \text{Re} \text{Tr} [\rho R_j R_k] = 2 \text{Re} \langle R_j R_k \rangle \] (2.9)

which is used throughout this thesis. The CM is a \(2N \times 2N\) real and symmetric matrix, but it must also satisfy the uncertainty principle to adhere to quantum theory [56]. Using the commutations relations given above, it is possible to show the following condition
\[ \gamma + i\sigma \geq 0 \] (2.10)

which implies the positive definiteness of the CM, i.e. \(\gamma > 0\). Eq. (2.10) is sometimes referred to as the physicality condition because any physical state has to obey it, i.e. it satisfies Heisenberg’s uncertainty principle. Additionally, for GSs it is a necessary and sufficient condition to ensure the positivity of the density matrix, \(\rho\) [57].

### 2.3 Symplectic eigenvalues

An important property of the CM is the applicability of Williamson’s theorem [58]. It states that every positive definite real matrix of even dimension can be expressed in diagonal form by a symplectic transformation. Given that a CM, \(\gamma\), represents an N-mode state, there exists a
symplectic matrix $S$ such that
\[ \gamma = S\gamma^{(d)}S^T \] 
where the diagonal matrix $\gamma^{(d)}$ is known as the Williamson form of $\gamma$, and is given by
\[ \gamma^{(d)} := \bigoplus_{k=1}^{N} \lambda_k I_N. \] 
The positive quantities $\lambda_k$ are called the symplectic eigenvalues of the CM. The importance of the symplectic spectrum is that it provides simple, effective methods to express the fundamental properties of the corresponding quantum state. For example, the physicality condition given in Eq. (2.10) can now be expressed in terms of the symplectic eigenvalues
\[ \lambda_k \geq 1 \] 
given that the CM is positive definite. For our purposes we utilise the symplectic eigenvalues to calculate the logarithmic negativity (Section 2.6.1) but it can also be used to find other quantities such as the von Neumann entropy [51, 59]. We now briefly outline two possible approaches to obtain the symplectic eigenvalues of a CM.

### 2.3.1 Partial trace approach

To find the symplectic eigenvalues one can use the partial transpose of the CM, $\gamma^{T_S}$, where the superscript $T_S$ is the partial transpose operation (see Section 2.6.1.1). To find the symplectic eigenvalues of $\gamma^{T_S}$, as shown in Ref. [60], one need only find the positive eigenvalues of the following matrix, $Y$,
\[ Y = i\sigma\gamma^{T_S} \] 
where $\sigma$ is the symplectic matrix.

### 2.3.2 Explicit approach

As shown in Refs. [52, 61] the symplectic eigenvalues can also be calculated explicitly from the components of the CM. Since we only consider the two-mode entanglement in this thesis, we have
\[ \lambda_{k\pm} = \sqrt{\frac{I_T \mp \sqrt{I_T^2 - 4I_4}}{2}} \]
where
\[ I_T = I_1 + I_2 - 2I_3 \]  
(2.16)

with
\[ I_1 = \gamma_{11}\gamma_{33} - \gamma_{13}\gamma_{31} \]
\[ I_2 = \gamma_{22}\gamma_{44} - \gamma_{24}\gamma_{42} \]
\[ I_3 = \gamma_{12}\gamma_{34} - \gamma_{14}\gamma_{32} \]
\[ I_4 = Det \gamma. \]  
(2.17)

Note that this is true for the case where the CM is in the position-momentum basis and has the ordering shown in Eq. (2.1) for a two mode system.

### 2.4 Evolving Gaussian states

Utilising GSs gives two distinct advantages. Firstly, Hamiltonians which are quadratic in canonical position and momentum operators (such as for a quantum harmonic oscillator) preserve the Gaussian nature when they act on a GS. Secondly, when the partial trace of a GS is taken it will remain a GS [40]. This is an important property when working with OQS where partial trace operations are often needed. There are two possible symplectic basis one can choose to represent the GS, the position-momentum and ladder representations.

#### 2.4.1 Position and momentum representation

A possible choice for the symplectic basis, \( R \), is the position and momentum representation, as given by Eq. (2.1). This allows us to express a Hamiltonian in the following form

\[ H = \frac{1}{2} R^T K R = \frac{1}{2} \sum_{r,s}^{2n} R_r K_{rs} R_s. \]  
(2.18)

\( K \) is a time-independent Hermitian matrix containing the energy information of the Hamiltonian. To evolve the state under the action of the Hamiltonian we consider the Heisenberg equation for the \( R \) vector

\[ \dot{R}_j(t) = i [H, R_j]. \]  
(2.19)
Substituting in the Hamiltonian (Eq. (2.18)) and using the commutation relations (Eq. (2.2)) we find that

$$\dot{R}_j(t) = \frac{1}{2} \sum_{r,s} \sigma_{jr} K_{rs} R_s - \sigma_{jr}^T K_{sr}^T R_r. \quad (2.20)$$

Noting that in general $K^T = K$ and $\sigma^T = -\sigma$, allows us to write Eq. (2.20) as

$$\dot{R}_j(t) = \frac{1}{2} \left( \sum_{r,s} \sigma_{jr} K_{rs} R_s + \sigma_{js} K_{sr} R_r \right) = \sum_{r,s} \sigma_{jr} K_{rs} R_s. \quad (2.21)$$

This equation has the following solution

$$R(t) = e^{\sigma K t} R(0) = M R(0). \quad (2.22)$$

As mentioned earlier under the action of a bi-linear Hamiltonian a GS will remain a GS. Therefore, we need only be concerned with the CM and its subsequent evolution to describe the dynamics of the system. The time evolution of the CM is obtained by using Eqs. (2.22) and (2.9)

$$\gamma_{jk}(t) = 2 \text{Re} \sum_{l,m} M_{jl} M_{km} \langle R_l(0) R_m(0) \rangle = \sum_{l,m} M_{jl} M_{km} \gamma_{lm}(0). \quad (2.23)$$

Expressed in matrix form, the equation is given by

$$\gamma(t) = M \gamma(0) M^T = e^{\sigma K t} \gamma(0) e^{-K \sigma t} \quad (2.24)$$

which we can simulate by discretising the time, $t$.

### 2.4.2 Ladder representation

In this thesis the Hamiltonians are expressed in terms of creation, $a_j^\dagger$, and annihilation, $a_j$, operators (i.e. ladder operators) defined as the following

$$a_j^\dagger = \frac{1}{\sqrt{2}} (\hat{x}_j - i \hat{p}_j) \quad a_j = \frac{1}{\sqrt{2}} (\hat{x}_j + i \hat{p}_j). \quad (2.25)$$

In the position-momentum representation, the vector $R$ collects both operators, similarly the ladder operators are combined in a vector $A^{(c)}$

$$A^{(c)T} = \left( a_1, a_2, \ldots, a_n, a_1^\dagger, a_2^\dagger, \ldots, a_n^\dagger \right). \quad (2.26)$$
We have adopted the convention used in Ref. [40] where the \( c \) superscript denotes vectors and matrices defined using ladder operators. With this new basis there is a complementary commutation relation

\[
\left[ A_j^{(c)}, A_k^{(c)} \right] = \sigma_{jk}
\]

(2.27)

where once again \( \sigma \) is the symplectic matrix. The transformation matrix, \( \Omega \), that takes the \( x \) and \( p \) representations to the ladder basis is given by

\[
\Omega = \frac{1}{\sqrt{2}} \begin{pmatrix}
\mathbb{1}_n & i\mathbb{1}_n \\
\mathbb{1}_n & -i\mathbb{1}_n
\end{pmatrix}
\]

(2.28)

such that \( A^{(c)} = \Omega R \) and so that it obeys \( i\Omega \sigma \Omega^T = \sigma \). Concordantly the \( K \) matrix is also transformed

\[
K = \Omega^T K^{(c)} \Omega
\]

(2.29)

which changes the Hamiltonian to the following form

\[
H = \frac{1}{2} A^{(c)T} K^{(c)} A^{(c)}.
\]

(2.30)

For our works we find the \( K \) matrix by using the transformation in Eq. (2.29) on the \( K^{(c)} \) matrix obtained from a Hamiltonian in the ladder basis. The evolution of the model is obtained through the use of the equation of motion for the CM (Eq. (2.24)).

### 2.5 Initial states

This section outlines the form of the CM for various initial states used throughout this thesis.

For the single mode states we choose the \( R \) vector of the form

\[
R^T = (\hat{x}, \hat{p})
\]

(2.31)

and for the two mode case we choose

\[
R^T = (\hat{x}_1, \hat{x}_2, \hat{p}_1, \hat{p}_2).
\]

(2.32)

The explicit calculation of all initial states can be found in Appendix A.
2.5.1 Single mode vacuum state

We start by inputing the vacuum state into Eq. (2.9)
\[
\gamma_{j,k} = 2Re \text{Tr}[|0\rangle\langle 0| R_j R_k]
\] (2.33)
and then express the position and momentum operators in the ladder basis (shown below) to find the elements of the CM.
\[
\hat{x} = \frac{1}{\sqrt{2}} (a^\dagger + a) \quad \hat{p} = \frac{i}{\sqrt{2}} (a^\dagger - a)
\] (2.34)
The single mode vacuum state can therefore be calculated as shown below.
\[
\gamma_{11} = 2Re\langle 0| \frac{1}{\sqrt{2}} (a^\dagger + a) \frac{1}{\sqrt{2}} (a^\dagger + a) |0\rangle = 1
\] (2.35)
\[
\gamma_{12} = \gamma_{21} = 0 \text{ because all terms are purely imaginary.}
\]
\[
\gamma_{22} = 2Re\langle 0| \frac{i}{\sqrt{2}} (a^\dagger - a) \frac{i}{\sqrt{2}} (a^\dagger - a) |0\rangle = 1
\] (2.36)
Which gives a CM of the form
\[
\gamma_{\text{vac}} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\] (2.37)
i.e. the identity matrix.

2.5.2 Single mode thermal state

The majority of the following derivation of the thermal state is shown in Ref. [62]. When describing the state of the system it is common that one does not have enough information to completely specify it and so is expressed as a mixed state, i.e. we have minimum information about this state. Thermal states are therefore used frequently within this thesis as we consider environments which cannot usually be fully specified but can be taken to be in thermal equilibrium. We consider the thermal state for a single mode and the density matrix is given by
\[
\rho = \frac{\exp(-\omega \hat{n} \beta)}{\text{Tr}[\exp(-\omega \hat{n} \beta)]}
\] (2.38)
where \( \hat{n} \), \( \omega \) and \( \beta = 1/T \) are the number operator, mode frequency and one over the temperature \( T \) respectively. Considering that the density matrix is only dependant on \( \hat{n} \) it will be of diagonal form in the number basis. Therefore it is possible to express the density matrix of a thermal state as the following

\[
\rho = \sum_{n=0}^{\infty} P(n) |n\rangle\langle n| \tag{2.39}
\]

where we have a Bose-Einstein probability distribution \( P(n) \) of the form

\[
P(n) = \exp (-n \omega \beta) (1 - \exp (-\omega \beta)). \tag{2.40}
\]

Using this form of the density matrix we can calculate the mean/average photon number, \( \bar{n} \), (Eq. 2.41) by taking the expectation value of \( \hat{n} \) as shown in Appendix A.

\[
\bar{n} = \frac{1}{(\exp (\omega \beta) - 1)} \tag{2.41}
\]

2.5.2.1 Average thermal photon number state

An initial thermal state of an oscillator can be expressed in terms of the average photon number \( \bar{n} \) [62]

\[
\rho = \sum_{n} \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n |n\rangle\langle n|. \tag{2.42}
\]

Expressing this in the CM formalism, we have

\[
\gamma_{j,k} = 2Re \sum_{n} \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n \text{Tr} |n\rangle\langle n|R_j R_k|. \tag{2.43}
\]

Explicitly this gives

\[
\gamma_{11} = \sum_{n} \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n + \sum_{n} \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n 2n. \tag{2.44}
\]

The first term is just a probability distribution on \( n \) and so the sum will be equal to one. The second term is therefore just an average since it is the summation of the probability of \( n \), times \( n \), resulting in a value of \( \bar{n} \), the average photon number. Thus the first element of the CM is given by

\[
\gamma_{11} = 2\bar{n} + 1. \tag{2.45}
\]
The off-diagonal terms, $\gamma_{12} = \gamma_{21}$, are zero because all terms are purely imaginary. The final element is also given as

$$\gamma_{22} = 2\bar{n} + 1 \quad (2.46)$$

which gives a CM of the form

$$\gamma = \begin{pmatrix} 2\bar{n} + 1 & 0 \\ 0 & 2\bar{n} + 1 \end{pmatrix}. \quad (2.47)$$

Note that if we set $\bar{n} = 0$ we recover the vacuum state (see Section 2.5.1).

### 2.5.2.2 Thermal state with temperature $T$

For our purposes with OQS where we employ a large number of oscillators in a thermal state, it is often more convenient to express it in terms of a temperature $T$. Therefore the thermal energy is split into a Bose-Einstein distribution rather than specifying the average thermal photon number for each individual mode. Thus, using the explicit form of $\bar{n}$ shown in Eq. (2.41), we get the following form of the CM

$$\gamma = \begin{pmatrix} \frac{2}{\exp(\omega_i/T)-1} + 1 & 0 \\ 0 & \frac{2}{\exp(\omega_i/T)-1} + 1 \end{pmatrix} \quad (2.48)$$

where $\omega_i$ is the frequency of the specific bath mode at temperature $T$.

### 2.5.3 Squeezed state

A squeezed state is a general class of minimum-uncertainty states that have less noise in one quadrature than the other (a coherent state would have equal noise in both quadratures) [63]. For CV systems, squeezed states have proved to be a useful avenue for quantum information processing due to the fact the quadratures exhibit sub-shot-noise quantum correlations giving an opportunity for entanglement. There have been many realisations of squeezed states. In quantum optics, for example, it has been achieved with an optical parametric oscillator, where the squeezing of the pump field was first measured in 1997 [64]. It has been shown a two-mode squeezed state displays entanglement [65] and it is primarily for this reason that squeezed states are investigated in this thesis. This sub-section displays single and two mode squeezed states in the CM formalism with detailed derivations shown in Appendix A.
2.5.3.1 Single mode squeezed vacuum

The single mode squeezing operator is defined as

\[ \hat{S}(z) = \exp \left( \frac{1}{2} (za^{\dagger 2} - z^*a^2) \right) \]  

(2.49)

where

\[ z = re^{i\theta} \]  

(2.50)

and \( r \) and \( \theta \) are the squeezing parameter and the phase respectively [49]. Considering a squeezed vacuum state \( \hat{S}|0\rangle \) the CM is given by

\[ \gamma_{j,k} = 2Re(0|\hat{S}^{\dagger}R_jR_k\hat{S}|0\rangle). \]  

(2.51)

To calculate the elements of the CM we utilise the Hadamard Lemma,

\[ e^X e^{-X} = Y + [X,Y] + \frac{1}{2!} [X,[X,Y]] + \frac{1}{3!} [X,[X,[X,Y]]] + \ldots. \]  

(2.52)

As shown in Appendix A, the first element is given by

\[ \gamma_{11} = 2Re(0|\hat{S}^{\dagger}\hat{x}\hat{S}|0\rangle) = \cosh (2r) + \cos (\theta) \sinh (2r). \]  

(2.53)

Similarly, we can calculate the other elements of the CM for a single mode squeezed state, shown below

\[ \gamma = \begin{pmatrix} 
\cosh (2r) + \cos (\theta) \sinh (2r) & \sin (\theta) \sinh (2r) \\
\sin (\theta) \sinh (2r) & \cosh (2r) - \cos (\theta) \sinh (2r)
\end{pmatrix}. \]  

(2.54)

2.5.3.2 Single mode squeezed thermal state

Combining the calculations employed in Sections 2.5.2 and 2.5.3.1 the CM of a single mode squeezed thermal state can be shown to be of the following form

\[ \gamma = \begin{pmatrix} 
\Upsilon_1 & - (2\bar{n} + 1) \sin (\theta) \sinh (2r) \\
-(2\bar{n} + 1) \sin (\theta) \sinh (2r) & \Upsilon_2
\end{pmatrix} \]  

(2.55)
where
\[ \Upsilon_1 = (2\bar{n} + 1) (\cosh (2r) + \cos (\theta) \sinh (2r)) \]
\[ \Upsilon_2 = (2\bar{n} + 1) (\cosh (2r) - \cos (\theta) \sinh (2r)) \]

and
\[ \bar{n} = \frac{1}{e^\tau - 1}. \]

For all uses of this state within this thesis we consider only states with zero phase, i.e. \( \theta = 0 \).

Therefore the state is given as
\[ \gamma_0 = \begin{pmatrix} \Upsilon'_1 & 0 \\ 0 & \Upsilon'_2 \end{pmatrix} \]

where
\[ \Upsilon'_1 = (2\bar{n} + 1) (\cosh (2r) + \sinh (2r)) \]
\[ \Upsilon'_2 = (2\bar{n} + 1) (\cosh (2r) - \sinh (2r)) \].

### Two mode squeezed vacuum state

The two mode squeezing operator is defined as
\[ \hat{U}_{ab}(z) = \exp \left( \frac{1}{2} (za^\dagger b^\dagger - z^*ab) \right) \]

where
\[ z = \zeta e^{i\phi} \]

and \( a^\dagger(a) \) and \( b^\dagger(b) \) are the creation (annihilation) ladder operators for modes one and two respectively. For the purposes of this thesis we just consider a two mode squeezed vacuum state \( \hat{U}_{ab}|00\rangle \), the CM of which is given by
\[ \gamma_{j,k} = 2 \text{Re}\langle 00|\hat{U}_{ab}^\dagger R_j R_k \hat{U}_{ab}|00\rangle \]

with
\[ R^T = (\hat{x}_1, \hat{x}_2, \hat{p}_1, \hat{p}_2) . \]

Note we have dropped the indices for the modes for simplicity. To calculate the elements of the CM we again utilise the Hadamard Lemma. Thus the first element is given by
\[ \gamma_{11} = 2 \text{Re}\langle 00|\hat{U}_{ab}^\dagger \hat{x}_1 \hat{x}_1 \hat{U}_{ab}|00\rangle = \cosh (\zeta) . \]
Calculating the other elements in a similar fashion, the CM for a two mode squeezed vacuum state is given by

\[
\gamma = \begin{pmatrix}
\mathcal{m}_0 & \Pi & 0 & \mathcal{Z} \\
\Pi & \mathcal{m}_0 & \mathcal{Z} & 0 \\
0 & \mathcal{Z} & \mathcal{m}_0 & -\Pi \\
\mathcal{Z} & 0 & -\Pi & \mathcal{m}_0
\end{pmatrix}
\]  
(2.65)

where

\[
\mathcal{m}_0 = \cosh (\zeta) \\
\Pi = \cos (\phi) \sinh (\zeta) \\
\mathcal{Z} = \sin (\phi) \sinh (\zeta).
\]  
(2.66)

For the purposes of our work in this thesis, the expression can be further simplified as we only consider states with zero phase, \( \phi = 0 \), giving the matrix

\[
\gamma = \begin{pmatrix}
\cosh (\zeta) & \sinh (\zeta) & 0 & 0 \\
\sinh (\zeta) & \cosh (\zeta) & 0 & 0 \\
0 & 0 & \cosh (\zeta) & -\sinh (\zeta) \\
0 & 0 & -\sinh (\zeta) & \cosh (\zeta)
\end{pmatrix}.
\]  
(2.67)

### 2.6 Calculating quantities from Gaussian states

In this thesis the quantities we are interested in analysing are entanglement and fidelity, and these can be calculated from the CM using the methods outlined in this section.

#### 2.6.1 Entanglement

The concept of quantum entanglement was first introduced by Einstein et. al. in the infamous Einstein-Podolsky-Rosen (EPR) paper of 1935 to show the incompleteness of quantum theory [66]. In response to this thought experiment, Schrödinger would coin the term entanglement (Verschränkung) to describe the effect later that year. Einstein would eventually refer to it as ‘spukhafte Fernwirkung’ or ‘spooky action at a distance’ [67]. In 1964, Bell outlined the flaw of the EPR paradox by showing that no physical theory of local hidden variables could ever reproduce all of the predictions of quantum mechanics [68]. This therefore makes entanglement a truly quantum effect, since spatially separated entangled particles can show non-local effects, a deep departure from classical physics.
The definition of entanglement is slightly different for bipartite pure and mixed states. A pure state $|\Psi_{AB}\rangle$ is said to be entangled if it cannot be factorised, i.e. if it cannot be written as

$$|\Psi\rangle = |\Psi_1\rangle \otimes |\Psi_2\rangle.$$  \hspace{1cm} (2.68)

For a mixed state, $\rho_{AB}$, this concept is extended to a separability condition. Consider two bosonic systems $A$ and $B$ with $N$ and $M$ modes respectively and a global Hilbert space $\mathcal{H}$ composed of the Hilbert spaces of the two sub-systems, $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$. A quantum state, $\rho_{AB}$, is separable if it can be written as a convex combination of product states

$$\rho = \sum_i p_i \rho^A_i \otimes \rho^B_i$$ \hspace{1cm} (2.69)

where $p_i \geq 0$, $\sum_i p_i = 1$ and $\rho_A$, $\rho_B$ belong to $\mathcal{H}_A$, $\mathcal{H}_B$ respectively. A state is considered entangled iff it is not separable.

In general it is difficult to decide whether a given density operator is separable; in fact it has been shown to be NP-hard [69]. However, in 1996, Peres [70] and Horodecki et. al. [71] suggested a convenient method for testing separability, the partial transposition.

For separable states, a transposition of either of the sub-system density matrices results in a legitimate density matrix, i.e. a non-negative density operator with unit trace

$$\rho' = \sum_i p_i \rho^A_i \otimes (\rho^B_i)^T$$ \hspace{1cm} (2.70)

since $(\rho^B_i)^T = (\rho^B_i)^*$ is also a proper density matrix. This implies the positivity of the partial transpose operation, $\rho' \geq 0$. Therefore, this positive partial transpose (PPT) criterion, also known as the Peres-Horodecki condition, says that $\rho$ is only separable if a partial transposition of the matrix has non-negative eigenvalues. In general, this is only a necessary condition for a separable state [71], but there exists some classes of states for which it is both necessary and sufficient.

### 2.6.1.1 Entanglement for Gaussian states

The Peres-Horodecki criterion was translated into the CV realm by Simon [65]. Since a density operator is Hermitian, a transposition corresponds to a complex conjugation of the matrix, which results in the time reversal of the Schrödinger equation. Simon noticed that for CV
systems, a time reversal would mean a sign change for the momentum variables. Thus the partial transpose of a CM is simply a sign change on the sub-system momenta it acts on. Therefore, for a bipartite GS, the partial transpose of the corresponding CM can be written as

\[ \gamma' = P \gamma P \]  

(2.71)

where in the position-momentum basis \( P \) is given by

\[ P = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix} \]  

(2.72)

if the transpose is performed on the second mode. Note that \( \gamma' \) is positive definite and so, if the state is separable, it must satisfy the physicality condition (Eq. (2.10)). This can be checked by confirming \( \gamma'(d) \geq 1 \), where \( \gamma'(d) \) is the Williamson form of the partially transposed CM; or equivalently if the minimum symplectic eigenvalue \( \lambda_{k_-} \) of \( \gamma' \) obeys the condition \( \lambda_{k_-} \geq 1 \).

The violation of this condition has been proven necessary and sufficient for inseparability (and therefore entanglement) for particular classes of \( N \times M \) GSs. The simplest case, where \( N = M = 1 \), was shown by Simon [65]. It has also been demonstrated for \( 1 \times M \) GSs by Werner and Wolf [57] and for \( N \times M \) bi-symmetric GSs by Serafini et. al. [72]. The straightforward example in which the condition is no longer necessary for inseparability is a \( 2 \times 2 \) bound entangled GS [57].

2.6.1.2 Logarithmic negativity

The entanglement measure of choice in this thesis is logarithmic negativity. The main reason for which is that it is easy to compute when compared to other mixed-state entanglement measures such the entanglement cost [73] or distillable entanglement [73]. This is especially true for GSs [60]. The negativity was first proposed to be a measure of entanglement by Lee et. al. [74] and then extended by Vidal and Werner for CVs [60]. The measure is given by

\[ E_N(\rho) \equiv \log_2 \| \rho^{Ts} \|_1 \]  

(2.73)
where the superscript $T_S$ refers to a partial transpose on a system $S$ and $\|M\|_1 = \text{Tr}[|M|]$ is the trace norm operation. This is an entanglement measure on the basis of separability. As shown in the previous section, a matrix $\rho$ is only separable if a partial transposition of the matrix has non-negative eigenvalues. Logarithmic negativity quantifies this in the sense that it measures the degree to which $\rho^{T_S}$ is not positive, hence the name. Qualitatively it can be seen that the more ‘negative’ $\rho^{T_S}$ is, the further $\rho$ is from separability and thus more entangled.

For our purposes, another important property of logarithmic negativity is that it is an entanglement monotone [75]. This is crucial because it means that the entanglement does not increase under Local Operations and Classical Communications (LOCC) and is essential for our use of the measure in Chapters 3 and 5.

As mentioned earlier, it is easy to compute logarithmic negativity for GSs because it can be calculated using the symplectic eigenvalues of the CM that represents that GS. If we consider a case where there are two modes $A$ and $S$ (as used throughout the thesis) the entanglement between them is given by

$$E_N(\rho_{AS}) = -\sum_{j=1}^{2} \log_2(\min(1, |\lambda_k|)) \quad (2.74)$$

where $\rho_{AS}$ is the two mode density matrix and $\lambda_k$ are the symplectic eigenvalues [49, 52].

### 2.6.2 Fidelity

In classical communication theory, the ‘fidelity’ of a transmission was defined to be the difference between the input and output signals. As explained in Refs. [76, 77], due to Shannon’s noiseless coding theorem [78] and channel capacity theory [79] it is known that any transmission of an arbitrarily long bit string will generally be imperfect. Therefore the fidelity essentially measures the degree to which the classical transmission is imperfect. In the quantum scenario, the fidelity is a measure of distance between any two density operators and basically describes how different two states are from each other. In the case of a quantum channel it is the difference between the input and output state. The concept of a distance measure between any two mixed states was first proposed by Uhlmann in 1976 [80] and was clarified by Jozsa in 1994 [76] who coined the term ‘fidelity’. Uhlmann, and later Jozsa, argued that the similarity of two mixed states could be calculated from the transition probability of the purifications of those states in an extended Hilbert space. Uhlmann showed this for the general case of C*-algebras but was simplified by
Jozsa for the case of finite dimensional Hilbert spaces where the fidelity has a clearer meaning. Therefore the fidelity is defined as

\[ F(\rho_1, \rho_2) = \max |\langle \phi_1 | \phi_2 \rangle|^2 \]  

(2.75)

where \( \phi_1(\phi_2) \) is a pure state and the purification of any state \( \rho_1 (\rho_2) \) in an extended Hilbert space. Purification refers to the fact that a mixed state can be expressed as the reduced density matrix of a pure state in a higher-dimensional Hilbert space [22]. The fidelity is most commonly expressed by the formula (essentially given in Uhlmann’s paper [80]) below

\[ F(\rho_1, \rho_2) = \text{Tr} \left[ \sqrt{\sqrt{\rho_1} \rho_2 \sqrt{\rho_1}} \right]. \]  

(2.76)

It is worth noting that the fidelity is not a metric in the space of density matrices [76] but if a metric is needed, one can use the fidelity to easily calculate the Bures distance [81].

This measure is used for our analysis of states for investigations of non-Markovianity (Chapter 4) and counter rotating terms (Chapter 6). Fidelity is used as opposed to other distance measures (such as trace distance [22]) because for single-mode and two-mode GSs there exists an analytical expression for the fidelity, which can be calculated from their respective covariances matrices. The expression for single-mode GSs was calculated in 1998 [82–84] and for some special two-mode GSs [85–89] but Marian and Marian [90] have shown analytical forms for all single and two-mode GSs.

### 2.6.2.1 Single-mode fidelity

The expression for the single mode GS is shown in Refs. [90, 91] and is given below

\[ F(\rho_1, \rho_2) = \frac{1}{\sqrt{\Delta + \Lambda - \sqrt{\Lambda}}} \]  

(2.77)

where

\[ \Delta = \text{det} \left( \frac{\gamma_1}{2} + \frac{\gamma_2}{2} \right) \]

\[ \Lambda = 4 \text{det} \left( \frac{\gamma_1}{2} + \frac{i}{2} \sigma \right) \text{det} \left( \frac{\gamma_2}{2} + \frac{i}{2} \sigma \right). \]  

(2.78)

In the above expressions \( \gamma \) is the corresponding CM of the state and \( \sigma \) is the symplectic matrix.
2.6.2.2 Two-mode fidelity

The analytical expression for a two mode GS is given in Ref. [90] and is shown below

\[
F(\rho_1, \rho_2) = \frac{1}{\sqrt{\Gamma + \Delta} - \sqrt{\left(\sqrt{\Gamma + \Delta}\right)^2 - \Delta}} \tag{2.79}
\]

where

\[
\Delta = \det \left( \frac{\gamma_1}{2} + \frac{\gamma_2}{2} \right)
\]

\[
\Gamma = 16\det \left( \left( \frac{\sigma \gamma_1}{2} \right) \left( \frac{\sigma \gamma_2}{2} \right) - \frac{1}{4} \right) \tag{2.80}
\]

\[
\Lambda = 16\det \left( \frac{\gamma_1}{2} + \frac{i}{2} \sigma \right) \det \left( \frac{\gamma_2}{2} + \frac{i}{2} \sigma \right).
\]

In the above expressions \( \gamma \) is the corresponding CM of the state and \( \sigma \) is the symplectic matrix.

2.7 Concluding remarks

This chapter has briefly covered the general background theory behind GSs and their representation in the CM formalism. All the models we investigate in this thesis will use this approach and calculate quantities from GSs as shown. The next chapter investigates non-Markovianity by considering the entanglement of a two mode squeezed state.
Chapter 3

Entanglement-based non-Markovian behaviour quantifier

The introduction to this thesis highlighted the importance of OQSs with regards to replicating realistic models of physical systems and Chapter 1 displayed the most common approach to tackle OQSs, the master equation formalism. As mentioned in that chapter, a series of approximations are made to make the problem tractable, one of which is the Markov approximation (Section 1.3). Simply, this implies that the evolution of the system is only dependent on its current state, i.e. the future dynamics does not depend on its previous trajectory. In a significant range of models the effect of non-Markovian behaviour (NMB) of the environment on the OQS cannot be neglected and the Markov approximation is not valid to make. The evidence for the importance of non-Markovianity on the dynamics of various systems is too vast to be covered here but can be found in books, papers and reviews [9, 36, 92, 93].

The intriguing consequences of NMB in an OQS has generated significant attention to the field. Indeed we have seen many theoretical papers based on a non-Markovian (NM) equation of motion [5, 9, 16, 17, 33–42] as well as experimental works which investigate NMB. The experiments range from an investigation of NM dynamics with classical and quantum correlations [94] and measuring the non-Markovianity of a process [95], to controlling the transition from Markov to NMB [96] and recovering entanglement by local operations [97]. Moreover there has been research into the role of structured environments and non-Markovianity in quantum metrology [98], quantum key distribution [99], quantum teleportation [100], entanglement generation [101], optimal control [102] and quantum biology [103, 104], all of which, once again, underline the significance of NMB.
In this thesis we focus on the sub-field of non-Markovianity dedicated to the definition and quantification of the degree of NMB present in an OQS and the parameters that effect it. This is still very much an active field of research with differing views, which has led to several proposals that discuss the definition, witnessing and measurement of NMB. These ideas have been reviewed by Breuer [105] and, more recently, by Rivas et. al. [92]. The first NM measure was developed for Gaussian channels by Wolf et. al. [106] by considering the deviation of the quantum map from Lindblad form (see Chapter 1). Since then the measurement of NMB has prompted several unique proposals which utilise quantities such as entanglement, trace distance, fidelity, Fisher information and quantum mutual information [91, 107–110].

This chapter covers the main body of the work contained in our first research paper ‘Affecting non-Markovinan behaviour by changing bath structures’ [111]. The aim of the work was to gain a better understanding of the factors which determine the quantification of NMB. The two forms of quantification considered were an entanglement-based proposal by Rivas et. al. [107] which is covered in this chapter and a fidelity-based approach by Vasile et. al. [91], covered in Chapter 4.

3.1 Definition and quantification

To obtain a quantifier for the degree of NMB in an OQS we make use of a sufficient condition based on entanglement [107] (and fidelity [91] in Chapter 4). Before illustrating the quantifier in detail, we initially concentrate on the definition of Markovianity we adopt throughout this chapter, which is the one used in Ref. [107]. Note that there are measures which utilise other definitions and are outlined in the recent review of non-Markovianity by Rivas et. al. [92].

3.1.1 Definition

There are a few ways to define Markovian evolution, the definition we adopt is the divisibility definition of Markovianity.

The quantum divisibility definition of Markovianity is often used because of its analogy to the classical case. As described in Ref. [92], the classical Markov case, where the dynamics are driven by a stochastic process, the evolution can be detailed through conditional probabilities.
Thus the following definition of a Markovian processes can be given

\[ P(x_n, t_n | x_{n-1}, t_{n-1}; ... ; x_0, t_0) = P(x_n, t_n | x_{n-1}, t_{n-1}) \quad \forall \quad t_n \geq t_{n-1} \geq ... \geq t_0 \quad (3.1) \]

where \( x_n \) is the value at time \( t_n \) of a random variable \( X \) associated with the stochastic process [112]. This is the origin of the memoryless interpretation of a Markov processes as the evolution has no history of the past values of \( X \). Moreover, a composition law for the linear maps (transition matrices) which take the probability distribution from one time to another can be derived. This allows for the classical definition of divisibility, which essentially states that a transition matrix that takes a distribution from a time \( t_1 \) to a time \( t_3 \) can be divided into two maps; one from \( t_1 \) to \( t_2 \) and one from \( t_2 \) to \( t_3 \). This divisibility property is analogous to Markovian evolution when one-point probabilities are considered.

The problem with a simple extension of a classical Markov definition (Eq. 3.1) to a quantum description is that a quantum theory contains the measurement problem. If one were to probe a quantum system the measurement would have an effect on the subsequent probability distributions. Therefore the conditional probability \( P(x_n, t_n | x_{n-1}, t_{n-1}; ... ; x_0, t_0) \) is then difficult to construct as it would be dependent on the dynamics and the measurements, resulting in a complex definition of quantum Markovianity. Instead if one were to focus on one-time probabilities \( P(x, t) \), which negates the measurement problem, the divisibility definition becomes analogous to a Markovian process and all that remains is to find the quantum definition of divisibility.

The dynamics of a quantum system is, in general, described via a completely positive, trace-preserving map (CPT map) \( \mathcal{E}_{(t_f, t_i)} \), such that if a state \( \rho_i \) is prepared at an initial time \( t_i \), the corresponding state at a later time \( t_f \) is given by

\[ \rho_f \equiv \mathcal{E}_{(t_f, t_i)} (\rho_i). \quad (3.2) \]

If we fix a start time \( t_0 \) and a final time \( t_2 \) the map \( \mathcal{E} \) is Markovian between \( t_0 \) and \( t_2 \) iff, for any \( t_1 \) in the interval \( t_0 \leq t_1 \leq t_2 \), the following composition law holds

\[ \mathcal{E}_{(t_2, t_0)} = \mathcal{E}_{(t_2, t_1)} \circ \mathcal{E}_{(t_1, t_0)} \quad (3.3) \]

where \( \mathcal{E}_{(t_1, t_0)} \) and \( \mathcal{E}_{(t_2, t_1)} \) are CPT. As before, this divisibility property attempts to formalise the memoryless interpretation of Markovianity. Explicitly, the implications of Eq. (3.3) can
be understood via the following simple example. Consider an initial state $\rho_0$ and define $\rho_1 = E_{(t_1,t_0)}(\rho_0)$ and $\rho_2 = E_{(t_2,t_0)}(\rho_0)$. Eq. (3.3) would suggest that there exists a CPT map $E_{(t_2,t_1)}$ that takes the state $\rho_1$ to a state $\rho_2$ without knowledge of the history prior to $t_1$. This illustrates that it does not matter how the system has evolved between $t_0$ and $t_1$ and only the knowledge of the system at time $t_1$ is required to determine its evolution between $t_1$ and $t_2$.

From here on, we take the violation of Eq. (3.3) as our definition of non-Markovianity.

### 3.1.2 Entanglement-based non-Markovian behaviour quantifier

We now introduce the NMB quantifier that is initially employed for our investigations by considering the entanglement-based NMB sufficient measure proposed by Rivas et al. [107]. They consider a bipartite system comprising of an OQS under investigation plus an ancilla. The two are initially prepared in a two mode squeezed state $\rho_{SA}(0)$, and their entanglement is tracked as a function of time. Keeping in mind that no LOCC operation can increase entanglement [73], any system evolution satisfying the divisibility property (Eq. (3.3)) dictates that a system-ancilla entanglement would monotonically decrease with time

$$E[\rho_{SA}(t)] \leq E[\rho_{SA}(0)].$$

(3.4)

If instead an increase in entanglement is detected, Eq. (3.3) must necessarily be violated, ergo the dynamics has to be NM.

Choosing an appropriate entanglement measure $E$, one may quantify NMB by summing all the entanglement increases detected during the time interval of interest. Hence, the NM quantifier is defined as

$$\mathcal{I}^{(E)} = E[\rho_{SA}(t_f)] - E[\rho_{SA}(t_0)] + \int_{t_0}^{t_f} \frac{dE[\rho_{SA}(t)]}{dt} \, dt.$$  

(3.5)

Throughout this chapter we use logarithmic negativity as the entanglement measure since it is easily computable for a GS (see Section 2.6.1).

It is important to note at this point that $\mathcal{I}^{(E)} > 0$ defines only a sufficient condition for non-Markovianity, as NMB resulting in a decrease of entanglement would not be detected. Hence the above quantity should be interpreted as an NMB quantifier (NMBQ), rather than a full-fledged measure. A full measure can be gained if the full dynamical map is known (as shown in Ref. [107] with the use of the Choi - Jamiołkowski isomorphism) but this would require state
tomography. We choose to use an entanglement-based NMBQ (ENMBQ) because it is easy to calculate and we can directly understand how NMB could be utilised to control the flow of entanglement, a useful resource in quantum information.

### 3.2 Analysing coupled oscillators

Our aim here is to understand what factors of a particular model affect the ENMBQ. To this end, we begin with the simplest scenario involving a single ‘bath’ oscillator to understand the basic parameters which will determine the degree of NMB predicted by the ENMBQ.

We then proceed to open systems where we consider models which include a large, but finite number of oscillators in the environment. This allows us to use the CM formalism to simulate these models. This gives us a distinct advantage over the standard master equation approach (Chapter 1) by allowing an analysis of the features of the bath oscillators. The master equation approach requires one to trace out the environment before we analyse the density matrix of the system but the CM approach has no such restriction. We apply the ENMBQ to four different models in order to see the effects of changing bath structures on NMB. The downside to this approach is that we are restricted to the timescale we can accurately simulate an OQS. This is due to Poincaré recurrence [113, 114], i.e. the return of the system to its initial state due to the finite state space, with the timescale determined by the number of oscillators in the bath and their respective frequencies and couplings to the system.

#### 3.2.1 Single bath oscillator

Let us consider a two mode (ancilla (A) and system (S)) squeezed state defined as \( \hat{U}_{AS} (\zeta) |00\rangle_{AS} \) [62], where \( \hat{U}_{AS} (\zeta) \) is the two mode squeezing operator with the squeezing parameter \( \zeta \) as described in Section 2.5.3.3. It is well-known that the two mode squeezed state is entangled for
any $\zeta \neq 0$ [65]. If we assume that the system mode of this squeezed state interacts with a single bosonic ‘bath’ mode in a thermal state with temperature $T = 1$ and the ancilla is left intact, we are left with a Hamiltonian of the form

$$H = \omega_a a^\dagger a + \omega_s s^\dagger s + \omega_r r^\dagger r + g \left( s^\dagger r + s r^\dagger \right).$$

(3.6)

where $g$ is the system - ‘bath’ mode coupling strength and $a$, $s$ and $r$ (and their adjoints) are the annihilation (and creation) operators for the ancilla, system and the ‘bath’ mode respectively. Note that the ancilla is not coupled to any oscillator and only undergoes free evolution. The ancilla-system construct is a tool to witness the non-divisibility of the system’s dynamics. Given that we arrange the symplectic basis as the following

$$R^T = (\hat{x}_a, \hat{p}_a, \hat{x}_s, \hat{p}_s, \hat{x}_r, \hat{p}_r)$$

(3.7)

the initial state of the model is given by the following CM

$$\gamma = \begin{pmatrix}
\cosh (\zeta) & \sinh (\zeta) & 0 & 0 & 0 & 0 \\
\sinh (\zeta) & \cosh (\zeta) & 0 & 0 & 0 & 0 \\
0 & 0 & \varpi & 0 & 0 & 0 \\
0 & 0 & 0 & \cosh (\zeta) & -\sinh (\zeta) & 0 \\
0 & 0 & 0 & -\sinh (\zeta) & \cosh (\zeta) & 0 \\
0 & 0 & 0 & 0 & 0 & \varpi
\end{pmatrix}$$

(3.8)

where

$$\varpi = \frac{2}{\exp (\omega_r / T) - 1} + 1.$$  

(3.9)

### 3.2.1.1 Entanglement dynamics of a single oscillator

In this model the entanglement can be calculated using the methods detailed in Section 2.6.1. We find that the entanglement will oscillate between the system and the single mode ($r$) during the time evolution. The frequency of the ancilla-system entanglement oscillation (EO) is representative of the speed at which information travels between the system and the oscillator. If $g$ is increased then the information travels back and forth faster, i.e. an increase in EO frequency. We also have to consider $\omega_r$ in relation to $\omega_a$. For resonant interactions ($\omega_r = \omega_a$) we find that
the entanglement is shared maximally regardless of \( g \). If the oscillator is detuned \((\omega_r \neq \omega_s)\) we find that the EO increases in frequency but the magnitude of the EO decreases as seen by comparing the green and red lines in Figure 3.2. For detuned modes increasing the coupling strength also increases the magnitude of the EO and this behaviour is clearly shown by the blue and red lines in Figure 3.2.

![Figure 3.2: Entanglement dynamics for a system-ancilla state, with \( \omega_s = 10 \), coupled to an oscillator (r) with the properties; Green - [\( \omega_r = 10 \), \( g = 1 \)], Blue - [\( \omega_r = 15 \), \( g = 0.5 \)], Red - [\( \omega_r = 15 \), \( g = 1 \)]. The squeezing parameter \( \zeta = 4 \). The single mode (r) is in a thermal state with temperature, T=1.](image)

### 3.2.1.2 Analytical expression of entanglement for the large detuning case

Finding an understandable analytical expression for the EO for this model is difficult due to long-winded expression that arises from the diagonalisation process, but for the case of large detuning \((\omega_r - \omega_s = \Delta \gg g)\) an analytic expression for the EO can be found. We begin by moving Eq. (3.6) into the interaction picture by making rotation of \( e^{-iAt} \) on the wavefunction to make it time dependent. This new wavefunction, \( \Psi(t) = e^{-iAt}\Psi \), is then inserted into the Schrödinger equation

\[
i \frac{\partial \Psi}{\partial t} = \left( A + e^{-iAt}He^{iAt} \right) \Psi = \tilde{H}\Psi. \tag{3.10}\]

Choosing \( A = -\omega_s (a^\dagger a + s^\dagger s + r^\dagger r) \) and using the Hadamard Lemma we get the interaction picture Hamiltonian

\[
\tilde{H} = \Delta r^\dagger r + g \left( sr^\dagger + s^\dagger r \right) \tag{3.11}
\]
where we have used the fact that $\omega_n = \omega_s$ for all our models and that the detuning $\Delta = (\omega_r - \omega_s)$. The next step is to find the eigenvalues and eigenvectors of the Hamiltonian. To this end, we define normal modes of the form $q_i = v_i s + w_i r$ where $v$ and $w$ are factors to be determined by enforcing the commutation relation $[q_i, q_i^\dagger] \equiv 1$. Finding the eigenvectors and eigenvalues of the normal modes, we arrive at the following set of equations expressed in matrix form

$$
\begin{pmatrix}
q_1 \\
q_2
\end{pmatrix} =
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}
\begin{pmatrix}
s \\
r
\end{pmatrix}.
$$

(3.12)

$$
A = \sqrt{\frac{2g^2}{E_q(E_q+\Delta)}} \quad B = \sqrt{\frac{E_q+\Delta}{2E_q}}
$$

$$
C = \sqrt{\frac{2g^2}{E_q(E_q-\Delta)}} \quad D = -\sqrt{\frac{E_q-\Delta}{2E_q}}
$$

$$
E_q = \sqrt{\Delta^2 + 4g^2}
$$

(3.13)

(3.14)

To find the time dependence of the system and ‘bath’ oscillator mode operators we utilise the knowledge that the normal $q$ modes evolve in the following way

$$
\frac{\partial q_i}{\partial t} = -i [q_i, H] = -i E_i q_i
$$

(3.15)

therefore

$$
q_i(t) = q_i e^{-iE_i t}.
$$

(3.16)

This allows us to write the following time evolutions

$$
s(t) = s \left( \cos \left( \frac{E_q t}{2} \right) + \frac{i\Delta}{E_q} \sin \left( \frac{E_q t}{2} \right) \right) e^{-i\Delta t} - r \left( \frac{2ig}{E_q} \right) \left( \sin \left( \frac{E_q t}{2} \right) \right) e^{-i\Delta t}
$$

(3.17)

$$
r(t) = -s \left( \frac{2ig}{E_q} \right) \left( \sin \left( \frac{E_q t}{2} \right) \right) e^{-i\Delta t} + r \left( \cos \left( \frac{E_q t}{2} \right) - \frac{i\Delta}{E_q} \sin \left( \frac{E_q t}{2} \right) \right) e^{-i\Delta t}.
$$

(3.18)

In matrix form the time evolution of all the modes can be expressed as

$$
R(t) = LR(0)
$$

(3.19)
\[
\begin{pmatrix}
  a(t) \\
  s(t) \\
  r(t) \\
  a^\dagger(t) \\
  s^\dagger(t) \\
  r^\dagger(t)
\end{pmatrix}
= \begin{pmatrix}
  1 & 0 & 0 & 0 & 0 & 0 \\
  0 & \varphi_{1-} & \varphi_{2-} & 0 & 0 & 0 \\
  0 & \varphi_{2-} & \varphi_{3-} & 0 & 0 & 0 \\
  0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 0 & \varphi_{3+} & \varphi_{2+} \\
  0 & 0 & 0 & 0 & \varphi_{2+} & \varphi_{1+}
\end{pmatrix}
\begin{pmatrix}
  a(0) \\
  s(0) \\
  r(0) \\
  a^\dagger(0) \\
  s^\dagger(0) \\
  r^\dagger(0)
\end{pmatrix}
\]

(3.20)

where

\[
\begin{align*}
\varphi_{1\pm} &= e^{\pm \frac{i\Delta t}{2}} \left( \cos \left( \frac{E_q t}{2} \right) + \frac{i\Delta}{E_q} \sin \left( \frac{E_q t}{2} \right) \right) \\
\varphi_{2\pm} &= e^{\pm \frac{i\Delta t}{2}} \left( \pm \frac{2i\alpha}{E_q} \sin \left( \frac{E_q t}{2} \right) \right) \\
\varphi_{3\pm} &= e^{\pm \frac{i\Delta t}{2}} \left( \cos \left( \frac{E_q t}{2} \right) - \frac{i\Delta}{E_q} \sin \left( \frac{E_q t}{2} \right) \right).
\end{align*}
\]

(3.21)

If we express the initial state of the above model in the CM formalism and use the time evolution of the above modes in the correct basis, we can construct a matrix which acts on the initial CM. The first step is to transform matrix \( \mathbf{L} \) from the ladder basis to the position-momentum basis in which the initial CM is constructed (Eq. 3.8), which we achieve by acting on it with the transformation matrix \( \Omega \) (Eq. 2.28)

\[ L^{(c)} = \Omega^{-1} L \Omega. \]  

(3.22)

To find out how the state of the model is changing in time we express the time evolution of the CM as

\[ \gamma(t) = L^{(c)} \gamma(0) L^{(c)T} \]  

(3.23)

where \( \gamma(0) \) is given in Eq. 3.8. Below is the time dependent CM for the ancilla-system state where we have left out the matrix components of the ‘bath’ mode.

\[
\gamma(t) = \begin{pmatrix}
  V_{1+} & V_2 \\
  V_2 & V_{1-}
\end{pmatrix}
\]

(3.24)

\[
V_{1\pm} = \begin{pmatrix}
  \cosh(\zeta) & \pm \Xi \sinh(\zeta) \\
  \pm \Xi \sinh(\zeta) & \cosh(\zeta) + \Phi
\end{pmatrix}
\]

(3.25)
\[ V_2 = \begin{pmatrix} 0 & \Pi \sinh (\zeta) \\ \Pi \sinh (\zeta) & 0 \end{pmatrix} \]  
(3.26)

\[ \Xi = \left( \cos \left( \frac{E_q t}{2} \right) \cos \left( \frac{\Delta t}{2} \right) + \frac{\sin \left( \frac{E_q t}{2} \right) \sin \left( \frac{\Delta t}{2} \right)}{E_q} \right) \]  
(3.27)

\[ \Pi = \left( -\cos \left( \frac{E_q t}{2} \right) \sin \left( \frac{\Delta t}{2} \right) + \frac{\sin \left( \frac{E_q t}{2} \right) \cos \left( \frac{\Delta t}{2} \right)}{E_q} \right) \]

\[ \Phi = \frac{2g^2 \left( \cos \left( E_q t \right) - 1 \right)}{E_q^2} \left( \cosh (\zeta) - \coth \left( \frac{\omega_r}{2} \right) \right) \]

From this matrix we can calculate the evolution of the system-ancilla entanglement by finding the symplectic eigenvalues (from which we can calculate the logarithmic negativity) as detailed in Section 2.6.1.

The resulting expression for the symplectic eigenvalues \( \gamma_k \) is extremely long and therefore it is not exactly clear what the behaviour of the entanglement is. To simplify the expression we can consider cases where \( g/\Delta \) is small, i.e. cases where we have a large detuning. To achieve this we consider \( g \) as a function of \( \Delta \), explicitly \( f \Delta \) and perform a Taylor expansion around the value \( f = 0 \) (Maclaurin series)

\[ \gamma_k = e^{-\zeta} + 2 \sin^2 \left( \frac{\Delta t}{2} \right) \left( 1 + e^{-\zeta} + e^{\omega_r} \left( 1 - e^{-\zeta} \right) \right) f^2 + \mathcal{O} \left( f^4 \right). \]  
(3.28)

By making the substitution \( f = g/\Delta \), we just take terms up to the second order expansion of \( f \) under the large detuning approximation. This gives the following expression for the symplectic eigenvalues

\[ \gamma_k = \frac{e^{-\zeta} \left( -g^2 e^\zeta (e^{\omega_r} + 1) \left( \cos (\Delta t) - 1 \right) + (e^{\omega_r} - 1) \left( \Delta^2 - g^2 + g^2 \cos (\Delta t) \right) \right)}{\left( e^{\omega_r} - 1 \right) \Delta^2} \]

\[ = \frac{\Delta^2 e^{-\zeta} + 2g^2 \left( \coth \left( \frac{\omega_r}{2} \right) - e^{-\zeta} \right) \sin^2 \left( \frac{\Delta t}{2} \right)}{\Delta^2}. \]  
(3.29)

Which essentially gives us the form of the entanglement as

\[ E = \log_2 \left( \frac{\Delta^2 e^{-\zeta} + 2g^2 \left( \coth \left( \frac{\omega_r}{2} \right) - e^{-\zeta} \right) \sin^2 \left( \frac{\Delta t}{2} \right)}{\Delta^2} \right). \]  
(3.30)

The graphs below show the validity of the approximation for two different values of \( g/\Delta \). Figure 3.3 shows that the approximation is valid for the case where \( g/\Delta = 0.01 \), whereas Figure 3.4
shows that it starts to breaks down for higher values of this factor, in this case \(g/\Delta = 0.1\).

![Figure 3.3: Entanglement dynamics for a system-ancilla state, with \(s = 10\), \(\mu = 20\) and \(g = 0.1\). The squeezing parameter \(\zeta = 4\). The single mode (\(r\)) is in a thermal state with temperature \(T = 1\). The blue line indicates the exact entanglement obtained by using the CM of the model. The red dotted line is the approximation of the entanglement given by Eq. 3.30.](image1)

![Figure 3.4: Entanglement dynamics for a system-ancilla state, with \(s = 10\), \(\mu = 11\) and \(g = 0.1\). The squeezing parameter \(\zeta = 4\). The single mode (\(r\)) is in a thermal state with temperature \(T = 1\). The blue line indicates the exact entanglement obtained by using the CM of the model. The red dotted line is the approximation of the entanglement given by Eq. 3.30.](image2)

### 3.2.1.3 ENMBQ and the single oscillator

From the single oscillator model we can gain an insight into the predictions of the ENMBQ for a multiple oscillator bath. It is important to note that we can only gain an intuition for the
dynamics at play since adding even a single oscillator to the ‘bath’ complicates the dynamics significantly, as we have shown analytically in the next subsection. The ENMBQ sums up all entanglement increases and therefore will depend on two aspects of the EO, the magnitude and the frequency. At a low coupling strength a near-resonant mode would yield more NMB than an off-resonant mode. This is due to the much larger EO magnitude of a near-resonant mode. But as $g$ is pushed past a specific value for a particular detuning, the detuned mode would yield more NMB due to a combination of the high frequency and increased magnitude of the EO. This is shown in Figure 3.5 where at low coupling strengths we get a higher ENMBQ value for the resonant frequency of 10 but as coupling is increased the off-resonant modes produce a greater value.

![Figure 3.5: ENMBQ for the single ‘bath’ oscillator model. The coupling $g$ and the frequency of the $r$ mode is varied to show the transition of when off-resonant modes would yield more ENMBQ. The following parameters are fixed, the ancilla and system frequencies $\omega_a = \omega_s = 10$, the squeezing parameter $\zeta = 4$ and the single mode $\langle r \rangle$ is in a thermal state with temperature $T = 1$. The roughness seen in the figure is due to numerical resolution.

Keeping this in mind, we now investigate the behaviour when there are more oscillators coupled to the system in order to see how the ENMBQ is affected.
Figure 3.6: Diagram of the two ‘bath’ mode model. An ancilla (A) is entangled with the system (S) (represented by the dotted oval). The system is then coupled to two ‘bath’ oscillators (B and R) which are in a thermal state with temperature $T$.

3.2.2 Analytics for two ‘bath’ oscillators

The next step in the comprehension of an OQS problem is to expand the number of modes the system interacts with. The simplest extension of this is to add another mode to the ‘bath’ as shown in Figure 3.6. The problem of three coupled oscillators is a complicated one in the sense that it has no compact, easily understood analytic solution. The reason being that the diagonalisation of the problem leads to long-winded expressions for the eigenvalues and eigenvectors. What can be found however are effective Hamiltonians for certain scenarios which should give us insight into the behaviour.

3.2.2.1 Resonant modes

The simplest of these cases is when ‘bath’ modes $b$ and $r$ are resonant with the system, the Hamiltonian of which is given below

$$H = \omega \left( a^\dagger a + s^\dagger s + b^\dagger b + r^\dagger r \right) + g \left( sb^\dagger + s^\dagger b \right) + h \left( sr^\dagger + s^\dagger r \right). \quad (3.31)$$

First we rotate the Hamiltonian by moving into the interaction picture (as shown in Section 3.2.1.2) by $-\omega \left( a^\dagger a + s^\dagger s + b^\dagger b + r^\dagger r \right)$, leaving only the interaction terms of the Hamiltonian.

$$\tilde{H} = g \left( sb^\dagger + s^\dagger b \right) + h \left( sr^\dagger + s^\dagger r \right) = s \left( gb^\dagger + hr^\dagger \right) + s^\dagger \left( gb + hr \right) \quad (3.32)$$

Then by defining a normal mode

$$q = \frac{gb + hr}{\sqrt{g^2 + h^2}} \quad (3.33)$$
we can transform the Hamiltonian as shown below

\[ H_{\text{eqv}} = \sqrt{g^2 + h^2} \left( s q^\dagger + s^\dagger q \right) \]  \hspace{1cm} (3.34)

where the new coupling strength is gained by the asserting the bosonic canonical commutation relations on the normal modes. This equivalent Hamiltonian shows that one of the normal modes couples to the system and the other decouples and is now a dark mode which only undergoes free evolution. Therefore the model can be reduced to a one ‘bath’ mode model with a new coupling strength as shown in Figure 3.7.

Figure 3.7: Entanglement when all oscillators are resonant. The oscillator frequencies are set at 10, i.e. \( \omega_a = \omega_b = \omega_r = 10 \). The squeezing parameter is \( \zeta = 4 \) and the ‘bath’ is in a thermal state with temperature \( T = 1 \).

In fact, it can be shown that this is true regardless of the number of coupled resonant modes, where the new normal mode would be

\[ q = \sum_i^N \frac{g_i a_i}{g^i} \]  \hspace{1cm} (3.35)

where \( a_i \) are the annihilation operators for the resonant modes and the new coupling strength would be given by

\[ g_i^2 = \sum_i^N g_i^2 \]  \hspace{1cm} (3.36)

where \( N \) is the number of resonant bath modes. In this case all but one of the normal modes would have effectively decoupled from the system. Figure 3.8 shows that is indeed true. In
Figure 3.8: Entanglement when all the bath oscillators, $n_b$, are resonant. The oscillator frequencies are set at $\omega_a = \omega_s = \omega_b = 10$. The squeezing parameter is $\zeta = 4$ and the ‘bath’ is in a thermal state with temperature, $T = 1$. The couplings are set as follows, Blue line - [0.5, 1.0], Black line - [0.1, 0.3, 0.5, 0.7, 1.0] and Red line - [0 - 1.0, 0.1 splitting].

terms of how this analysis improves our understanding of the ENMBQ, we see that we will get an unperturbed, smooth oscillation of the entanglement regardless of the number of resonant bath modes we attach to the system. As we attach these modes to the ‘bath’ the ENMBQ will predict an increase in NMB because the dynamics are the same as a single resonant oscillator but with an increased effective coupling strength which we have seen in Section 3.2.1 increases EO frequency (as shown in Figure 3.8) and therefore NMB.

### 3.2.2.2 A resonant mode and an off-resonant mode

The simplest extension to the resonant case is to detune one of the ‘bath’ modes, i.e. we have one resonant ($b$) and one off-resonant ($r$) ‘bath’ mode with the Hamiltonian given by

$$H = \omega \left( a^\dagger a + s^\dagger s + b^\dagger b \right) + \omega_r r^\dagger r + g \left( sb^\dagger + s^\dagger b \right) + h \left( sr^\dagger + s^\dagger r \right). \quad (3.37)$$

As before we choose to rotate this Hamiltonian into the interaction picture by a rotation of $-\omega(a^\dagger a + s^\dagger s + b^\dagger b + r^\dagger r)$

$$H = \Delta r^\dagger r + g \left( sb^\dagger + s^\dagger b \right) + h \left( sr^\dagger + s^\dagger r \right). \quad (3.38)$$
where $\Delta$ is the detuning between the system and the off-resonant ‘bath’ mode $r$, specifically $\omega_r - \omega_s$.

Firstly we consider the large detuning case and perform an additional rotation by $-\Delta r^\dagger r$ and thus the new interaction Hamiltonian can be expressed as

$$\tilde{H} = g \left( s b^\dagger + s^\dagger b \right) + h \left( s^\dagger r e^{-i\Delta t} + s r^\dagger e^{i\Delta t} \right).$$  \hfill (3.39)

In this form we can utilise a time-averaging technique outlined by Gamel and James [115] to obtain an effective Hamiltonian for the model. The basic premise is that by time-averaging the evolution, high frequency terms can be filtered out. For our Hamiltonian this implies that

$$\overline{e^{\pm i\Delta t}} = 0 \quad \overline{e^{\pm 2i\Delta t}} = 0$$  \hfill (3.40)

where the over-bar indicates time-averaging. Therefore under the large detuning assumption it becomes valid to use their method and by taking the standard form of the effective Hamiltonian given in paper we arrive at

$$\tilde{H}_{eff} = g \left( s b^\dagger + s^\dagger b \right) + \frac{\hbar^2}{\Delta} \left[ sr^\dagger, s^\dagger r \right] = -\frac{\hbar^2}{\Delta} s^\dagger s + \frac{\hbar^2}{\Delta} r^\dagger r + g \left( s b^\dagger + s^\dagger b \right).$$  \hfill (3.41)

Rotating back out of the interaction picture by $\Delta r^\dagger r$, we get

$$H_{eff} = -\frac{\hbar^2}{\Delta} s^\dagger s + \left( \Delta + \frac{\hbar^2}{\Delta} \right) r^\dagger r + g \left( s b^\dagger + s^\dagger b \right).$$  \hfill (3.42)

If we rotate a further step, i.e. by $\omega_s (a^\dagger a + s^\dagger s + b^\dagger b + r^\dagger r)$ we get the following effective Hamiltonian

$$H_{eff} = \omega a^\dagger a + \omega^\prime s^\dagger s + \omega b^\dagger b + \omega^\prime r^\dagger r + g \left( s b^\dagger + s^\dagger b \right)$$  \hfill (3.43)

where

$$\omega = \omega_a = \omega_s = \omega_b$$

$$\omega^\prime = \omega - \frac{\hbar^2}{\Delta}$$

$$\omega^\prime_r = \omega_r + \frac{\hbar^2}{\Delta}.$$  \hfill (3.44)

This shows that the large detuned mode effectively decouples from, and introduces a frequency shift in, the system. The effective Hamiltonian clearly shows that for the case of large detuning
of one of the bath modes the entanglement dynamics can be modelled with just one ‘bath’ mode with a small detuning.

![Figure 3.9: Effective model for the large detuning case.](image)

To show the effectiveness of this approximation there are three cases to consider which involve the relative coupling strengths, i.e. roughly speaking when $g > h$, $g < h$ and $g = h$. We first note that it is clear that when the coupling to the detuned mode is weak in comparison to the resonant mode it will have little to no effect on the dynamics of the system as the resonant mode will dominate the interaction. This is shown in Figure 3.10 where we see that the approximation is accurate regardless of the amount of detuning because the resonant mode drives the dynamics.

![Figure 3.10: Entanglement dynamics of the system.](image)

Figure 3.10: Entanglement dynamics of the system. The resonant oscillator frequencies are set at $\omega_a = \omega_s = \omega_h = 10$. $\omega_r = 40$ for the large detuning case and $\omega_r = 13$ for the small detuning case. The squeezing parameter is $\zeta = 4$ and the ‘bath’ is in a thermal state with temperature $T = 1$. The couplings are $g = 1.0$ and $h = 0.1$

Then for the cases where the off-resonant mode is more strongly coupled and therefore plays a more important role, we see that the approximation is good only for large detunings as shown in Figures 3.11 and 3.12.
Figure 3.11: Entanglement dynamics of the system. The resonant oscillator frequencies are set at $\omega_a = \omega_s = \omega_b = 10$, $\omega_r = 40$ for the large detuning case and $\omega_r = 13$ for the small detuning case. The squeezing parameter is $\zeta = 4$ and the ‘bath’ is in a thermal state with temperature $T = 1$. The couplings are $g = 0.1$ and $h = 1.0$.

Figure 3.12: Entanglement dynamics of the system. The resonant oscillator frequencies are set at $\omega_a = \omega_s = \omega_b = 10$, $\omega_r = 40$ for the large detuning case and $\omega_r = 13$ for the small detuning case. The squeezing parameter is $\zeta = 4$ and the ‘bath’ is in a thermal state with temperature $T = 1$. The couplings are $g = 1.0$ and $h = 1.0$.

The procedure can be repeated for the case where the detuning is small in comparison to the coupling strength. We now rotate the Hamiltonian by $-g(s^b\dagger + s^\dagger b) - h(s^r\dagger + s^\dagger r)$ and average over the fast oscillating terms, i.e. all exponentials of the form shown below are set to zero.

$$e^{\pm i t \sqrt{g^2 + h^2}} = 0$$

$$e^{\pm 2i t \sqrt{g^2 + h^2}} = 0$$

(3.45)

This is a valid assumption to make when we assume that the coupling strengths are strong in
comparison to the detuning. Then, as before, we rotate back away from the interaction picture to get to the effective Hamiltonian in the original picture

\[ H_{\text{eff}} = \omega a^\dagger a + \omega_s s^\dagger s + \omega_b b^\dagger b + \omega_r r^\dagger r + g \left( sb^\dagger + s^\dagger b \right) + h \left( sr^\dagger + s^\dagger r \right) + c \left( br^\dagger + b^\dagger r \right) \]  

(3.46)

where

\[ \omega_s' = \omega + \frac{\Delta h^2}{2 \left( g^2 + h^2 \right)} \]
\[ \omega_b' = \omega + \frac{3 \Delta g^2 h^2}{2 \left( g^2 + h^2 \right)^2} \]
\[ \omega_r' = \omega + \frac{\Delta (2g^4 + h^4)}{2 \left( g^2 + h^2 \right)^2} \]
\[ c = \frac{\Delta gh (h^2 - 2g^2)}{2 \left( g^2 + h^2 \right)^2} \]  

(3.47)

The Hamiltonian above suggests that frequency shifts are introduced in all modes and an effective coupling is gained between the two ‘bath’ modes.

![Diagram of the effective model for the small detuning case.](image)

Figure 3.13: Effective model for the small detuning case.

This is understandable as the communication speeds to both ‘bath’ modes from the system would be similar (if the couplings are of the same order) due to the small detuning and so, an effective coupling is created. Note that these new features of the Hamiltonian would mean that rather complicated entanglement dynamics are at play because the ‘bath’ has the ability to hold on to the entanglement over time.

If we plot the entanglement dynamics for the three different coupling cases (Figures 3.14, 3.15 and 3.16) as we did for the large detuning case, we clearly see that the approximation is only valid for the small detuning cases, where the dynamics are matched exactly.

In terms of the effect this has on the ENMBQ, the large detuning case would be similar to the NMB observed in the one resonant ‘bath’ mode case (due to the small effective detuning). For small detuning we see that the NMB will depend on the relative coupling strengths between,
Figure 3.14: Entanglement dynamics of the system. The resonant oscillator frequencies are set at $\omega_a = \omega_s = \omega_b = 10$. $\omega_r = 20$ for the large detuning case and $\omega_r = 11$ for the small detuning case. The squeezing parameter is $\zeta = 4$ and the ‘bath’ is in a thermal state with temperature $T = 1$. The couplings are $g = 10.0$ and $h = 1.0$. Note that the red dashed, green dotted and pink dot-dash lines all follow a similar profile.

Figure 3.15: Entanglement dynamics of the system. The resonant oscillator frequencies are set at $\omega_a = \omega_s = \omega_b = 10$. $\omega_r = 20$ for the large detuning case and $\omega_r = 11$ for the small detuning case. The squeezing parameter is $\zeta = 4$ and the ‘bath’ is in a thermal state with temperature $T = 1$. The couplings are $g = 1.0$ and $h = 10.0$. Note that the red dashed, green dotted and pink dot-dash lines all follow a similar profile.

effectively, the three off-resonant modes.

3.2.3 Many bath oscillators

In this section we consider four different types of interaction between the OQS and the bath modes. These models show how bath structures can be manipulated in order to affect the
Figure 3.16: Entanglement dynamics of the system. The resonant oscillator frequencies are set at $\omega_a = \omega_s = \omega_b = 10$. $\omega_r = 20$ for the large detuning case and $\omega_r = 11$ for the small detuning case. The squeezing parameter is $\zeta = 4$ and the ‘bath’ is in a thermal state with temperature $T = 1$. The couplings are $g = 10.0$ and $h = 10.0$. Note that the red dashed, green dotted and pink dot-dash lines all follow a similar profile.

ENMBQ. Model 1 (Figure 3.17) shows the role of near-resonant and oﬀ-resonant modes in the bath and has the Hamiltonian given below

$$
H = \omega_a a^\dagger a + \omega_s s^\dagger s + \sum_{i=1}^{N} \omega_{r_i} r_i^\dagger r_i + \sum_{i=1}^{N} g_i \left( s^\dagger r_i + s r_i^\dagger \right). \tag{3.48}
$$

In Sections 3.2.3.6 and 3.2.3.7, Models 2 and 3 (Figures 3.27 and 3.30) display how adding a single strongly coupled resonant mode can affect the NMB.

Figure 3.17: Diagram of Model 1. An ancilla (A) is entangled with the system (S) (represented by the dotted oval), i.e. a two mode squeezed state. The system is coupled to each bath mode ($R_i$) with respective coupling $g_i$. The bath is in a thermal state with temperature $T$.

3.2.3.1 Spectral densities

In the Hamiltonian given in Eq. (3.48) the coupling strengths of the bath modes $g_i$ are determined by what is known as the spectral density function $J(\omega)$ [9, 40]. The spectral density
function essentially describes the distribution of frequencies in the bath and how strongly coupled these frequencies are to the system, mathematically it is given by

\[ J(\omega) = \sum_{i} g_i^2 \delta(\omega_i - \omega). \] (3.49)

In this thesis we only consider large finite systems of size \( N \) and therefore require a discretisation of the mode frequencies up to a maximum frequency \( \omega_{\text{max}} \). This is achieved by integrating both sides of Eq. (3.49) with respect to \( \omega \) from 0 to \( \omega_{\text{max}} \), giving

\[
\sum_{i} g_i^2 = \int_{0}^{\omega_{\text{max}}} J(\omega) \, d\omega \approx \lim_{N \to \infty} \sum_{i} J(\omega_{\gamma_i}) \Delta \omega \] (3.50)

where

\[ \Delta \omega = \frac{\omega_{\text{max}}}{N} \]

\[ \omega_{\gamma_i} = 0 + n_i \Delta \omega \] (3.51)

and \( n_i \) is the index number. The approximation comes from discretising the integral into a Riemann summation and therefore the approximation becomes more accurate as we choose a larger number of oscillators. Eq. (3.50) clearly shows that the coupling can be expressed as

\[ g_i^2 \approx J(\omega_{\gamma_i}) \Delta \omega. \] (3.52)

It is important to note that by choosing to use finite systems the model will undergo Poincaré recurrence [113, 114]. That is, after a finite time, the model will return to its original state because of the finite state space. The recurrence time, in this case, will be given by the number of oscillators, the frequencies and coupling strengths of these oscillators. Therefore by appropriately choosing the spectral density and the size of the bath we can ensure that we do not witness any recurrence in the time scale we simulate the model.

Different physical models are characterised by different forms of environmental spectra, which in turn directly affect how fast an OQS decays [116]. In this thesis we consider ohmic (Eq. (3.53)) and super ohmic (Eq. (3.54)) spectral densities [5, 9, 116]. The ohmic spectrum is perhaps the most commonly used density, especially in quantum brownian motion models and can be used, for example, to describe charged conductive electrons in metals [5]. An example of a super ohmic spectral density is to describe the effect of the interaction between a charged particle and its own electromagnetic field [117]. The spectral densities include a damping factor.
(α) and an exponential cut-off which ensure that the high frequency couplings do not diverge.

\[
J(\omega_r)_O = \alpha \omega_r e^{-\omega_r/\omega_c}
\]  \hspace{1cm} (3.53)

![Figure 3.18: Form of an ohmic spectral density for various α values. The maximum frequency is 50 with a mode splitting of 0.1429 and the cut-off frequency is 15.](image)

\[
J(\omega_r)_SO = \alpha \omega_r^3 e^{-\omega_r/\omega_c}
\]  \hspace{1cm} (3.54)

![Figure 3.19: Form of a super ohmic spectral density for various α values. The maximum frequency is 50 with a mode splitting of 0.1429 and the cut-off frequency is 3.](image)

The forms of these functions are shown in Figures 3.18 and 3.19. The cut-off frequencies, \(\omega_c\), for the ohmic and super ohmic baths are 15 and 3 respectively and we set the maximum frequency at 50 with a mode splitting of 0.1429.
3.2.3.2 Simulation details

To evaluate the ENMBQ we simulate the system coupled to a bath of 350 oscillators, in contrast to the master equation formalism, to avoid using approximations and to gain the ability to analyse the environment. The frequencies of the bath oscillators are distributed evenly up to a maximum frequency $\omega_{\text{max}}$ and therefore, the frequency splitting $\Delta \omega$ is given by $\omega_{\text{max}}/350$. The initial state of the bath for all the models is a thermal state with temperature $T$ and the ancilla-system is a two mode squeezed state, the forms of which are given in Section 2.5. In Models 2 and 3 (see Sections 3.2.3.6 and 3.2.3.7 respectively), the additional bath and buffer modes are also initially in a thermal state with temperature $T$. We fix the system and ancilla frequencies ($\omega_s = \omega_a = 10$) the maximum bath mode frequency ($\omega_{\text{max}} = 50$) the temperature ($T = 1$) and the squeezing parameter ($\zeta = 4$) for Models 1, 2 and 3. Numerical results indicate that the squeezing parameter acts only to rescale the NMB without losing the qualitative features and so we choose $\zeta$ to exaggerate the observed effects (though not so high as to cause problems with the numerics) as shown in Figure 3.20. The equation that is simulated is given by Eq. 2.24 in Section 2.4.1.

Figure 3.20: The entanglement dynamics of the system-ancilla state. We have used Model 1 with an ohmic spectral density to show the scaling effect of choosing a high squeezing parameter ($\zeta$) value.

3.2.3.3 ENMBQ for ohmic baths

Figure 3.21 shows the predictions of the ENMBQ (Section 3.1.2) for Models 1-3 with an ohmic spectral density as a function of the spectral density damping factor $\alpha$. The figure shows distinct regions of NMB. To understand the different regions for the multiple models we consider the
entanglement dynamics for varying values of $\alpha$. Using our knowledge of coupling strengths and by finding the occupation numbers of the bath modes with time, we can construct an interpretation of the processes involved when there are numerous modes coupled to the system.

As mentioned earlier, the first two types of interaction we consider are for Model 1 with a pair of spectral densities. The other two models add a single strongly coupled resonant mode to Model 1 in different configurations. The purpose of which is to understand how the NMB, as given by the ENMBQ, is affected by varying bath structures.

### 3.2.3.4 Model 1 with an ohmic bath

Beginning with an ohmic spectral density, Figure 3.22 shows the entanglement dynamics for Model 1 with varying $\alpha$.

Furthermore we can also plot the occupancy of the bath modes against time. The occupancy is calculated by taking the $x_{ri}^2$ and $p_{ri}^2$ components from the CM. In our plots we have taken the $x_{ri}^2 + p_{ri}^2$ values of the bath mode $r_i$ minus its initial thermal energy (i.e. the same value at $t_0$) as the occupancy. Removing the initial energy of the mode improves the clarity of the colour scale. The occupancy is intended to show how often and how much energy (up to a factor) a mode $r_i$ has gained from the system and therefore is an indicator of the level of interaction between the system and bath mode. Figure 3.23 shows the occupancy of the bath modes for Model 1 with an ohmic spectrum and has a plot range of 1 to 30 for $\omega_r$. The first few modes are ignored because they have a high initial thermal energy and so gain a negative value over time.
Figure 3.22: Entanglement dynamics for Model 1 with an ohmic bath. Coupling strengths to bath modes are varied by changing damping factor $\alpha$ in the spectral density function. We detect NMB after an $\alpha$ value of 0.8 and significant oscillations in the entanglement are seen after this value. which skews the colour map on the surface plot. The high end is ignored because no significant dynamics take place in that region.

As time passes the entanglement is shared, unequally, to all the modes in the bath and sometimes this entanglement comes back to the system (if at all). The result of this dynamic depends on various parameters, which consequently decide the NMB of the model.

In the ohmic case, when the bath is weakly coupled with a scaling factor of $\alpha = 0.2$, the spectral density function (Figure 3.18) would suggest that the near-resonant bath modes have the strongest coupling and therefore the highest occupation and indeed we see that in Figure 3.23. At this stage the coupling strengths to the bath modes are too weak and we see decoherence which leads to dynamics that do not produce NME effects detectable by the ENMBQ. As $\alpha$ is increased the entanglement starts to decay faster due to a stronger coupling to the bath i.e. a faster transmission of information to the bath where it decoheres. For higher values of $\alpha$ however, EOs are increasingly found and NMB is detected by the ENMBQ.

The non-Markovianity of the model in this region of $\alpha$ values is influenced by a variety of factors including the strength of system-bath couplings, the occupation numbers of the bath modes and the ability of the system to induce oscillations in a bath mode’s occupancy (which is an indicator of the level of interaction between them). If $\alpha$ is increased beyond a certain threshold initially a situation arises where the profile of the spectral density dictates that the system is significantly strongly coupled to near-resonant modes. Since the system shares more entanglement with the near-resonant modes, the stronger coupling increases the likelihood that
Figure 3.23: Occupancy of the bath modes for Model 1 with an ohmic bath. It shows that for low $\alpha$ the near-resonant modes ($\omega_r \approx 10$) interact more with system but as $\alpha$ increases the off-resonant modes start to play a more important role.

the dynamic results in an entanglement increase for the system-ancilla state. For now it is the near-resonant modes that are the main contributors to the NMB. This is due to the fact that at this coupling strength the combined frequency and magnitude of their EOs is more than that of the detuned modes, because the detuned modes have a very low EO magnitude thanks to the relatively weaker coupling they are allocated by the ohmic function.

As dictated by Eq. 3.53, when $\alpha$ is increased further, the detuned modes begin to couple more strongly to the OQS, resulting in an increased magnitude of their EOs. Our intuition is that if we include the fact that they have high frequency EOs (as a result of the detuning) and that they greatly outnumber the near-resonant modes, the combined entanglement increases of the detuned modes will be greater than the near-resonant modes. This now makes the detuned modes the important players in determining the NMB of the model.

The importance of detuned modes at stronger couplings is shown in Figure 3.23, where it
can be seen that an increase in $\alpha$ results in more occupancy and increased occupancy oscillations of these modes. This indicates that the system is interacting more with these modes. Moreover we notice at certain times the near-resonant modes are not occupied when we see an EO, e.g. at $\alpha = 1$ between times 0.45 and 0.5.

This transition between the importance of near-resonant/detuned modes is not easily seen for the ohmic case because the occupancy would suggest that it is only the detuned modes which are important. But as we will see in the other models, near-resonant modes do have a role to play.

3.2.3.5 Model 1 with a super ohmic bath

The next step is to investigate Model 1 with a super ohmic bath. Figure 3.24 shows the NMB for the model as given by the ENMBQ and the entanglement dynamics of the simulation is shown in Figure 3.25. The occupancy figure for this case also has a plot range of 1 to 30 for $\omega_r$ where again the high and low end are ignored for the same reasons as the ohmic scenario.

![Figure 3.24: The ENMBQ for Model 1 with a super ohmic bath. We see that there is a lower threshold $\alpha$ value for NMB compared to the ohmic case. The simulation is run from time $t_0 = 0$ to $t_f = 20$ in time intervals of $\Delta t = 0.001$ and the $\alpha$ splitting is 0.005.](image)

For Model 1 with a super ohmic spectrum, smaller values of $\alpha$ are needed for strong coupling strengths (see Eq. 3.54 and Figure 3.19). Therefore, as Figure 3.24 shows, a lower threshold $\alpha$ value was needed to observe NMB. Unlike the previous case Figure 3.26 shows that there is still a significant occupation in the near-resonant region when we initially witness NMB ($\alpha = 0.03$) and due to their naturally large EO magnitude, they play an important role. But as we saw in the ohmic case, when $\alpha$ is increased further the occupancy and occupancy oscillations of the
detuned modes (Figure 3.26) become more significant and they will take the lead. This is again made clear when we see an entanglement increase between times 0.8 and 0.9 for $\alpha = 0.08$ and we see a low occupation of the resonant modes.

### 3.2.3.6 Model 2

Model 2 modifies Model 1 by adding a single strongly coupled resonant mode to the bath (see Figure 3.27), the Hamiltonian of this model is therefore of the following form

$$H = \omega_0 a^\dagger a + \omega_s s^\dagger s + \omega_o o^\dagger o + h(s o^\dagger + s^\dagger o) + \sum_{i=1}^{N} \omega_r r_i^\dagger r_i + \sum_{i=1}^{N} g_i (s_i^\dagger r_i + s_i r_i^\dagger)$$  \quad (3.55)

where the coupling to the new bath mode $o$ is $h$ which is set to 1 for all investigations of this model. The entanglement dynamics for Model 2 are shown in Figure 3.28 and occupancy in Figure 3.29 where the low end frequencies are included because the dynamics are important in that region but the high end is still not significant so the plot range stops at $\omega_r = 30$. For Model 2 the ENMBQ suggests two regions of NMB which can be seen in Figure 3.21. The first region is for low $\alpha$ values where we get NMB due to the strongly coupled resonant extra mode in the bath. This can be seen from the EOs caused by the extra mode in Figure 3.28 and the lack of the occupancy in the resonant region of the bath (Figure 3.29), indicating that the extra mode is strongly interacting with the system. As $\alpha$ increases, the model behaves like Model 1 when
Figure 3.26: Occupancy of the bath modes for Model 1 with a super ohmic bath. It shows more clearly, in comparison to the ohmic case, that the near-resonant modes interact more with system for low $\alpha$ before the off-resonant modes take over.

Figure 3.27: Diagram of Model 2. Model 2 is similar to Model 1 with a system (S) - ancilla (A) in an entangled state and the system coupled to all bath modes ($R_i$), but now there is an extra resonant mode (O) in the bath with a fixed coupling strength of $h = 1$. All bath modes and the extra mode are in a thermal state with temperature $T = 1$.

we enter a region where there is no NM dynamics as the rest of the bath is coupled strongly enough to kill the EOs from the extra mode. Then, as before, we see that when $\alpha$ is increased
Figure 3.28: Entanglement dynamics for Model 2. It shows that for very low coupling we get EOs from the extra mode and as the coupling is increased this oscillation is suppressed. Then as $\alpha$ is increased further we see similar oscillations to Model 1 with an ohmic bath. Beyond a threshold we get NMB according to the same reasoning as in Model 1. Indeed it can be seen that the ENMBQ values follow a similar profile to that of Model 1 but with slightly more NMB. This is shown in the entanglement dynamics (Figure 3.28) and the occupancy of the bath modes (Figure 3.29). The additional NMB we notice is due to the extra strongly coupled mode, indicated again by the diminished occupancy in the resonant region compared to that of Model 1. Note that for Model 2, as we reach very high $\alpha$ values the occupancy in the resonant region of the bath increases and therefore Models 1 and 2 have increasingly similar ENMBQ values. This is because the resonant extra mode plays a less significant role since the off-resonant modes are the greatest contributors to the NMB in the high $\alpha$ region.

### 3.2.3.7 Model 3

Model 3 modifies Model 1 by adding a strongly coupled resonant ‘buffer’ mode in-between the system and the bath (see Figure 3.30), the Hamiltonian for this model is therefore of the following form

$$H = \omega_a a^\dagger a + \omega_s s^\dagger s + \omega_b b^\dagger b + h(s b^\dagger + s^\dagger b) + \sum_{i=1}^{N} \omega_{r_i} r_i^\dagger r_i + \sum_{i=1}^{N} g_i (b^\dagger r_i + b r_i^\dagger)$$

(3.56)

where the coupling between the system and buffer mode $b$ is $h$ which is set to 1 for all investigations of this model. The entanglement dynamics for this model is displayed in Figure 3.31.
Figure 3.29: Occupancy of the bath modes for Model 2. It shows for very low $\alpha$ the resonant modes in the bath are unoccupied as resonant mode $o$ has a stronger coupling than those in the bath. Then as $\alpha$ is increased the occupation reverts back to the Model 1 with an ohmic bath scenario since the bath coupling strengths are comparable to that of the extra mode.

and, as with Model 1, the occupancy figure (Figure 3.32) for this model has a plot range of 1 to 30 for $\omega_r$ i.e. it ignores both the high and low ends of the bath frequencies. Like Model 2, Model 3 also displayed two regions of NMB as shown in Figure 3.21. The first is for very low coupling strengths (i.e. low $\alpha$) between the buffer and the bath. We witness NMB due to the ‘reflections’ of the entanglement from the strongly coupled resonant buffer mode (in similar fashion to Model 2) which can be clearly seen in Figure 3.31. As the buffer-bath coupling
Figure 3.30: Diagram of Model 3. This model consists of the same parts as Model 2 but in a different configuration. The resonant extra mode is now a resonant ‘buffer’ (B) which is coupled to every bath mode ($R_i$) as well as the system (S). The buffer-system coupling strength is set to $h = 1$. The bath and buffer modes are in a thermal state with temperature $T$.

Figure 3.31: Entanglement dynamics for Model 3. It shows that for very low coupling we get EO from the buffer mode and as the coupling is increased this oscillation is suppressed. Then as $\alpha$ is increased further we see oscillations due to the near-resonant bath modes.

Increasing the coupling strength is increased, NM dynamics is not detected because the buffer leaks the entanglement to the bath before it has a chance to return (i.e. Model 1 at low $\alpha$ and Model 2 in the Markov region). Note however, in comparison to Model 2, a smaller $\alpha$ is needed to see no NMB as the buffer leaks the entanglement to the near-resonant modes in the bath before it can give it back to the system mode.

As we have seen before, beyond a threshold, increasing $\alpha$ results in NMB. Note however that there are two key differences to Models 1 and 2; a lower threshold value of $\alpha$ and a lower value of non-Markovianity. The reasons for these differences can be seen from the occupancy (Figure 3.32). They show a large occupancy of the near-resonant frequency region indicating that the buffer is primarily interacting with the near-resonant modes which are now solely responsible for the NMB.
Figure 3.32: Occupancy of the bath modes for Model 3. It shows that the buffer mode has effectively reduced the size of the bath. As $\alpha$ is increased the number of modes in the bath which interact with the buffer reduces.

Figure 3.31 shows that the EOs at high $\alpha$ are significantly different to the other models. We can clearly see that there are fewer oscillations and a longer decay time. This, along with Figure 3.32, seem to indicate that the buffer has effectively reduced the size of the bath around the resonant region. For the chosen system-buffer coupling, we can hypothesise that the threshold is lower because of the reduced bath size. Also the value of the NMB is lower because the near-resonant modes have a lower EO frequency and are few when compared to the detuned modes.
3.3 Concluding remarks

In this chapter, using a series of coupled harmonic oscillators, we investigated the role resonant and off-resonant modes play in determining the NMB predicted by an entanglement-based quantifier of non-Markovianity, which we termed the ENMBQ. We began with an investigation of models with one and two ‘bath’ oscillators to get an intuition of the entanglement sharing between the system and the ‘bath’ modes. Understanding that detuning and coupling strength played a significant role in the flow of information, we analysed four OQS models.

The first two models considered a harmonic oscillator coupled to a bath (Model 1) with two different spectral density functions. The CM formalism allowed us to determine which modes in the bath played the important role in determining NMB, which would not be possible with a master equation approach. Roughly speaking, we found that when the coupling to the bath was sufficiently strong the near-resonant bath modes were primarily responsible for NMB, but for even stronger couplings it was the off-resonant modes that played a crucial role.

The other two models (Models 2 and 3) added a single strongly coupled resonant oscillator to the scheme in different configurations. This lead to NMB detected at lower couplings to the bath for both cases and diminished NMB for larger coupling values when the extra mode was a buffer between the system and the bath (Model 3).

It should be noted that models similar to Model 3 have been investigated in works on effective spectral densities and the structure of the bath which could be used to extend the model [118, 119]. These papers use techniques that transform the multiple oscillator bath model to a coupled chain. In a different vein of investigation, an analysis of the entanglement dynamics for coupled cavity fields in various baths using Feynman - Vernon influence functional theory [120] has been done, as well as EOs in a single qubit-bath model [121].

As mentioned in the introduction to this chapter, there has been recent interest in how structured environments can be used to exploit non-Markovianity to aid the control of a quantum system. Our methodology has allowed us to isolate the modes in the bath that play a significant role in determining NMB and therefore are better equipped to engineer environments to control the flow of quantum information. Here we noted the importance detuning and coupling strengths have on the flow of entanglement, but of course the ENMBQ is not the only witness/measure of NMB that exists in the field. In the next chapter we perform a brief inspection into another witness (based on fidelity) and note if the same factors play a role in its prediction of NMB.
Chapter 4

Fidelity-based non-Markovian behaviour quantifier

In the previous chapter the importance of NMB was made quite apparent, as was the significance of structured environments on quantum systems [98–104]. Chapter 3 highlighted the modes in the bath that play a significant role in determining NMB as given by the ENMBQ. Of course the ENMBQ is not the only witness/measure of NMB that exists in the field [92, 105], and entanglement is not the only quantum information that researchers are concerned with manipulating. Therefore it is relevant for us to verify whether the factors noted in the previous chapter apply to another quantifier of NMB.

This chapter considers a fidelity-based measure of NMB proposed by Vasile et. al. [91] as an extension of Breuer’s NMB measure [108] for GSs. Breuer’s measure is based on trace distance, a measure of the similarity of two states. We consider the fidelity (also a measure of distinguishability) based measure as it can be easily calculated for a GS (see Section 2.6.2). In their paper Vasile et. al. use a weak-coupling, secular non-Markovian master equation [9, 36, 122–124] to describe a model of a single mode squeezed state coupled to an ohmic bath of oscillators. Their analysis mostly attributes NMB to the time-dependent diffusion coefficient in the master equation. Our analysis however, avoids the use of the approximations used in the master equation by once again utilising a large finite bath to simulate this model via a CM approach, as seen in Chapter 3. The focus of this chapter is to better understand the factors that determine NMB as given by this measure in order to check whether there are any similarities with the ENMBQ. This work has been covered in our paper ‘Affecting non-Markovian behaviour by changing bath structures’ [111].
4.1 Definition and quantification

Based on the information back-flow definition of NMB, the measure proposed by Vasile et al. [91] has the advantage of providing a necessary and sufficient condition for NMB (hence it is a proper measure); however, it relies on a maximisation step which makes it hard to compute. The measure is based on the distinguishability of two different initial states $\rho_1$ and $\rho_2$ under the action of a dynamical map $\mathcal{E}$. The distinguishability is given by

$$D(\rho_1, \rho_2) \equiv 1 - F(\rho_1, \rho_2)$$

(4.1)

with

$$F(\rho_1, \rho_2) \equiv \text{Tr} \sqrt{\sqrt{\rho_1} \rho_2 \sqrt{\rho_1}}$$

(4.2)

where $F$ is the fidelity (see Section 2.6.2). Under the action of any CP map the distinguishability follows the contractive property

$$D(\mathcal{E}\rho_1, \mathcal{E}\rho_2) \leq D(\rho_1, \rho_2).$$

(4.3)

Hence, under Markovian evolution, the divisibility property (given in Eq. (3.3)) will ensure a monotonic decrease of distinguishability in analogy to what was observed for the system-ancilla entanglement (see Eq. (3.4)). Such irreversible loss of distinguishability may be understood as the leakage of ‘quantum information’ into the bath, which in turn is unable to transfer the information back to the system. Hence any increase in distinguishability can be interpreted as the environment returning part of the leaked information to the system, a signature of NMB. Similarly to the ENMBQ, a measure of non-Markovianity can be constructed by summing the distinguishability increases between pairs of quantum states. Restricting the analysis to GSs, the non-Markovianity is given by

$$N_P = \max_P \left[ -\int_{F<0} \frac{d}{dt} F(P, t) \, dt \right]$$

(4.4)

where one maximises over all parameters, $P$, of the GS. These parameters are not bounded and therefore running this measure can become numerically challenging.

The fidelity relies on the states of the two systems and is therefore dependent on the energy of the states at any given time. Since the measure collects variations in fidelity, the energy
dynamics could have an impact on the NMB. As we will see later in this chapter, the energy dynamics of the system is dependent on the modes in similar fashion to that of entanglement. These dynamics are very dependent on the initial state of the system which is why the maximisation procedure is needed, and even if we restrict ourselves to squeezed states, a maximisation over both the squeezing parameter and the phase is necessary, making the measure numerically time-consuming. What can be done, however, is to understand the impact the modes would have on the predictions of this measure. Note that under the divisibility definition this measure, even with the maximisation, would only be a witness, as there exists non-divisible dynamics which can increase the fidelity.

In our analysis we investigate just one pair of initial states and this allows the fidelity to be used as a quantifier of NMB for this particular case under the information feedback definition of NMB, i.e. a fidelity-based NMBQ (FNMBQ).

4.2 Analysis

Once again the CM approach is utilised to simulate the model and the formula given in Section 2.6.2.1 is used to calculate the fidelity from the CM. We initially consider the simplest case of a system coupled to a single ‘bath’ mode and then move on to a model of a single mode squeezed thermal state coupled to an ohmic bath (i.e. the scenario considered by Vasile et. al. [91]).

4.2.1 Energy dynamics of two coupled oscillators

As in the previous chapter we initially investigate the simplest case of a single ‘bath’ mode. A single system mode (s) in a squeezed thermal state with squeezing parameter \( r \) and temperature \( T_s \) is coupled with a strength \( g \) to a ‘bath’ mode (b) in a thermal state with temperature \( T_b \) (see Figure 4.1).

\[
H = \omega_s s \dagger s + \omega_b b \dagger b + g \left( s \dagger b + sb \dagger \right) \quad (4.5)
\]

Figure 4.1: Diagram of the single ‘bath’ mode model. The system (S) is in a squeezed thermal state. The system is then coupled to a single ‘bath’ oscillator (B) which is in a thermal state.

The Hamiltonian for this model is given as
where $\omega_s$ and $\omega_b$ are the system and ‘bath’ mode frequencies respectively. The initial CM, $\gamma$, is given by

$$
\gamma = \begin{pmatrix}
(2\bar{n}_s+1)(\cosh(2r)+\sinh(2r)) & 0 & 0 & 0 \\
0 & 2\bar{n}_b+1 & 0 & 0 \\
0 & 0 & (2\bar{n}_s+1)(\cosh(2r)-\sinh(2r)) & 0 \\
0 & 0 & 0 & 2\bar{n}_b+1 \\
\end{pmatrix}
$$

(4.6)

where

$$
\bar{n}_s = \frac{1}{\exp(\omega_s/T_s) - 1} \\
\bar{n}_b = \frac{1}{\exp(\omega_b/T_b) - 1}.
$$

(4.7)

Note that we have set the phase of the squeezing $\phi$ to zero.

Figure 4.2: Energy dynamics of a single mode squeezed thermal state (with $r = 4$ and $T_s = 1$) coupled to a thermal mode with temperature $T_b = 1$. The three lines represent the energy dynamics of the system mode; Green - $[\omega_b = 10\ , \ g = 1]$, Blue - $[\omega_b = 15\ , \ g = 0.5]$, Red - $[\omega_b = 15\ , \ g = 1]$.

Figure 4.2 shows the energy dynamics for this model for the case of $w_s = 10$, $r = 4$ and $T_s = T_b = 1$ for varying $g$ and $\omega_b$. The energy dynamics can be gained from the CM with the following equation

$$
E = \langle s^\dagger s \rangle = \frac{1}{4}(\gamma_{11} + \gamma_{22}) - \frac{1}{2}
$$

(4.8)

where we have used Eq. (2.25) to expand the ladder operator in the position-momentum basis and utilised the definition of the CM (Eq. (2.9)). The energy dynamics show that the system shares energy with the same dependence on coupling strength and frequency as in the single ‘bath’ mode case for the entanglement dynamics (see Section 3.2.1). As shown in Figure 4.2
the energy of the system is shared maximally when the ‘bath’ mode is resonant. The oscillation magnitude drops as the mode is further detuned from the system frequency. As before, when the coupling is strengthened there is an increase in frequency of any oscillation and the magnitude of an off-resonant oscillation.

4.2.2 Fidelity and energy dynamics of an open system

Figure 4.3: Diagram of the OQS used to investigate the FNMBQ. The system (S) is in a squeezed thermal state. The system is then coupled to each bath mode \( (R_i) \) with respective coupling \( g_i \). The bath is in a thermal state with temperature \( T \).

To investigate the FNMBQ we consider an OQS with temperature \( T_s = 1 \) and two different squeezing parameters, \( r \). The system is then coupled to a bath in a thermal state with temperature \( T = 1 \) (see Figure 4.3). The spectral density of the bath is ohmic (see Section 3.2.3.1) and all associated frequency parameters are the same as the models in Chapter 3 with the frequency of the system mode kept at 10.

Figure 4.4: Fidelity dynamics between two different initial single mode squeezed thermal states. The two states have zero phase but they have different squeezing parameters, \( r \), of 4 and 0.1. We find more oscillations in the fidelity as the damping factor, \( \alpha \), is increased.

Figure 4.4 shows the fidelity dynamics for a pair of initial states which vary only in the squeezing parameter, \( r \), with values of 4 and 0.1 (the phase, \( \phi \), is set to zero in both cases). We
can clearly see that as $\alpha$ (and therefore the coupling to the environment) is increased we start to see oscillations in the fidelity between the two states, which indicates the presence of NMB. The oscillations in the fidelity seem to coincide with the oscillations in the energy dynamics for $r = 4$ (as shown in Figure 4.5), indicating that the energy dynamics do have a role to play in the NMB predicted by the FNMBQ. Figure 4.5 also shows that as the $\alpha$ value increases more oscillations are seen in the energy of the system. This is analogous to the ENMBQ where the NMB is caused by oscillations in the entanglement dynamics rather than the energy dynamics. From our analysis of the ENMBQ for Model 1 (see Section 3.2.3.4) we know that at low couplings the near-resonant modes receive the majority of the energy (which can essentially be seen, up to a factor difference, from the occupancy figure, Figure 3.23) and therefore affect the NMB. As the coupling is increased the detuned bath modes start to gain more energy from the system and become the driving force of the NMB. This is due to the high frequency of their energy oscillations, which we are aware of from our analysis of the simple single ‘bath’ mode scenario.

Figure 4.5: Energy dynamics of single mode squeezed states coupled to an ohmic bath. The initial squeezing parameter of the states, $r$, are 4 and 0.1. We find oscillations in the energy dynamics in a similar fashion to the EOs in the ENMBQ scenario as $\alpha$ is varied.
4.3 Concluding remarks

The purpose of this chapter was to determine the underlying factors which affect the FNMBQ and understand any similarities, if any, with the ENMBQ. Indeed the analysis has revealed that the FNMBQ is dependent on coupling strengths and detuning in similar fashion to the ENMBQ. By analysing the energy dynamics of a simple single ‘bath’ mode model and a pair of squeezed thermal states, we found that the same basic principles are responsible for energy oscillations as they were for the entanglement oscillations in the ENMBQ. Therefore, this would lead us to believe that it is likely that the interplay between coupling strengths and off-resonance is responsible for the oscillations that are utilised in other witnesses/measures of non-Markovianity.

The usefulness of this knowledge is highlighted in the manipulation of environments in various quantum models [98–104]. Whereas the previous chapter allowed one to isolate the modes that played a crucial role in the flow of entanglement in a particular model, here we are shown the bath modes that are responsible for the energy dynamics. Armed with this knowledge, one could better engineer environments to maintain and control the flow of energy in an OQS. Moreover it suggests that the properties of the modes that determine the oscillations are the same for both cases and quite possibly for other forms of quantum information. Therefore it is our hope that this methodology could be utilised to better structure environments to aid the controlled quantum dynamics of multiple forms of quantum information.

The next chapter tackles another approximation, namely the Rotating-Wave approximation, and its effects on the predictions of the ENMBQ.
Chapter 5

Role of counter rotating terms on the entanglement-based non-Markovian behaviour quantifier

All models considered so far in this thesis have Hamiltonians which have applied to them what is known as the Rotating-Wave approximation (RWA). The RWA modifies the interaction Hamiltonian by removing the fast oscillating counter rotating (CR) terms. The theory of the RWA and its applicability to various models has been discussed in many works, e.g. the books given in Refs. [6, 9, 63]. As with all other approximations the RWA’s validity has been scrutinised in multiple situations, for example the study by Agarwal on the effect of the RWA on spontaneous emission [125–127]. For our particular interests, it is worthy to note work that questions the validity of the RWA for open systems [43, 48] and non-Markovianity [44].

Usually the RWA loses its validity when there are strong couplings involved, as the fast oscillating terms start to become more significant. With recent advances in quantum technologies stronger interactions are being observed and subsequently there has been interest in the application of the RWA in open quantum systems [43, 45–48, 128–130]. Usually when one considers an OQS the system-environment coupling applies a RWA since a weak coupling to the environment is assumed [6, 9, 63]. Some early work by Walls [128] and subsequently Cresser [129] has shown that when considering a strongly coupled system a weak coupling approximation to the environment may not accurately describe the model. They show that the stationary solution for the density operator of the system is inconsistent with the expected form given by the sta-
tistical mechanics of a system in thermal equilibrium. This suggests that applying the RWA to the system-environment interaction in this scenario may not be correct and has prompted work that includes both the RWA and CR terms when investigating a strongly coupled system [130, 131].

The effect of the RWA on the trace-distance-based measure of non-Markovianity was researched by Mäkelä and Möttönen [44]. They show that the application of the RWA reduces the non-Markovianity, as given by the trace distance, for a two-level atom coupled to an environment.

From our analysis of the ENMBQ we observed NMB either when a threshold value of $\alpha$ is passed, or from a strongly coupled resonant mode. At this threshold of $\alpha$, the coupling strengths to the bath modes become relatively strong as given by the spectral density (Section 3.2.3.1). Therefore, we note that the ENMBQ predicts the presence of NMB when there are strong couplings involved. The studies on the validity of the RWA for strong couplings and non-Markovianity would suggest that it is warranted to consider the effect of CR terms on the ENMBQ. Thus this chapter is dedicated to an investigation of the ENMBQ for Hamiltonians which include both the RWA and CR terms, also known as an $x$-$x$ coupling, to see if the predictions of NMB are affected.

5.1 Counter rotating terms

We begin by briefly showing how the $a^\dagger b + ab^\dagger$ interaction we have utilised so far can be gained by applying a RWA to $x$-$x$ couplings. The terms that are excluded by the RWA are called the CR terms. A Hamiltonian which includes the full $x$-$x$ coupling between two oscillators has the form

$$H = H_0 + H_I = \omega_a a^\dagger a + \omega_b b^\dagger b + g \left( a + a^\dagger \right) \left( b + b^\dagger \right)$$

(5.1)

where we have split the Hamiltonian into two components; the free Hamiltonian, $H_0$ which includes the free oscillating terms of mode $a$ and $b$ and the interaction between them given by the interaction Hamiltonian $H_I$. The most famous usage of the RWA in quantum optics is the Jaynes-Cummings model [132] of a two-level atom in a cavity as shown by the Hamiltonian below

$$H_{JC} = \omega_{cav} c^\dagger c + \omega_{atm} \sigma_z^\dagger \sigma_z + \frac{\Omega}{2} (c \sigma_+ + c^\dagger \sigma_-)$$

(5.2)
where $\omega_{\text{cav}}$, $\omega_{\text{atm}}$, $\sigma_{\pm}$, $\sigma_z$, $c$ and $\Omega$ are the cavity field and atom frequencies, the atomic ladder, atomic inversion and cavity annihilation operators, and the atom-cavity coupling strength respectively. The RWA has also been used for many other models [6, 9, 63]. To perform the RWA we take the above Hamiltonian (Eq. (5.1)) and perform a rotation, similar to the ones shown in Section 3.2.1.2, by $-H_0$.

\[
\tilde{H} = -H_0 + e^{iH_0 t} H e^{-iH_0 t} \\
= -H_0 + e^{iH_0 t} (H_0 + H_I) e^{-iH_0 t} \\
= e^{iH_0 t} H_I e^{-iH_0 t}
\]

(5.3)

where we have used the fact that when the Hadamard Lemma (Eq. (2.52)) is applied to perform a rotation on the free Hamiltonian it leaves it unchanged as clearly $H_0$ commutes with itself.

The rotation on the interaction part of the Hamiltonian gives

\[
\tilde{H} = g \left( ab e^{-i(\omega_a + \omega_b)t} + a^b e^{i(\omega_a - \omega_b)t} + ab^\dagger e^{-i(\omega_a - \omega_b)t} + a^b e^{i(\omega_a + \omega_b)t} \right).
\]

(5.4)

The RWA argues that when $\omega_a \approx \omega_b$ the terms of the form $e^{\pm i(\omega_a + \omega_b)t}$ oscillate rapidly in comparison to the other terms in the Hamiltonian and so can be averaged to zero [6, 9, 63] while the terms containing $e^{\pm i(\omega_a - \omega_b)t}$ will remain. This gives us the final form of the RWA Hamiltonian, which we have used in Chapter 3, as shown in Eq. (5.5) below.

\[
\tilde{H} = g \left( a^b + ab^\dagger \right)
\]

(5.5)

The terms that have been removed from the Hamiltonian, i.e. $a^b$ and $ab$, are known as the CR terms.

## 5.2 Adapted models

For the rest of the chapter we will investigate the models in Chapter 3 but now we include the CR terms to see if the predictions of NMB are affected. We use the same parameters as those mentioned in Chapter 3 for all the models with the exception of the final time of the simulation which is now set to one (i.e. one tenth of $\omega_s$), for most of the plots, for reasons explained later in this section, but is sufficient to see the dynamics that we are interested in.
5.2.1 Model 4 - Model 1 with counter rotating terms

The Hamiltonian for Model 4, i.e. Model 1 with CR terms included, is given by

\[
H = \omega_a a^\dagger a + \omega_s s^\dagger s + \sum_{i=1}^{N} \omega_{r_i} r_i^\dagger r_i + \sum_{i=1}^{N} g_i \left( s r_i + s^\dagger r_i^\dagger + s^\dagger r_i + s r_i^\dagger \right). \tag{5.6}
\]

We now analyse the NMB predictions by the ENMBQ for this model for both ohmic and super ohmic baths.

5.2.1.1 Ohmic bath

Figure 5.1 shows the results of the ENMBQ for Models 1 and 4 with an ohmic bath.

![Figure 5.1: ENMBQ for Models 1 and 4 with an ohmic bath. Note that the final time of the simulations is now 1. The addition of the CR terms removes any trace of NMB predicted by the ENMBQ. The model parameters are the same as Model 1 with an ohmic bath, i.e. \( \omega_s = \omega_a = 10, \zeta = 4, \omega_{\text{max}} = 50, \omega_c = 15, \Delta \omega = 0.1429 \) and \( T = 1 \).](image)

It is important to note that the final time of the simulation is now reduced to one. The reason for this can be seen in Figure 5.2 where we can see that the addition of the CR terms results in a fast decay rate for the entanglement. The simulation time for the ENMBQ is restricted to the point where we do not see numerical errors. These errors arise when the entanglement is zero for an extended period. We choose to find the final simulation time for an \( \alpha \) value of 1.5 as we expect the entanglement to be destroyed at the fastest rate when the coupling to the bath is at its strongest. The reduced time limit means that we see lower NMB for the RWA-only case in Figure 5.1 when compared to Figure 3.21 because the EOIs from time 1-20 are no longer included.

The data shows that the inclusion of the CR terms result in the ENMBQ predicting no
Figure 5.2: Entanglement dynamics for Model 4 with an ohmic bath for various $\alpha$ values. It shows that the addition of the CR terms results in the entanglement being destroyed at a fast rate. When compared with Figure 3.22 we can see that there are no more EOs. The model parameters are the same as Model 1 with an ohmic bath.

Figure 5.3: Occupancy of the bath modes for Model 4 with an ohmic bath. We use the same axis scales as the occupancy graph for Model 1 with an ohmic bath (Figure 3.23) for an easier comparison. The addition of the CR terms has caused more modes to have a higher occupation for all couplings. For high $\alpha$ values we see that the modes become highly occupied after the entanglement has been destroyed.

NMB. We have seen that the entanglement is destroyed at such a fast rate that there are no EOs present (Figure 5.2) and therefore no NMB. The difference with the entanglement dynamics can be clearly seen by comparing Figure 5.2 with Figure 3.22. The intuition is that the addition of the CR terms results in the inclusion of the fast oscillating terms which suppresses any feedback of the entanglement from any of the bath modes. We can see from the the occupancy of the bath modes in Figure 5.3 that the CR terms has caused more modes to become occupied in comparison to the RWA only case (Figure 3.23). When $\alpha$ is 0.2 we notice a higher occupation
of the off-resonant modes but the coupling to the bath is still weak and so do not see any NMB. For higher values of $\alpha$ where NMB was observed for Model 1 due to the off-resonant modes, we see that the occupation of the modes only becomes high after the entanglement has been destroyed. Moreover we see that there are no longer any oscillations in the occupancy (for each mode frequency) indicating that all the modes are interacting with system similarly, the end result of which is that no entanglement is returned to the system-ancilla state. Mathematically speaking, this can be understood as the CR terms connecting more elements of the CM together, effectively spreading the information in a greater region making it more difficult for it to be returned to the OQS. Simply speaking Model 1 displayed NMB where Model 4 does not because it required coupling strengths at which CR terms play a significant role.

5.2.1.2 Super ohmic bath

We can see from Figure 5.4 that, in similar fashion to the ohmic spectrum, the addition of CR terms removes all presence of NMB as predicted by the ENMBQ for the super ohmic case. Again, we have restricted the simulation time for the ENMBQ to unity for the same reasons as in the previous subsection.

Figure 5.4: ENMBQ for Models 1 and 4 with a super ohmic bath. Note that the final time of the simulations is now 1. The addition of the CR terms removes any trace of NMB predicted by the ENMBQ. The model parameters are the same as Model 1 with a super ohmic bath, i.e. $\omega_s = \omega_a = 10$, $\zeta = 4$, $\omega_{\text{max}} = 50$, $\omega_c = 3$, $\Delta \omega = 0.1429$ and $T = 1$.

Comparing Figure 5.5 with Figure 3.25 we can again see that the addition of the CR terms suppresses any EO. The occupancy of the modes is shown in Figure 5.6. In the RWA case, when $\alpha$ was 0.03, 0.04 and 0.08, NMB was predicted by the ENMBQ and for these values we observe that when CR terms are included, the modes only become significantly populated after the
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Figure 5.5: Entanglement dynamics for Model 4 with a super ohmic bath for various $\alpha$ values. It shows that the addition of the CR terms results in the entanglement being destroyed at a fast rate. When compared with Figure 3.25 we can see that there are no more EOs. The model parameters are the same as Model 1 with a super ohmic bath.

Figure 5.6: Occupancy of the bath modes for Model 4 with a super ohmic bath. We use the same axis scales as the occupancy graph for Model 1 with a super ohmic bath (Figure 3.26) for an easier comparison. The addition of the CR terms has caused most modes to have a higher occupation for all couplings which occurs roughly after the destruction of the entanglement. Entanglement has been killed. We can see that in general more modes are occupied, indicating that a greater number of modes are interacting with the system. Combining this with the fact that they all have different coupling strengths for the various $\alpha$ values, results in dynamics which is unable to resurrect the entanglement.
5.2.2 Model 5 - Model 2 with counter rotating terms

We adapt Model 2 by adding CR terms to all the bath modes as well as the strongly coupled extra ‘o’ mode, so that the Hamiltonian of Model 5 is given by

\[
H = \sum \omega_i r_i^\dagger r_i + \sum g_i \left( sr_i^\dagger s + sr_i^\dagger s^\dagger + s^\dagger r_i + s^\dagger r_i^\dagger \right) + \sum \omega_i r_i^\dagger r_i + \sum g_i \left( sr_i^\dagger s + sr_i^\dagger s^\dagger + s^\dagger r_i + s^\dagger r_i^\dagger \right).
\]

(5.7)

Figure 5.7: ENMBQ for Models 2 and 5. Note that the final time of the simulations is now 1. The addition of the CR terms removes the NMB predicted by the ENMBQ for Model 2. The model parameters are the same as Model 2, i.e. \(\omega_s = \omega_a = \omega_o = 10, \zeta = 4, \omega_{max} = 50, \omega_c = 15, \Delta \omega = 0.1429, T = 1\) and \(h = 1\).

Figure 5.7 shows the ENMBQ for the range of \(\alpha\) from 0 to 1.5 with a final simulation time of one for Models 2 and 5. The short simulation time is needed to run the simulation without numerical errors for the entire alpha range. This short time results in no NMB for low \(\alpha\) for both models as the entanglement increases caused by the extra mode happen after a simulation time of one (as seen in Figures 3.28 and 5.9). Therefore we perform a secondary ENMBQ plot for \(\alpha\), up to a value of 0.2 with a longer simulation time of 10 as shown in Figure 5.8.

With the longer simulation time we see that the NMB caused by the \(o\) - mode is restored for Model 2, as expected, but also for Model 5, albeit with a reduction in NMB from the extra mode for low \(\alpha\) due to the CR terms. For larger \(\alpha\) we can clearly see from Figure 5.7 that the CR terms suppress any NMB caused by the bath modes as we saw in the preceding subsections.

Both of these results are displayed in the entanglement dynamics for Model 5 (Figure 5.9)
Figure 5.8: ENMBQ for Models 2 and 5 for smaller values of $\alpha$. The final time of the simulations is now 10. The addition of the CR terms affects the NMB for low $\alpha$.

Figure 5.9: Entanglement dynamics for Model 5 for various $\alpha$ values. Comparing with Figure 3.28 we can see that the CR terms for low $\alpha$ affects the dynamics slightly but when $\alpha$ is increased it stops any EOs from the bath or the extra mode. Furthermore we can see for $\alpha = 0.8, 1.4$ that the numerical simulation fails after times $\sim 1.5$ and $\sim 1.0$ respectively for reasons explained in Section 5.2.1.1. The model parameters are the same as Model 2.

and comparing it with that of Model 2 (Figure 3.28). They show that the CR terms for low $\alpha$ affects the dynamics slightly but when $\alpha$ is increased it destroys entanglement at a fast rate and stops any EOs from the bath or the extra mode. The occupancy of the modes for Model 5 (Figure 5.10), for $\alpha = 0.05$, is very similar to that of Model 2 (Figure 3.29) with a vacancy in the resonant region of the bath, indicating again that the NMB is from the strongly coupled resonant extra mode. For higher $\alpha$, we see once again that the addition of the CR terms causes more modes to have a higher occupation for all couplings only after the entanglement has been destroyed, just as in Model 4. Note that in Figure 5.9, for $\alpha = 0.8, 1.4$, the numerical simulation
Figure 5.10: Occupancy of the bath modes for Model 5. We use the same axis scales as the occupancy graph for Model 2 (Figure 3.29) for an easier comparison. For $\alpha = 0.05$ the occupancy graph is very similar with a vacancy in the resonant region of the bath due to the strongly coupled extra mode. For higher $\alpha$ we observe once again that the addition of the CR terms causes more modes to have a higher occupation for all couplings after the entanglement has been destroyed.

fails after times $\sim 1.5$ and $\sim 1.0$ respectively for reasons explained in Section 5.2.1.1 but a final simulation time of one is sufficient to see all the relevant dynamics for these couplings.

5.2.3 Model 6 - Model 3 with counter rotating terms

The Hamiltonian for Model 6 is given below

$$H = \omega_a a^\dagger a + \omega_s s^\dagger s + \omega_b b^\dagger b + h \left( sb + sb^\dagger + s^\dagger b + b^\dagger b \right)$$

$$+ \sum_{i=1}^N \omega_i r_i^\dagger r_i + \sum_{i=1}^N g_i \left( br_i + b^\dagger r_i + b r_i^\dagger + b^\dagger r_i^\dagger \right)$$

(5.8)

where we have added CR terms to all the bath modes as well as the strongly coupled ‘buffer’ mode, $b$. Figure 5.11 displays the ENMBQ for a range of $\alpha$ from 0 to 1.5 with a final simulation time of one, which again results in no NMB for low $\alpha$ as the entanglement increases caused by the buffer mode happen after a simulation time of one (seen in Figures 3.31 and 5.13).

Therefore we perform a secondary ENMBQ plot for $\alpha$, up to a value of 0.2 with a longer simulation time of 10 as shown in Figure 5.12.

With the longer simulation time, the NMB caused by the buffer mode is noted for Models 3 and 6, but as before it shows that the CR terms slightly reduces the NMB from the buffer mode
Figure 5.11: ENMBQ for Models 3 and 6. Note that the final time of the simulations is now 1. The addition of the CR terms affects the NMB for low $\alpha$ and removes any trace of NMB predicted by the ENMBQ for high $\alpha$. The model parameters are the same as Model 3, i.e. $\omega_s = \omega_a = \omega_b = 10$, $\zeta = 4$, $\omega_{\text{max}} = 50$, $\omega_c = 15$, $\Delta \omega = 0.1429$, $T = 1$ and $h = 1$.

Figure 5.12: ENMBQ for Models 3 and 6 for smaller values of $\alpha$. The final time of the simulations is now 10. The addition of the CR terms affects the NMB for low $\alpha$ but some NMB is seen for $\alpha = 0.16 - 0.2$ for Model 6 where Model 3 does not predict any NMB. For low $\alpha$. This is confirmed by the entanglement dynamics (Figure 5.14) and the occupancy (Figure 5.14 for $\alpha = 0.05$) with a similarity shown to Model 3 (Figure 3.31 and $\alpha = 0.05$ in Figure 3.32 respectively). After this point, Markovian behaviour is witnessed as the buffer leaks the entanglement to the bath before it has a chance to return.

Interestingly, Figures 5.11 and 5.12 show that for $\alpha$ between roughly 0.15 and 0.2 the addition of the CR terms has resulted in some NMB where Model 3 does not predict any. Looking at the entanglement dynamics in this region (Figure 5.15), EOs similar to that caused by the bath in Model 3 (Section 3.2.3.7) are seen but to a much smaller degree, this is especially true for
Figure 5.13: Entanglement dynamics for Model 6 for various $\alpha$ values. Comparing with Figure 3.31, we see that the CR terms for low $\alpha$ affect the dynamics slightly. For $\alpha = 0.2$ we see some EOs. When $\alpha = 0.7, 1.0$ the CR terms stops any EOs from the bath, also note that for these values the numerical simulation fails after times $\sim 1.8$ and $\sim 1.5$ respectively for reasons explained in Section 5.2.1.1. The model parameters are the same as Model 3.

Figure 5.14: Occupancy of the bath modes for Model 6. We use the same axis scales as the occupancy graph for Model 3 (Figure 3.32) for an easier comparison. For $\alpha = 0.05$, a very similar occupancy graph is noted with the resonant region of the bath showing the highest occupation. For higher $\alpha$, we see once again that the addition of the CR terms causes more modes to have a higher occupation for all couplings after the entanglement has been destroyed.

$\alpha = 0.16$. No EOs are observed for $\alpha = 0.14$ but as $\alpha$ is increased we see more oscillations for $\alpha = 0.16, 0.17$. The occupancy of the modes in this secondary NMB region (Figure 5.16) show that when $\alpha$ is 0.14 and 0.16 we have an effective reduced bath size. Therefore, only the near-resonant modes in the bath are interacting with the system, this is supported by the longer decay time of the entanglement which is what we witnessed in Section 3.2.3.7.
Figure 5.15: Entanglement dynamics for Model 6 for $\alpha$ values in the secondary NMB region. We see EOs most likely caused by the resonant modes in the bath. As $\alpha$ is increased further we see a faster decay rate which reduces the amount of NMB.

Figure 5.16: Occupancy of the bath modes for Model 6 in the secondary NMB region. For $\alpha = 0.14, 0.16$, we see a high occupancy in the resonant regions only. In the $\alpha = 0.17$ case, more modes come in to play and for $\alpha = 0.19$ the addition of the CR terms has caused the majority of the modes to have a higher occupation after the entanglement has been destroyed.

The ENMBQ predicts NMB when $\alpha$ is 0.16, the intuition for the reason behind this being that the near-resonant modes in the bath feed some entanglement back to the system before it is destroyed. Essentially, this is the $\alpha = 0.7$ threshold that existed for Model 3. Due to the faster decay of entanglement we note very few EOs, resulting in a low NMB prediction and we see this taking effect for $\alpha = 0.17$ and 0.19. Unlike Model 3 we observe that increasing $\alpha$ does not indefinitely increase NMB, in fact when $\alpha$ is 0.17 the occupancy shows that the CR terms bring the off-resonant modes into play and the ‘addition’ of these modes causes the entanglement to
decay at a faster rate. There are two main things to take note of, the first being that there is still occupation in the resonant region of the bath when we see EOs indicating that the NMB is likely due to these modes as well as the buffer (since there is low occupation for the first few EOs). The second thing to notice is that we start to see a high occupation of the off-resonant modes once the entanglement has been destroyed, just like the other models in this chapter. The likely reason why we see NMB for these $\alpha$ values in this model and not for the others is probably due to the reduced bath size, which we saw for Model 3 in Section 3.2.3.7. For $\alpha = 0.19, 0.2$ we still see a few EOs before the bath destroys the entanglement, indeed we start to see that the decay time of the entanglement decrease and the occupancy looks similar to the previous models in this chapter for high $\alpha$.

For large $\alpha$, Figure 5.11 clearly shows that the CR terms suppresses any NMB due to bath modes as we saw in the previous subsections. The entanglement dynamics (Figure 5.13) and the occupancy (Figure 5.14) show that the CR terms cause the entanglement to be destroyed at a fast rate and stops any EOs from the bath or the buffer mode. Also more modes get a higher occupation after the entanglement has been destroyed just like the large $\alpha$ cases for the other models in this chapter. Note that we see for $\alpha = 0.7, 1.0$ that the numerical simulation fails after times $\sim 1.8$ and $\sim 1.5$ respectively for reasons explained in Section 5.2.1.1 but a final simulation time of one is sufficient to see all the relevant dynamics for these couplings.

### 5.3 Concluding remarks

This aim of this chapter, in light of the various works on the validity of the RWA with regards to strong couplings and non-Markovianity, was to investigate the predictions of NMB as given by the ENMBQ if the RWA is not applied.

By adding the CR terms to the Hamiltonians of Models 1, 2 and 3 we noted that it had a largely destructive effect on the non-Markovianity detected. For large coupling strengths to the bath (essentially $\alpha$), all the modified models (Models 4, 5 and 6) showed no NMB where previously we noted contributions from the bath modes. This was attributed to the rapid decay rates of the entanglement caused by the fast oscillating terms. Model 5 and 6 showed, for low $\alpha$, that the CR terms diminish the NMB detected due to the extra mode. In the buffer model, the addition of the CR terms resulted in a new region of NMB which was not witnessed in Models 1-5. The conjecture was that it was caused by the extra mode and the near-resonant
bath modes, i.e. the CR terms lowered the threshold value of $\alpha$ (in comparison to Model 3) that needed to be crossed for the bath/buffer to cause EOs.

It is worth noting that although the analysis in this chapter shows the addition of the CR terms has a significant effect on the predictions of NMB by the ENMBQ, other witnesses or measures may not be as significantly affected by these terms. Indeed, Mäkelä and Möttönen noted that the CR terms increased the non-Markovianity, as given by the trace distance, for their model [44].

Seeing the possible effects CR terms can have on a model, it has become clear that one should ask the question as to when it is appropriate to make a RWA, which is the basis of the investigation in the next chapter.
Chapter 6

Finding the limits of the
Rotating-Wave approximation

The introduction to Chapter 5 showed that the validity of the RWA has been questioned in many scenarios [43, 44, 48, 125–129]. We especially highlighted works which focused on the legitimacy of the RWA with respect to non-Markovianity and strong couplings in OQSs. The previous chapter showed that the presence of CR terms had a significant effect on the non-Markovianity of a model when strong couplings were involved. Early works by Walls [128] and Cresser [129] demonstrated that the presence of strong coupling in an OQS may invalidate the an application of the RWA to the environment coupling.

Therefore, the aim of this chapter is to gain a better understanding of when and if the RWA can be accurately applied to a weakly coupled oscillator if there is a strong coupling present in a model. To this end, we investigate the simplest possible scenario, a three oscillator model with a strongly coupled pair of oscillators and a single weakly coupled oscillator. Moreover we describe a methodology that could be applied to any model (including OQSs) to understand whether a RWA coupling would be valid for the parameter regime used for the interest of the investigator.

There has been significant work which display ‘strong’ [130, 131, 133, 134] and ‘ultra-strong’ coupling [45, 135–138] including studies on coupled harmonic oscillators [45–47, 130, 131, 135]. As highlighted by Sudhir et. al. [135], the definition of ‘strong’ coupling has changed throughout the years and refers to a coupling up to the order of roughly half the strength of the resonant frequency of the system and ‘ultra-strong’ coupling referring to one that is roughly greater than or equal to the natural frequency. The model we consider in this chapter concentrates on the
classic $x$-$x$ coupling, also referred to as the spring coupling and this precludes any use of the ‘ultra-strong’ regime which requires the full ‘Hookian’ coupling to remain stable [135].

The contents of this chapter covers the work in our second research paper (as yet untitled) which is in the process of publication.

### 6.1 Three oscillator model

The model under investigation consists of three quantum harmonic oscillators (Figure 6.1), $a$, $b$ and $c$, the coupling between modes $b$ and $c$ is in a strong coupling regime and the interaction Hamiltonian between them is described by an $x$-$x$ coupling, i.e. the RWA cannot be applied to describe the model accurately. The question becomes whether a model containing a weak coupling between an additional mode $a$ and mode $b$ could be understood properly with a RWA when there is a strong interaction in play between modes $b$ and $c$.

![Figure 6.1: Red - Mode $a$, Blue - Mode $b$, Green - Mode $c$. Coupling between modes $a$ and $b$ is varied between a RWA coupling and the spring coupling with a weak coupling strength $g$. The coupling between modes $b$ and $c$ is always an $x$-$x$ coupling with a strong coupling $h$.](image)

To this end we consider two models, model one (M1) has a RWA applied between $a$ and $b$ and model two (M2) has the full $x$-$x$ coupling as shown by the equations below

$$H = H_0 + H_{AB} + H_{BC}$$

$$= \omega_a a^\dagger a + \omega_b b^\dagger b + \omega_c c^\dagger c + h \left(b + b^\dagger \right) \left(c + c^\dagger \right) + H_{AB}$$

(6.1)

where for model M1

$$H_{AB} = g \left(a^\dagger b + ab^\dagger \right)$$

(6.2)

and for model M2

$$H_{AB} = g \left(a + a^\dagger \right) \left(b + b^\dagger \right).$$

(6.3)
We compare M1 against M2 by considering the fidelity (Section 2.6.2), $F$, between the two states that describe them. Once again a CM formalism is applied to simulate the models and the single and two mode fidelities can be calculated in a straightforward manner as shown in Sections 2.6.2.1 and 2.6.2.2. All the oscillators are resonant with a frequency of 1 and, unless stated otherwise, we begin with mode $a$ in the vacuum state and a single thermal photon in each of the $b$ and $c$ modes. The symplectic basis we have chosen for the simulation is of the form

$$R^T = (\hat{x}_a, \hat{x}_b, \hat{x}_c, \hat{p}_a, \hat{p}_b, \hat{p}_c)$$ (6.4)

which contains the position and momentum operators for modes $a$, $b$ and $c$ respectively. We have shown in Section 2.5 that in this basis, the initial CM for this model is given by

$$\gamma_0 = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 2\bar{n}_b + 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 2\bar{n}_c + 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 2\bar{n}_b + 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 2\bar{n}_c + 1
\end{pmatrix}$$ (6.5)

where $\bar{n}_b$ and $\bar{n}_c$ refer to the number of thermal photons in modes $b$ and $c$ respectively. For most of this chapter $\bar{n}_b = \bar{n}_c = 1$. Using this CM we can calculate the one and two mode fidelities using the formulae given in Sections 2.6.2.1 and 2.6.2.2.

### 6.2 Effects of the strong coupling limit

We first consider the origin of the strong coupling limit, i.e. the limit where the RWA coupling between $a$ and $b$ is invalidated. In our case this would mean that past this limit M1 would not accurately describe the dynamics. We begin by investigating the normal modes of oscillators $b$ and $c$.

Modes $b$ and $c$ can be expressed in terms of normal modes $p_1$ and $p_2$, with $p_1$ and $p_2$ obeying the canonical commutation relation

$$[p_i, p_i^\dagger] \equiv 1$$ (6.6)

such that the symplectic matrix $\sigma$ remains the same as shown in Eq. (2.3). If we consider
normal modes, a new symplectic basis (the \( R \) vector) needs to be defined to simulate the model via the CM and it is arranged as follows

\[
R_{NM}^T = (\hat{x}_a, \hat{x}_{p_1}, \hat{x}_{p_2}, \hat{p}_a, \hat{p}_{p_1}, \hat{p}_{p_2})
\]

which contains the position and momentum operators for modes \( a, p_1 \) and \( p_2 \) respectively. For convenience we now use the term ‘bare modes’ to describe the un-transformed modes, usually modes \( b \) and \( c \). To find the normal modes we begin by defining \( p_i \)

\[
p_i = C_{i1}b + C_{i2}c + C_{i3}b^\dagger + C_{i4}c^\dagger
\]

where \( C_{ij} \) are coefficients that need to be determined. To find these coefficients we acquire a few simulations equations; the first of which is gained by substituting the expansion of the normal mode (Eq. (6.8)) into the canonical commutation relation shown in Eq. (6.6)

\[
1 \equiv |C_{i1}|^2 + |C_{i2}|^2 - |C_{i3}|^2 - |C_{i4}|^2
\]

where we have used the standard bosonic canonical commutation relations between modes \( b \) and \( c \). Additionally, more equations are gained by taking the commutator between the normal mode and \( H \), the Hamiltonian of the model given in Eq. (6.1).

\[
[p_i, H] = (C_{i1}\omega_b + C_{i2}g - C_{i4}g) b
+ (C_{i1}g + C_{i2}\omega_c - C_{i3}g) c
+ (C_{i2}g - C_{i3}\omega_b - C_{i4}g) b^\dagger
+ (C_{i1}g - C_{i3}g - C_{i4}\omega_c) c^\dagger
= E_i p_i
\]

where in the last line we utilise the fact that if \( p_i \) is a normal mode that diagonalises the system, then it will have an associated eigenfrequency \( E_i \). Comparing coefficients of either side of Eq.
(6.10) results in the four simultaneous equations below

\[ \begin{align*}
\omega_b C_{i1} + g C_{i2} - g C_{i4} &= E_i C_{i1} \\
g C_{i1} + \omega_c C_{i2} - g C_{i3} &= E_i C_{i2} \\
g C_{i2} - \omega_b C_{i3} - g C_{i4} &= E_i C_{i3} \\
g C_{i1} - g C_{i3} - \omega_c C_{i4} &= E_i C_{i4}.
\end{align*} \] (6.11)

With Eqs. (6.9) and (6.11) one can solve for \( C_{ij} \) and \( E_i \) and express \( p_i \) in terms of bare modes \( b \) and \( c \)

\[ \begin{pmatrix} p_1 \\ p_2 \\ p_1^\dagger \\ p_2^\dagger \end{pmatrix} = \begin{pmatrix} C_{11} & C_{12} & C_{13} & C_{14} \\ C_{21} & C_{22} & C_{23} & C_{24} \\ C_{13} & C_{14} & C_{11} & C_{12} \\ C_{23} & C_{24} & C_{21} & C_{22} \end{pmatrix} \begin{pmatrix} b \\ c \\ b^\dagger \\ c^\dagger \end{pmatrix} \] (6.12)

where \( C_{ij} \) are given by

\[ \begin{align*}
C_{i1} &= \frac{\hbar \omega_c (E_i + \omega_b)}{D_i} \\
C_{i2} &= \frac{(E_i^2 - \omega_b^2) (E_i + \omega_c)}{2D_i} \\
C_{i3} &= \frac{\hbar \omega_c (E_i - \omega_b)}{D_i} \\
C_{i4} &= \frac{(E_i^2 - \omega_b^2) (E_i - \omega_c)}{2D_i}.
\end{align*} \] (6.13)

with

\[ D_i = \sqrt{E_i \omega_c \left( 4 \hbar^2 \omega_b \omega_c + (\omega_b^2 - E_i^2)^2 \right)} \] (6.14)

and

\[ \begin{align*}
E_1 &= \sqrt{\frac{\left( \omega_b^2 + \omega_c^2 \right) + \sqrt{(\omega_b^2 - \omega_c^2)^2 + 16 \hbar^2 \omega_b \omega_c}}{2}} \\
E_2 &= \sqrt{\frac{\left( \omega_b^2 + \omega_c^2 \right) - \sqrt{(\omega_b^2 - \omega_c^2)^2 + 16 \hbar^2 \omega_b \omega_c}}{2}}.
\end{align*} \] (6.15)

Therefore the relationship between the bare modes and the normal modes can be shown in a
matrix given below

$$
\begin{pmatrix}
  b \\
  c \\
  b^\dagger \\
  c^\dagger
\end{pmatrix}
= 
\begin{pmatrix}
  C_{11} & C_{21} & -C_{13} & -C_{23} \\
  C_{12} & C_{22} & -C_{14} & -C_{24} \\
  -C_{13} & -C_{23} & C_{11} & C_{21} \\
  -C_{14} & -C_{24} & C_{12} & C_{22}
\end{pmatrix}
\begin{pmatrix}
  p_1 \\
  p_2 \\
  p_1^\dagger \\
  p_2^\dagger
\end{pmatrix}
$$

(6.16)

where we have used the fact that the matrix is of symplectic form to invert it in a simple fashion, as shown in Ref. [139]. Using the normal modes we rewrite the Hamiltonians for models M1 and M2, shown in Eqs. (6.1). The Hamiltonian for model M1 is given by

$$
H = \omega_a a^\dagger a + E_1 p_1^\dagger p_1 + E_2 p_2^\dagger p_2 + gC_{11} \left( a^\dagger p_1 + ap_1^\dagger \right) \\
- gC_{13} \left( a^\dagger p_1 + ap_1 + gC_{21} \left( a^\dagger p_2 + ap_2 \right) \\
- gC_{23} \left( a^\dagger p_2 + ap_2 \right)
$$

(6.17)

and for model M2 it is given by

$$
H = \omega_a a^\dagger a + E_1 p_1^\dagger p_1 + E_2 p_2^\dagger p_2 + \frac{2gh\omega c}{D_1} \left( a + a^\dagger \right) \left( p_1 + p_1^\dagger \right) \\
+ \frac{2gh\omega c}{D_2} \left( a + a^\dagger \right) \left( p_2 + p_2^\dagger \right). 
$$

(6.18)

Since a new symplectic basis has been defined using the normal modes, $R_{NM}$ (Eq. (6.7)), the initial CM has to be adapted. Section 2.5.2 shows that the new initial CM will be given by

$$
\gamma_{ij} = 2Re \sum_n \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n \langle n_a n_b n_c | R_{NM(i)}^R R_{NM(j)} | n_a n_b n_c \rangle 
$$

(6.19)

where we begin with a generic thermal state with $n_a$, $n_b$ and $n_c$ representing the number basis of modes $a$, $b$ and $c$ respectively. As the new position and momentum operators, $\hat{x}_{p_i}$ and $\hat{p}_{p_i}$, are expressed in terms of the creation and annihilation operators (Eq. (6.20)), we need to know how the normal mode ladder operators act on the number states of the modes.

$$
\hat{x}_{p_i} = \frac{p_{1i} + p_i}{\sqrt{2}} \quad \quad \hat{p}_{p_i} = \frac{i(p_{1i} - p_i)}{\sqrt{2}}
$$

(6.20)

The expansion of the normal modes given in Eq. (6.12) is used to calculate their action on the
\[ p_i | n_a, n_b, n_c \rangle = C_{i1} \sqrt{n_b} | n_a, n_b - 1, n_c \rangle + C_{i2} \sqrt{n_c} | n_a, n_b, n_c - 1 \rangle \\
\quad \quad \quad + C_{i3} \sqrt{n_b + 1} | n_a, n_b + 1, n_c \rangle + C_{i4} \sqrt{n_c + 1} | n_a, n_b, n_c + 1 \rangle \] 
\[ p_i^\dagger | n_a, n_b, n_c \rangle = C_{i3} \sqrt{n_b} | n_a, n_b - 1, n_c \rangle + C_{i4} \sqrt{n_c} | n_a, n_b, n_c - 1 \rangle \\
\quad \quad \quad + C_{i1} \sqrt{n_b + 1} | n_a, n_b + 1, n_c \rangle + C_{i2} \sqrt{n_c + 1} | n_a, n_b, n_c + 1 \rangle \]

where we have used the usual operation of the creation (annihilation) operators \( b^\dagger, c^\dagger \) on their respective number states. Utilising Eq. (6.21) every term of the CM (Eq. (6.19)) can be evaluated in the same fashion shown in Section 2.5.2

\[ \gamma_0 = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & \iota_{11} & \iota_{12} & 0 & 0 \\ 0 & \iota_{21} & \iota_{22} & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & \iota_{33} & \iota_{34} \\ 0 & 0 & 0 & \iota_{44} & \iota_{44} \end{pmatrix} \] 

(6.22)

where the \( \iota_{xy} \) are given by

\[ \iota_{11} = (2\tilde{n}_b + 1) (C_{11} + C_{13})^2 + (2\tilde{n}_c + 1) (C_{12} + C_{14})^2 \]
\[ \iota_{12} = \iota_{21} = (2\tilde{n}_b + 1) (C_{11} + C_{13}) (C_{21} + C_{23}) \]
\[ \quad \quad \quad + (2\tilde{n}_c + 1) (C_{12} + C_{14}) (C_{22} + C_{24}) \]
\[ \iota_{22} = (2\tilde{n}_b + 1) (C_{21} + C_{23})^2 + (2\tilde{n}_c + 1) (C_{22} + C_{24})^2 \]
\[ \iota_{33} = (2\tilde{n}_b + 1) (C_{11} - C_{13})^2 + (2\tilde{n}_c + 1) (C_{12} - C_{14})^2 \]
\[ \iota_{34} = \iota_{43} = (2\tilde{n}_b + 1) (C_{13} - C_{11}) (C_{21} - C_{23}) \]
\[ \quad \quad \quad + (2\tilde{n}_c + 1) (C_{14} - C_{12}) (C_{22} - C_{24}) \]
\[ \iota_{44} = (2\tilde{n}_b + 1) (C_{21} - C_{23})^2 + (2\tilde{n}_c + 1) (C_{22} - C_{24})^2 . \]

Note that we have set mode \( a \) to be in the vacuum state i.e. \( \tilde{n}_a = 0 \). To simplify this model we consider the resonant case, i.e. \( \omega_a = \omega_b = \omega_c = \omega \), this results in Eqs. (6.13), (6.14) and (6.15)
becoming
\[
C_{i1} = \frac{\hbar \omega (E_i + \omega)}{D_i}
\]
\[
C_{i2} = \frac{(E_i^2 - \omega^2) (E_i + \omega)}{2D_i}
\]
\[
C_{i3} = \frac{\hbar \omega (E_i - \omega)}{D_i}
\]
\[
C_{i4} = \frac{(E_i^2 - \omega^2) (E_i - \omega)}{2D_i}
\]
(6.24)

with
\[
D_i = \sqrt{\frac{E_i \omega (4\hbar^2 \omega^2 + (\omega^2 - E_i^2)^2)}{2}}
\]
(6.25)

and the eigenfrequencies of the normal modes \( p_1 \) and \( p_2 \) are given by
\[
E_1 = \sqrt{\frac{(\omega^2 + \omega^2) + \sqrt{16\hbar^2 \omega^2}}{2}}
\]
\[
E_2 = \sqrt{\frac{(\omega^2 + \omega^2) - \sqrt{16\hbar^2 \omega^2}}{2}}
\]
(6.26)

The eigenfrequencies can clearly be simplified to
\[
E_{1,2} = \sqrt{\omega^2 \pm 2\hbar \omega}
\]
(6.27)

which simplifies \( D_i \)
\[
D_i = 2\hbar \omega \sqrt{2\omega \sqrt{\omega^2 \pm 2\hbar \omega}}
\]
(6.28)

Concentrating on the eigenfrequencies (Eq. (6.27)), it is clear that although \( E_1 \) will always remain positive and real, \( E_2 \) will become imaginary when \( \hbar > 0.5 \omega \) which invalidates the normal mode transformation. This effectively limits the strength of the \( b - c \) coupling.

Eqs. (6.17) and (6.18) show that there is an effective coupling created between mode \( a \) and the normal modes \( p_1 \) and \( p_2 \) which, naturally, depends on \( \hbar, \ g \) and the nature of the \( a - b \) coupling. An analytic study reveals how this effective coupling is scaled as \( \hbar \) approaches the limit of the strong coupling regime. Expressing \( \hbar \) in terms of a parameter \( \epsilon \)
\[
h = \frac{(1 - \epsilon) \omega}{2}
\]
(6.29)

we find the following scaled couplings in M1 for the RWA terms; given by \( gC_{11} \) for the \( p_1 \) mode
\[ gC_{11} = \frac{g \omega (E_1 + \omega)}{D_1} = \frac{g \left( \sqrt{2 - \epsilon} + 1 \right)}{2 \sqrt{2 \sqrt{2 - \epsilon}}} \]  \hspace{1cm} (6.30)

and \( gC_{21} \) for the \( p_2 \) mode

\[ gC_{21} = \frac{g \omega (E_2 + \omega)}{D_2} = \frac{g \left( \sqrt{\epsilon} + 1 \right)}{2 \sqrt{3 \epsilon^{1/4}}} \]  \hspace{1cm} (6.31)

The CR terms in M1 are given by \( gC_{13} \) for the \( p_1 \) mode

\[ gC_{13} = \frac{g \omega (E_1 - \omega)}{D_1} = \frac{g \left( \sqrt{2 - \epsilon} - 1 \right)}{2 \sqrt{2 \sqrt{2 - \epsilon}}} \]  \hspace{1cm} (6.32)

and \( gC_{23} \) for the \( p_2 \) mode

\[ gC_{23} = \frac{g \omega (E_2 - \omega)}{D_2} = \frac{g \left( \sqrt{\epsilon} - 1 \right)}{2 \sqrt{3 \epsilon^{1/4}}} \]  \hspace{1cm} (6.33)

For M2 the scaled couplings are the same for both the RWA and CR terms. The coupling between mode \( a \) and the \( p_1 \) mode is given by

\[ \frac{2g\omega^2}{D_1} = \frac{2g\omega^2}{2\hbar \omega \sqrt{2\omega \hbar^2 + 2\hbar \omega}} = \frac{g}{\sqrt{2\sqrt{2 - \epsilon}}} \]  \hspace{1cm} (6.34)

and for the \( p_2 \) mode it is given by

\[ \frac{2g\omega^2}{D_2} = \frac{2g\omega^2}{2\hbar \omega \sqrt{2\omega \hbar^2 - 2\hbar \omega}} = \frac{g}{\sqrt{2\epsilon^{1/4}}} \]  \hspace{1cm} (6.35)

In both models, as \( \epsilon \) is diminished, the coupling between mode \( a \) and the \( p_2 \) mode will be scaled up, whereas the coupling to the \( p_1 \) mode will be largely unaffected in comparison. This is shown in Figures 6.2 and 6.3.

Juxtaposing the interaction Hamiltonians of the \( p_2 \) mode for both models we notice that the coupling in M1 will be scaled more than M2, as \( \epsilon \) is not taken to the power of a quarter in one of the terms (shown in Eqs. (6.36) and (6.37)). The interaction Hamiltonian between mode \( a \) and \( p_2 \) for M1 is given by

\[ H_{a-p_2} = \frac{g}{2 \sqrt{2 \epsilon}} \left( \hat{a}^\dagger - \hat{a} \right) \left( \hat{p}_2 - \hat{p}_2^\dagger \right) \]

\[ + \frac{g}{2 \sqrt{2 \epsilon^{1/4}}} \left( \hat{a}^\dagger + \hat{a} \right) \left( \hat{p}_2 + \hat{p}_2^\dagger \right) \]  \hspace{1cm} (6.36)
Figure 6.2: M1 coupling terms scaling. This figure shows how the coupling to the different terms in the Hamiltonian for M1 scale as $\epsilon$ is varied between 0 and 1. It clearly shows that as $\epsilon$ approaches zero the couplings to the $p_2$ mode increases.

Figure 6.3: M2 coupling terms scaling. This figure shows how the coupling to the different terms in the Hamiltonian for M2 scale as $\epsilon$ is varied between 0 and 1. It clearly shows that as $\epsilon$ approaches zero the coupling to the $p_2$ mode increases.

and for M2

$$H_{a-p_2} = \frac{g}{\sqrt{2}\epsilon^{1/4}} \left( a^\dagger + a \right) \left( p_2 + p_2^\dagger \right).$$

(6.37)

Ergo, if we were to test the fidelity between M1 and M2 we would expect to see a change on the time scale of roughly $2\sqrt{2}\epsilon/g$.

### 6.3 Fidelities and Uhlmann’s theorem

To test the time scale prediction from the previous section we consider the fidelity between M1 and M2. We use the CM approach and choose parameters that ensures weak coupling, i.e. we
initially choose $g = \alpha \omega$ and fix $\omega = 1$ and $\alpha = 0.01$, where we can be confident that the RWA is usually valid between mode $a$ and the adjoining mode. Using Eq. (2.77) we can plot the fidelity between M1 and M2 for modes $a$, $b$ and $c$. Note that $F(m_i)$ represents the single mode fidelity of a mode $m_i$ and $F(m_i, m_j)$ is the two mode fidelity of modes $m_i$ and $m_j$. We notice that the estimated time scale is a reasonable indicator for a fidelity drop, as shown in Figures 6.4 and 6.5.

Figure 6.4: Plot of the fidelity, $F$, between M1 and M2 for bare modes $a$, $b$, $c$ and the two mode $b$ - $c$ state against time for $\epsilon = 0.1$. Red line - $F(a)$, Blue dotted line - $F(b)$, Green dashed line - $F(c)$, Purple dot-dashed line - $F(b, c)$. The vertical dashed black line is the expected time scale for a decrease in fidelity. There is a small drop in fidelity of primarily of $b$ and $c$ modes on the order of the time scale, moreover $F(b, c)$ is significantly less than the individual fidelities of $b$ and $c$.

Figure 6.5: Plot of the fidelity, $F$, between M1 and M2 for bare modes $a$, $b$, $c$ and the two mode $b$ - $c$ state against time for $\epsilon = 0.01$. Red line - $F(a)$, Blue dotted line - $F(b)$, Green dashed line - $F(c)$, Purple dot-dashed line - $F(b, c)$. The vertical dashed black line is the expected time scale for a decrease in fidelity. We see a similar behaviour to the $\epsilon = 0.1$ case but with a greater fall in fidelity especially for $F(b, c)$.
One can clearly see that in this parameter regime a high fidelity is maintained between the two models, indicating that the RWA is valid to make. However, a greater loss of fidelity of modes \( b \) and \( c \) is noticed in the long time limit and for smaller \( \epsilon \) (i.e. closer to the strong coupling limit). It is interesting to note that \( F(a) \) is more resistant to diminishing \( \epsilon \) and long-time dynamics, therefore if the primary area of interest is the dynamics of mode \( a \) then, when \( \alpha = 0.01 \), a RWA is great to make until \( \epsilon \) is on the order of 0.0001.

Note that the increases of fidelity at various moments in the dynamics can be understood as the return of quantum information in a finite state space. A three oscillator state space is rather small and thus it is unsurprising if the models become similar as they both return to their initial states (Poincaré recurrence [113]).

Figures 6.4 and 6.5 also show a consequence of Uhlmann’s theorem [22, 80] which states that the two mode fidelity should be less than the single mode fidelity, i.e.

\[
F(m_i, m_j) \leq \min(F(m_i), F(m_j)) \tag{6.38}
\]

where \( m_{i,j} \) are one of the bare modes \( a, b, c \) or a normal mode \( p_1 \) or \( p_2 \). We observe that the fidelity of the two mode \( b - c \) state between M1 and M2, \( F(b, c) \), is significantly less than the individual fidelities, especially as we approach the strong coupling limit. If the purpose of the model is concerned with the dynamics of the strongly coupled modes \( (b \) and \( c) \), then this result would suggest that one should be careful when making a RWA when the strong coupling is close to the limit, because the fidelity drops by roughly 10%.

We may also consider the fidelity between M1 and M2 for the normal modes of \( b \) and \( c \), namely \( p_1 \) and \( p_2 \). This result is shown in Figures 6.6 and 6.7. Concordantly with the scaling of the couplings we observed in Eqs. (6.30), (6.32) and (6.34), the fidelity of the \( p_1 \) mode between the two models is not scaled by a change in \( \epsilon \) and thus stays at near perfect fidelity. In contrast we notice significant changes in the fidelity of mode \( p_2 \) between the two models as we approach the strong coupling limit. This tells us, for \( \alpha = 0.01 \), that not only is the RWA valid to make for mode \( a \) (as before) but it is now also a good approximation if the investigator is interested in the collective mode \( p_1 \) of oscillators \( b \) and \( c \). For the \( p_2 \) mode, one has to be careful about performing the RWA near the strong coupling limit.

Considering the time dynamics of the fidelities \( F(p_1), F(p_2), F(b, c) \) and \( F(p_1, p_2) \) we can see that the oscillatory behaviour of \( F(b) \) and \( F(c) \) is no longer observed. This suggests that
the majority of the quantum information is being passed within the $b - c$ two mode state. This should be expected as the coupling between oscillators $b$ and $c$ is strong in comparison to the weakly coupled mode $a$. Note that $F(b, c)$ and $F(p_1, p_2)$ are identical since the normal modes are essentially a unitary rotation on the two mode $b - c$ state and the fidelity is invariant under such a transformation [22].
Finally, by taking all two mode fidelities from both bare and normal mode scenarios and utilising Uhlmann’s theorem once more, we find a maximum bound for the fidelity of the entire model, i.e.

\[ F(m_i, m_j, m_k) \leq \min_{i,j,k} (F(m_i, m_j)). \] (6.39)

Figure 6.8 considers the maximum fidelity bound for the model and summarises our knowledge that the fidelity drops faster and by a greater degree as the strong coupling limit is approached.

\[ F(m_i, m_j, m_k) \leq \min_{i,j,k} (F(m_i, m_j)). \] (6.39)

Figure 6.8: Maximum fidelity bound for the model against $\epsilon$ and time. As $\epsilon$ is diminished the fidelity is further reduced. Note that $\epsilon$ is on a log scale.

6.4 Rotating-Wave approximation coupling bound

The previous result suggests that the most basic RWA is still a good approximation in most scenarios, but this was for a ‘safe’ weak coupling $g$ value i.e. $\alpha = 0.01$. We now ask the question as to how far the RWA can be pushed. To find a coupling bound for the RWA we fix $\epsilon = 0.1$, vary $\alpha$ and test the maximum model fidelity bound. Additionally we add more thermal photons (see Section 2.5.2) to modes $b$ and $c$, to observe how this bound is affected. The results are shown in Figure 6.9 where $\bar{m} (= \bar{n}_b = \bar{n}_c)$ indicates the number of photons in each of modes $b$ and $c$.

For $\bar{m} = 1$, the figure shows that the RWA starts to break down at $\alpha = 0.05$ on a long time scale but is still quite good for the short time scale ($\sim 50 \omega$). It is important to remember that this is a maximum bound and the ‘true’ fidelity of the model could be worse. The estimated timescale for the change, as predicted in Section 6.2, is proportional to $1/\alpha$ and we observe that
Figure 6.9: Bound for the maximum fidelity between M1 and M2 as \( \alpha \) is increased for thermal states of various mean excitations. With \( \omega = 1 \), the final time in this figure is roughly 260 \( \omega \). The bound drops by at least 20% at times, when \( \alpha = 0.05 \), and we see oscillations back to the higher fidelities due to the small state space. When \( \alpha \gtrsim 0.225 \) we see a sudden and large drop in the fidelity bound without any revivals. As \( \bar{m} \) is increased the fidelity drops at a faster rate and we see lower fidelity revivals.

the initial drop in fidelity roughly follows this prediction.

In the region, \( 0.05 < \alpha < 0.2 \), the bound drops to around 20% fidelity at times but there are oscillations and it returns to higher fidelities. This, as seen previously, is due to the small state space, indeed we see that this ‘fidelity oscillation’ increases in frequency as we increase coupling, i.e. increasing the rate of information transfer between modes \( a \) and \( b \). This leads the models back towards the initial state quicker, where it is most likely that M1 and M2 agree on their predictions. For \( \alpha \gtrsim 0.225 \) we see a sudden and large drop in the fidelity bound and without any revivals, this indicates a complete breakdown of the RWA.

As the number of photons in modes \( b \) and \( c \) is increased, we observe that the fidelity drops at a slightly faster rate. This result would suggest that as we increase the energy of modes \( b \) and \( c \) the RWA would become less valid as an approximation, or rather could only be utilised for lower couplings and shorter time scales. We also notice that the revivals of fidelity diminish in intensity, most likely due to the fact that the predicted states from the two models are less likely to match as we increase the amount of photons in the strongly coupled modes.

This overall approach could be extended to include more weakly coupled modes attached to mode \( b \). This would allow one to simulate an OQS which has a strongly coupled system (the
two mode \( b - c \) state) coupled to a weakly coupled bath of oscillators. This can be achieved either through the use of a large finite number of oscillators in a CM approach (or even a master equation approach) for both \( x \)-\( x \) and RWA bath coupling cases. Then, as before, one would consider the two mode fidelity of the system after the environment has been traced out.

6.5 Finding the instability point of a ‘blue’-detuned Hamiltonian

The fidelity-based analysis we have performed so far is not only restricted to RWA and \( x \)-\( x \) couplings, one may also use it to better understand any bi-linear Hamiltonian such as the one shown in the equation below

\[
H = H_{AB} + \omega_{a}a^\dagger a + \omega_{b}b^\dagger b + \omega_{c}c^\dagger c + h(b^\dagger c^\dagger + bc)
\]  

(6.40)

where \( H_{AB} \) can be either the \( x \)-\( x \) or RWA coupling as before (see Section 6.1). The coupling between modes \( b \) and \( c \) contain only the CR terms and is sometimes referred to as a ‘blue’ coupling as this Hamiltonian can be achieved by driving the modes on the blue sideband [140, 141]. As with the previous model, one can perform a normal mode transformation for the blue coupling which obeys the bosonic canonical commutation relations. We begin by expressing the normal modes \( q_{i} \) as

\[
q_{i} = V_{i1}b + V_{i2}c + V_{i3}b^\dagger + V_{i4}c^\dagger
\]  

(6.41)

where \( V_{ij} \) are coefficients to be determined. To find these coefficients, we first utilise the canonical commutation relation

\[
1 \equiv [q_{i}, q_{i}^\dagger] = |V_{i1}|^2 + |V_{i2}|^2 - |V_{i3}|^2 - |V_{i4}|^2
\]  

(6.42)

where we have used the standard bosonic canonical commutation relations between modes \( b \) and \( c \). As before, more equations are gained by taking the commutator between the normal
mode and the Hamiltonian of the model given in Eq. (6.40)

$$[q_i, H] = (V_{i1} \omega_b - V_{i4} \hbar) b + (V_{i2} \omega_c - V_{i3} \hbar) c + (V_{i2} h - V_{i3} \omega_b) b^\dagger + (V_{i1} h - V_{i4} \omega_c) c^\dagger = E_i q_i$$

where in the last line we utilise the fact that if $q_i$ is a normal mode that diagonalises the system, then it will have an associated eigenfrequency $E_i$. Eq. (6.43) leaves us the following four simultaneous equations

$$\omega_b V_{11} - h V_{14} = E_1 V_{11}$$
$$\omega_c V_{22} - h V_{23} = E_2 V_{22}$$
$$h V_{32} - \omega_b V_{33} = E_3 V_{33}$$
$$h V_{41} - \omega_c V_{44} = E_4 V_{44}.$$  

(6.44)

With the above equations and Eq. (6.42), one can solve for $V_{ij}$ and $E_i$ and express $q_i$ in terms of the bare modes $b$ and $c$.

$$\begin{pmatrix} g_1 \\ g_2 \\ q_1^\dagger \\ q_2^\dagger \end{pmatrix} = \begin{pmatrix} V_1 & 0 & 0 & V_2 \\ 0 & V_1 & V_2 & 0 \\ 0 & V_2 & V_1 & 0 \\ V_2 & 0 & 0 & V_1 \end{pmatrix} \begin{pmatrix} b \\ c \\ b^\dagger \\ c^\dagger \end{pmatrix}$$  

(6.45)

where $V_i$ are given by

$$V_1 = \sqrt{\frac{2\hbar^2}{W}}$$
$$V_2 = \frac{\omega_b + \omega_c - E_q}{\sqrt{2W}}$$  

(6.46)

with

$$W = 4\hbar^2 + (\omega_b + \omega_c) E_q - (\omega_b + \omega_c)^2$$
$$E_q = \sqrt{(\omega_b + \omega_c)^2 - 4\hbar^2}$$  

(6.47)

and the eigenfrequencies of these normal modes are given by

$$E_{\pm} = \frac{\pm (\omega_b - \omega_c) + E_q}{2}.$$  

(6.48)
Considering the resonant case the eigenfrequencies are simplified to

\[ E_{\pm} = \sqrt{\omega^2 - h^2}. \]  

(6.49)

Plotting the fidelity bound of the bare modes (as we did in Section 6.3) for \( \alpha = 0.01 \) (Figure 6.10), we notice that the fidelity drops as \( h \) approaches 1, i.e. \( \omega \), indicating the presence of an unstable region. Eq. (6.49) shows that the reason behind this is that the eigenfrequencies become imaginary after \( h > \omega \). This means that the ‘unstable’ value of \( h = 0.5 \omega \) no longer exists for the \( x-x \) coupling between modes \( b \) and \( c \), because the fidelity is still quite high in this scenario. However, we see from the plot that there is a new ‘unstable’ value at \( h = \omega \) for this coupling.

Although it is clear analytically where the model is unstable for this particular example, in more complicated scenarios this is not always possible. In this sense, the fidelities of modes could possibly be used in other, more convoluted, models to find ‘instability points’ if it is not clear analytically.

![Figure 6.10: Fidelity bound for the model with a strong ‘blue’ coupling using Uhlmann’s theorem for the bare modes. We notice a sudden drop in fidelity when \( h = 1.0 \), which is the instability point for this model.](image)

6.6 Concluding remarks

The aim of this chapter was to understand if the RWA can be applied to a weakly coupled oscillator in a model if there was a strong coupling present.

To this end, we considered a three oscillator model which incorporated a weak coupling
between two oscillators with one of these oscillators strongly coupled to a third mode. Analyti-
cally we showed that the strong coupling scales the effective coupling of the weakly coupled
oscillator, but the scaling is only significant as one approaches a strong coupling limit. Both
the analytics and numerics indicated that the RWA does better than expected for most of the
modes in the model.

The numerics involved calculating the fidelity between models which do and do not apply
a RWA. By utilising Ullmann’s theorem we are able to find the maximum fidelity bound of
any model with a bi-linear Hamiltonian and this was shown for strongly coupled interaction
Hamiltonians of the $x \cdot x$ and blue detuned form.

It is our hope that this fidelity-based methodology could be extended to a variety of models,
particularly OQSs, to ascertain the validity of using a RWA. This should allow physicists to
quantify the limits of the RWA in their simulations/experiments, for example, one could justify
the use of a RWA-based master equation to model the environment in their experiment.

In our case, this method could be used to find the exact value of the system-environment
scaling factor which invalidates Models 1, 2 and 3 in Chapter 3 and would require the use of
Models 4, 5 and 6 (Chapter 5) to describe the OQS accurately.
Conclusions

The field of OQSs has existed since almost the inception of quantum mechanics itself and since then there has been numerous advancements on the subject. In light of recent investment in the development of quantum technologies, such as Google and NASA’s Quantum Artificial Intelligence Laboratory and the UK National Quantum Technology Programme, to build the world’s first universal quantum computer, there has been vested interest in manipulating OQSs. To this end, there have been endeavours to establish a deeper understanding of environmental effects and controlling said effects by structuring the environments. The most common theoretical approaches to OQSs require approximations and do not allow a direct assessment of the environment. In this thesis, we employed a series of coupled quantum harmonic oscillators to simulate an OQS; allowing us to avoid approximations and analyse the environment modes, giving us a unique, intuitive perspective on OQSs. This final chapter summarises the results within the thesis and mentions some possible applications and extensions.

We began with an investigation into the role near-resonant and detuned environment modes play in determining NMB. The initial analysis was based on an entanglement-based quantifier of non-Markovianity, which we termed the ENMBQ.

By considering a single ‘bath’ mode model, we discovered that a system shares entanglement according to the strength of the coupling and the level of detuning of a particular mode. For this scenario, we also derived an analytical expression for the entanglement. The addition of a second off-resonant ‘bath’ mode in the model complicated the dynamics and this was witnessed through the use of effective Hamiltonians.

In terms of an OQS, we considered the paradigmatic scenario of a harmonic oscillator coupled to a bath of bosonic modes and found that the shape of the spectral density function determined which modes played the important role in determining NMB. For low system-environment coupling scaling factor, $\alpha$, no NMB was observed but after a threshold value, near-resonant modes induce some NMB in the model. However, for higher values of $\alpha$ the detuned modes
take over from the near-resonant modes and play the lead role in determining NMB due to the high frequency of their EOs. The role of near-resonant modes was made more apparent in the other models that were considered. The schemes added a single strongly coupled resonant oscillator in extra bath and buffer mode configurations. They lead to NMB detected at low $\alpha$ due to that extra mode. As $\alpha$ is increased there is a period where no NM dynamics is detected. For higher $\alpha$ values however, the scenario that had an extra strongly coupled mode in the bath behaved like the original model but with a slightly increased amount of NMB due to the extra mode. When this extra mode was a buffer between the system and bath, diminished NMB was observed. This was because the buffer was primarily interacting with near-resonant modes, which naturally produce less NMB than detuned modes in the strong coupling regime due to their relatively slow EOs.

The ENMBQ is not the only witness/measure of NMB that exists in the field and therefore a brief investigation was undertaken on another witness based on fidelity, the FNMBQ. An analysis of an OQS composed of a single mode squeezed state coupled to a thermal bath found a similar relationship with coupling strength and detuning which affected the energy dynamics just as it did with the entanglement dynamics for the ENMBQ. The oscillations seen in the energy dynamics in turn caused oscillations in the fidelity and thus results in a prediction of NMB by the FNMBQ.

Using the knowledge we have gained about the role of near-resonant and off-resonant modes in determining NMB, one could isolate the significant modes in a bath containing numerous oscillators. Armed with these insights researchers are better equipped to engineer models to control the flow of quantum information in their system. This could be achieved by changing either the coupling or detuning to the important modes as well as by adding modes in various configurations. Therefore, this type of control could be useful in maintaining the quantum information of the system, for example in quantum memory models, or even to minimise information feedback which can be of assistance in state transfer protocols.

The original Hamiltonians in our investigations employed beam-splitter like, RWA interactions, where fast oscillating CR terms are ignored. Considering the fact that research has questioned the validity of the RWA in the presence of strong couplings and on its effects on non-Markovianity, we proceeded to find the predictions of the ENMBQ for OQS models which include the CR terms. The analysis showed that the addition of the CR terms had a significant effect on the NMB, in most cases removing it altogether. In the scenario of a system coupled to
a bath, the addition of the fast-oscillating terms caused a rapid decay of entanglement before any of the bath modes are able to induce EOs. In the extra mode OQS models, the CR terms slightly reduce the quantity of NMB for low $\alpha$. In the extra bath mode scenario, we again note that no NMB is witnessed for larger $\alpha$ due to the quick entanglement decay. For the buffer model however, there does exist a region of higher $\alpha$ values where we find NMB which (in similar fashion to the RWA coupling case) is due to the effective reduction of the bath size around the resonant region.

In view of the effect of CR terms on system dynamics, we explored when and if the RWA can be accurately applied to a weakly coupled oscillator if there is a strong coupling present. The model consisted of a three oscillators which incorporated a weak coupling between two oscillators with one of these oscillators strongly coupled to a third mode. Analytics show that the strong coupling scales the effective coupling of the weakly coupled oscillator but only significantly as the strong coupling limit is approached. By examining the fidelity between models which do and do not include the RWA, we have shown that there is a change in the validity of the approximation on the expected time scales. One also notes that certain modes maintain their fidelity more than others, indicating that the RWA could/could not be applied for scenarios where the reader has a particular mode of interest. Moreover the fidelity of the entire model displays that the RWA does better than previously expected for a significant set of parameter regimes. Finally, a blue-detuned Hamiltonian has been studied to exemplify how this method could be used to isolate ‘unstable’ regions of a particular Hamiltonian.

The overall vision of using the fidelity in this fashion is to highlight a methodology that could be extended to a variety of models to ascertain the validity of a RWA. Specifically, it is our hope that this approach be used for OQSs where it is common-place for a RWA to be applied to the system-environment coupling. As we have shown for the simplest case, the parameter regimes and associated time scales for the validity of the RWA can be clearly verified and quantified. This should allow theoreticians, for example, to justify their use of a RWA-based master equation. Thus, possibly leading to a significant speed up in the run-time of simulations and a simpler equation of motion which would aid conceptual understanding of a model.

The basic approach within this thesis can be extended to gain a more in-depth view of other OQS processes, for example, heat exchange in a quantum mechanical model. As described in Appendix C, if one considers a bi-partite OQS with each system mode coupled to a separate heat bath, then it is possible to investigate the heat flow of the model. This can be achieved
by adopting a simple definition based on the exchange of energy. The advantage gained using this approach is that it allows one to observe the heat flow inside the baths themselves. This knowledge, once again, could prove useful if one wished to manipulate the heat flow in an OQS.

In summary, this thesis tackles the issues of OQSs with an unorthodox approach. This fresh perspective gives an intuitive understanding of the inner workings of a quantum environment, which we hope can be used to coax out favourable properties. The effect of the environment is often viewed as something to be eliminated in experimental work, but there are studies which suggest that noise can be harnessed. Adding to this growing body of evidence, we strongly feel that with an enlightened outlook on the nature of the problem, there is significant scope for the environment to be manipulated to aid the task at hand. It is our sincerest hope that the knowledge contained within this thesis proves useful in the advancement of open systems, quantum mechanics and physics.
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Appendices
Appendix A

Derivations of initial states in the covariance matrix formalism

This appendix expands the derivations of the CM for the various initial states shown in Chapter 2. For the single mode states we choose the $R$ vector of the form

$$R^T = (\hat{x}, \hat{p}) \tag{A.1}$$

and for the two mode case we choose

$$R^T = (\hat{x}_1, \hat{x}_2, \hat{p}_1, \hat{p}_2). \tag{A.2}$$

A.1 Vacuum state

We start by inputing the vacuum state into Eq. (2.9)

$$\gamma_{j,k} = 2Re \ Tr [\langle 0 | 0 | R_j R_k ] \tag{A.3}$$

and then express the position and momentum operators in the ladder basis (shown below) to find the elements of the CM.

$$\hat{x} = \frac{1}{\sqrt{2}} (a^\dagger + a) \quad \hat{p} = \frac{i}{\sqrt{2}} (a^\dagger - a) \tag{A.4}$$
The single mode vacuum state can therefore be calculated as shown below.

\[ \gamma_{11} = 2 \text{Re} \langle 0 | \frac{1}{\sqrt{2}} \left( a^\dagger + a \right) \frac{1}{\sqrt{2}} \left( a^\dagger + a \right) | 0 \rangle \]
\[ = \text{Re} \langle 0 | \left( a^\dagger + a \right) \left( a^\dagger + a \right) | 0 \rangle \]
\[ = \text{Re} \langle 0 | \left( a^\dagger + a \right) | 1 \rangle \]
\[ = 1 \] (A.5)

\[ \gamma_{12} = \gamma_{21} = 0 \] because all terms are purely imaginary.

\[ \gamma_{22} = 2 \text{Re} \langle 0 | \frac{i}{\sqrt{2}} \left( a^\dagger - a \right) \frac{i}{\sqrt{2}} \left( a^\dagger - a \right) | 0 \rangle \]
\[ = -\text{Re} \langle 0 | \left( a^\dagger - a \right) \left( a^\dagger - a \right) | 0 \rangle \]
\[ = -\text{Re} \langle 0 | \left( a^\dagger - a \right) | 1 \rangle \]
\[ = 1 \] (A.6)

Which gives a CM of the form

\[ \gamma = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \] (A.7)

i.e. the identity matrix.

### A.2 Thermal state

The majority of the following derivation of the thermal state is shown in Ref. [62]. We consider the thermal state for a single mode and the density matrix is given by

\[ \rho = \frac{\exp \left( -\omega \hat{n} \beta \right)}{\text{Tr} \left[ \exp \left( -\omega \hat{n} \beta \right) \right]} \] (A.8)

where \( \hat{n} \), \( \omega \) and \( \beta = 1/T \) are the number operator, mode frequency and one over the temperature \( T \) respectively. Considering that the density matrix is only dependant on \( \hat{n} \) it will be of diagonal form in the number basis. Therefore it is possible to express the density matrix of a thermal state as the following

\[ \rho = \sum_{n=0}^{\infty} P(n) |n\rangle \langle n| \] (A.9)
where we have a Bose-Einstein probability distribution \( P(n) \) of the form

\[
P(n) = \exp(-n\omega\beta)(1 - \exp(-\omega\beta)). \tag{A.10}
\]

Using this form of the density matrix we can calculate the mean/average photon number, \( \bar{n} \), by finding the expectation value of \( \hat{n} \)

\[
\bar{n} = \text{Tr} [\rho \hat{n}]
\]

\[
= (1 - \exp(-\omega\beta)) \sum_{n=0}^{\infty} (n|\bar{n}|n) \exp(-n\omega\beta)
\]

\[
= (1 - \exp(-\omega\beta)) \sum_{n=0}^{\infty} n \exp(-n\omega\beta)
\]

\[
= (1 - \exp(-\omega\beta)) \left( -\frac{1}{\omega} \frac{d}{d\beta} \right) \sum_{n=0}^{\infty} \exp(-n\omega\beta). \tag{A.11}
\]

Using the relation

\[
\sum_{n=0}^{\infty} \exp(-n\omega\beta) = \frac{1}{1 - \exp(-\omega\beta)} \tag{A.12}
\]

we can express \( \bar{n} \) as

\[
\bar{n} = (1 - \exp(-\omega\beta)) \left( -\frac{1}{\omega} \right) \frac{d}{d\beta} \left( \frac{1}{1 - \exp(-\omega\beta)} \right)
\]

\[
= \frac{\omega \exp(-\omega\beta)(1 - \exp(-\omega\beta))}{\omega(1 - \exp(-\omega\beta))^2}
\]

\[
= \frac{1}{(\exp(\omega\beta) - 1)}. \tag{A.13}
\]

### A.3 Average thermal photon number state

An initial thermal state of an oscillator can be expressed in terms of the average photon number \( \bar{n} \) [62]

\[
\rho = \sum_{n} \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n |n\rangle\langle n|. \tag{A.14}
\]

Expressing this in the CM formalism, we have

\[
\gamma_{j,k} = 2\text{Re} \sum_{n} \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n \text{Tr} [|n\rangle\langle n| R_j R_k]. \tag{A.15}
\]
Explicitly this gives

\[
\gamma_{11} = 2 \text{Re} \sum_n \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n \text{Tr} \left| n \right\rangle \langle n \left| \hat{x} \hat{x} \right| \right|
\]

\[
= \sum_n \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n \langle n \left| a^\dagger + a \right| \left( a^\dagger + a \right) |n\rangle
\]

\[
= \sum_n \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n \langle n \left| a^\dagger a^\dagger + a^\dagger a + aa^\dagger + aa |n\rangle
\]

\[
= \sum_n \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n \langle n \left| \sqrt{n}a^\dagger |n - 1\rangle + \langle n | \sqrt{n + 1}a |n + 1\rangle
\]

\[
= \sum_n \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n \left( \sqrt{n} \sqrt{n + 1} + \sqrt{n + 1} \sqrt{n + 1} \right)
\]

\[
= \sum_n \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n + \sum_n \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n 2n.
\]

The first term is just a probability distribution on \( n \) and so the sum will be equal to one. The second term is therefore just an average since it is the summation of the probability of \( n \), times \( n \), resulting in a value of \( \bar{n} \), the average photon number. Thus the first element of the CM is given by

\[
\gamma_{11} = 2\bar{n} + 1. \tag{A.17}
\]

The off-diagonal terms, \( \gamma_{12} = \gamma_{21} \), are zero because all terms are purely imaginary. The final element is

\[
\gamma_{22} = 2 \text{Re} \sum_n \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n \text{Tr} \left| n \right\rangle \langle n \left| \hat{p} \hat{p} \right| \right|
\]

\[
= \sum_n \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n \langle n \left| \left( a - a^\dagger \right) \left( a^\dagger - a \right) |n\rangle
\]

\[
= \sum_n \frac{1}{1 + \bar{n}} \left( \frac{\bar{n}}{1 + \bar{n}} \right)^n \langle n | a a^\dagger - aa - a^\dagger a^\dagger + aa^\dagger |n\rangle
\]

\[
= 2\bar{n} + 1.
\]

Which gives a CM of the form

\[
\gamma = \begin{pmatrix}
2\bar{n} + 1 & 0 \\
0 & 2\bar{n} + 1
\end{pmatrix}. \tag{A.19}
\]

Note that if we set \( \bar{n} = 0 \) we recover the vacuum state (see Section 2.5.1).
A.4 Squeezed state

A.4.1 Single mode squeezed vacuum state

The single mode squeezing operator is defined as

\[ \hat{S}(z) = \exp \left( \frac{1}{2} \left( za^\dagger - z^* a^2 \right) \right) \]  \hspace{1cm} (A.20)

where

\[ z = re^{i\theta} \]  \hspace{1cm} (A.21)

and \( r \) and \( \theta \) are the squeezing parameter and the phase respectively [49]. Considering a squeezed vacuum state \( \hat{S}|0\rangle \) the CM is given by

\[ \gamma_{j,k} = 2Re \text{Tr} \left[ \hat{S}|0\rangle \langle 0| \hat{S}^\dagger R_j R_k \right] 
= 2Re \langle 0| \hat{S}^\dagger R_j R_k \hat{S}|0\rangle. \]  \hspace{1cm} (A.22)

To calculate the elements of the CM we utilise the Hadamard Lemma

\[ e^X e^{-X} = Y + [X, Y] + \frac{1}{2!}[X, [X, Y]] + \frac{1}{3!}[X, [X, [X, Y]]] + \ldots \]  \hspace{1cm} (A.23)

and the following commutation relations

\[ [aa, a^\dagger a^\dagger] = 2 \left( a^\dagger a + aa^\dagger \right) \]  \hspace{1cm} (A.24)

\[ [aa, a^\dagger a + aa^\dagger] = 4aa \]  \hspace{1cm} (A.25)

\[ [a^\dagger a^\dagger, a^\dagger a + aa^\dagger] = -4a^\dagger a^\dagger. \]  \hspace{1cm} (A.26)

The first element is given by

\[ \gamma_{11} = 2Re \langle 0| \hat{S}^\dagger \hat{x} \hat{x} \hat{S}|0\rangle 
= Re \langle 0| \hat{S}^\dagger \left( a^\dagger a^\dagger + aa + a^\dagger a + aa^\dagger \right) \hat{S}|0\rangle. \]  \hspace{1cm} (A.27)
Using Eq. (A.23), with \( X = \frac{1}{2}(z a^2 - z^* a a^2) \) and \( Y = a^1 a^1 + a a + a^1 a + a a^1 \), we get

\[
\gamma_{11} = \text{Re} \langle 0 | a^1 a^1 \left( 1 + 2z + \frac{2(z^2 + r^2)}{2!} + \frac{8z r^2}{3!} + \frac{8r^2(z^2 + r^2)}{4!} + \ldots \right) + a a \left( 1 + 2z^* + \frac{2(z^* + r^2)}{2!} + \frac{8z^* r^2}{3!} + \frac{8r^2(z^* + r^2)}{4!} + \ldots \right) + a^1 a^1 \left( 1 + (z + z^*) + \frac{4r^2}{2!} + \frac{4r^2(z + z^*)}{3!} + \frac{16r^4}{4!} + \ldots \right) + a^1 a \left( 1 + (z + z^*) + \frac{4r^2}{2!} + \frac{4r^2(z + z^*)}{3!} + \frac{16r^4}{4!} + \ldots \right) |0\rangle
\]

(A.28)

where we have used the fact that \( z^* z = r^2 \). The \( a^1 a^1 \), \( a a \) and \( a^1 a \) terms can be ignored as they yield zero when the expectation value is taken for the vacuum state. Using \( z = re^{i\theta} \) the remaining expression can be simplified as follows

\[
\gamma_{11} = \text{Re} \langle 0 | a a^\dagger \left( 1 + (z + z^*) + \frac{4r^2}{2!} + \frac{4r^2(z + z^*)}{3!} + \frac{16r^4}{4!} + \ldots \right) |0\rangle
\]

\[
= \text{Re} \langle 0 | a a^\dagger \left( 1 + \frac{4r^2}{2!} + \frac{16r^4}{4!} + \ldots + \left(e^{i\theta} + e^{-i\theta}\right) \left(v + \frac{4r^3}{3!} + \ldots\right) |0\rangle
\]

\[
= \text{Re} \langle 0 | a a^\dagger (\cosh (2r) + \cos (\theta) \sinh (2r)) |0\rangle
\]

\[
= \cosh (2r) + \cos (\theta) \sinh (2r).
\]

Similarly we calculate components \( \gamma_{12} \) and \( \gamma_{21} \)

\[
\gamma_{12} (= \gamma_{21}) = 2 \text{Re} \langle 0 | \hat{S}^\dagger \hat{x} \hat{p} \hat{S} |0\rangle
\]

\[
= \text{Re} \langle 0 | \hat{S}^\dagger i \left( a^1 a^\dagger - a a + a a^\dagger - a^1 a \right) \hat{S} |0\rangle
\]

\[
= \text{Re} \langle 0 | i a a^\dagger \left( 1 + \frac{2(r^2 - z^2)}{2!} + \frac{8r^2(r^2 - z^2)}{4!} + \ldots \right) - i a \left( 1 + \frac{2(r^2 - z^2)}{2!} + \frac{8r^2(r^2 - z^2)}{4!} + \ldots \right) - i a^\dagger \left( 1 + (z - z^*) + \frac{4r^2(z - z^*)}{3!} + \ldots \right) + i a a^\dagger \left( 1 + (z^* - z) + \frac{4r^2(z^* - z)}{3!} + \ldots \right) |0\rangle
\]

\[
= \text{Re} \langle 0 | a a^\dagger \left( \frac{e^{i\theta} - e^{-i\theta}}{2i} \right) \left( 2r + \frac{8r^3}{3!} + \ldots \right) + i \rangle |0\rangle
\]

\[
= \sin (\theta) \sinh (2r).
\]
Where after applying the Hadamard Lemma we have used the fact that only the $aa\dagger$ term remains as the expectation value will yield zero for the other operators. Note that the final term disappears because only real components are taken. The final component is given by

$$
\gamma_{22} = 2 \text{Re}\langle 0|\hat{S}\dagger\hat{p}\hat{p}\hat{S}|0\rangle
= \text{Re}\langle 0|\hat{S}\dagger\left(-a\dagger a\dagger - aa + a\dagger a + aa\dagger\right)\hat{S}|0\rangle
= \text{Re}\langle 0|a\dagger a\dagger\left(-1 + 2z - \frac{2(z^2 + r^2)}{2!} + \frac{8zr^2}{3!} - \frac{8r^2(z^2 + r^2)}{4!} + \ldots\right)
+ aa\left(-1 + 2z^* - \frac{2(z^*2 + r^2)}{2!} + \frac{8z^*r^2}{3!} - \frac{8r^2(z^*2 + r^2)}{4!} + \ldots\right)
+ a\dagger a\left(1 - (z + z^*) + \frac{4r^2}{2!} - \frac{4r^2(z + z^*)}{3!} + \frac{16r^4}{4!} + \ldots\right)
+ aa\dagger\left(1 - (z + z^*) + \frac{4r^2}{2!} - \frac{4r^2(z + z^*)}{3!} + \frac{16r^4}{4!} + \ldots\right)|0\rangle
= \text{Re}\langle 0|aa\dagger\left(1 + \frac{4r^2}{2!} + \frac{16r^4}{4!} + \ldots - \frac{(e^{i\theta} + e^{-i\theta})}{2}\left(2r + \frac{8r^3}{3!} + \ldots\right)\right)|0\rangle
= \cosh(2r) - \cos(\theta)\sinh(2r).
$$

This gives us the final form of the CM for a single mode squeezed state

$$
\gamma = \begin{pmatrix}
cosh(2r) + \cos(\theta)\sinh(2r) & \sin(\theta)\sinh(2r) \\
\sin(\theta)\sinh(2r) & \cosh(2r) - \cos(\theta)\sinh(2r)
\end{pmatrix}. \quad (A.32)
$$

### A.4.2 Two mode squeezed vacuum state

The two mode squeezing operator is defined as

$$
\hat{U}_{ab}(z) = \exp\left(\frac{1}{2}\left(z a\dagger b\dagger - z^* a b\right)\right) \quad (A.33)
$$

where

$$
z = \zeta e^{i\phi} \quad (A.34)
$$

and $a\dagger(a)$ and $b\dagger(b)$ are the creation (annihilation) ladder operators for modes one and two respectively. For the purposes of this thesis we just consider a two mode squeezed vacuum state $\hat{U}_{ab}|0_10_2\rangle$, the CM of which is given by

$$
\gamma_{j,k} = 2 \text{Re}\langle 00|\hat{U}\dagger_{ab} R_j R_k \hat{U}_{ab}|00\rangle \quad (A.35)
$$
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with

\[ R^T = (\hat{x}_1, \hat{x}_2, \hat{p}_1, \hat{p}_2) . \]  
\[ (A.36) \]

Note we have dropped the indices for the modes for simplicity. To calculate the elements of the CM we utilise the Hadamard Lemma and the following commutation relations

\[ \left[ O_k, O_k^\dagger O_k^\dagger \right] = 2O_k^\dagger \quad \left[ O_k, O_k O_k^\dagger \right] = O_k \quad \left[ O_k, O_k^\dagger O_k O_k^\dagger \right] = O_k \]  
\[ (A.37) \]

\[ \left[ O_k, O_k O_k^\dagger \right] = -2O_k \quad \left[ O_k^\dagger, O_k O_k^\dagger \right] = -O_k^\dagger \quad \left[ O_k^\dagger, O_k^\dagger O_k O_k^\dagger \right] = -O_k^\dagger \]  
\[ (A.38) \]

\[ \left[ O_k O_l, O_k^\dagger O_l^\dagger \right] = O_k O_k^\dagger + O_l O_l^\dagger \quad k \neq l \]  
\[ (A.39) \]

where \( O_k \) is either the annihilation operator for mode one or two

\[ O_k^T = (a, b) . \]  
\[ (A.40) \]

The first element is given by

\[ \gamma_{11} = 2Re \langle 00 | \hat{U}_{ab}^\dagger \hat{x}_1 \hat{x}_1 \hat{U}_{ab} | 00 \rangle \]
\[ = Re \langle 00 | \hat{U}_{ab}^\dagger \left( a^\dagger a^\dagger + a^\dagger a + aa^\dagger + aa \right) \hat{U}_{ab} | 00 \rangle . \]  
\[ (A.41) \]

We use the Hadamard Lemma to exponentiate the above term with \( X = \frac{1}{2} (z^* ab - za\dagger b\dagger) \) and \( Y = a^\dagger a^\dagger + a^\dagger a + aa^\dagger + aa \). Keeping only the \( aa^\dagger \) and \( bb^\dagger \) terms (as the others will yield zero when the expectation value is taken) we get

\[ \gamma_{11} = Re \langle 00 | aa^\dagger + bb^\dagger \left( \frac{\zeta^2}{2!} + \frac{\zeta^4}{4!} + \frac{\zeta^6}{6!} + \ldots \right) | 00 \rangle \]
\[ = 1 + \frac{\zeta^2}{2!} + \frac{\zeta^4}{4!} + \frac{\zeta^6}{6!} + \ldots = \cosh (\zeta) . \]  
\[ (A.42) \]
The other elements can be calculated as

\[
\begin{align*}
\gamma_{12} &= 2 \text{Re} \langle 00 | \hat{U}^{\dagger}_{ab} \hat{x}_1 \hat{x}_2 \hat{U}_{ab} | 00 \rangle \\
&= \text{Re} \langle 00 | \hat{U}^{\dagger}_{ab} \left( a^\dagger b^\dagger + a^\dagger b + ab^\dagger + ab \right) \hat{U}_{ab} | 00 \rangle \\
&= \text{Re} \langle 00 | b^\dagger b \left( \frac{z + z^*}{2} \right) \left( 1 + \frac{\zeta^2}{3!} + \frac{\zeta^4}{5!} + \ldots \right) | 00 \rangle \\
&= \text{Re} \langle 00 | b^\dagger b \left( \frac{e^{i\phi} + e^{-i\phi}}{2} \right) \left( \zeta + \frac{\zeta^3}{3!} + \frac{\zeta^5}{5!} + \ldots \right) | 00 \rangle \\
&= \cos (\phi) \sinh (\zeta) \\
\end{align*}
\]

\[
\begin{align*}
\gamma_{13} &= 2 \text{Re} \langle 00 | \hat{U}^{\dagger}_{ab} \hat{x}_1 \hat{p}_1 \hat{U}_{ab} | 00 \rangle \\
&= \text{Re} \langle 00 | \hat{U}^{\dagger}_{ab} \left( a^\dagger a^\dagger - a^\dagger a + aa^\dagger - aa \right) \hat{U}_{ab} | 00 \rangle \\
&= \text{Re} \langle 00 | iaa^\dagger | 00 \rangle \\
&= 0 \\
\end{align*}
\]

\[
\begin{align*}
\gamma_{14} &= 2 \text{Re} \langle 00 | \hat{U}^{\dagger}_{ab} \hat{x}_1 \hat{p}_2 \hat{U}_{ab} | 00 \rangle \\
&= \text{Re} \langle 00 | \hat{U}^{\dagger}_{ab} \left( a^\dagger b^\dagger - a^\dagger b + ab^\dagger - ab \right) \hat{U}_{ab} | 00 \rangle \\
&= \text{Re} \langle 00 | b^\dagger b \left( \frac{z^* - z}{2} \right) \left( 1 + \frac{\zeta^2}{3!} + \frac{\zeta^4}{5!} + \ldots \right) | 00 \rangle \\
&= \text{Re} \langle 00 | b^\dagger b \left( \frac{e^{i\phi} - e^{-i\phi}}{2i} \right) \left( \zeta + \frac{\zeta^3}{3!} + \frac{\zeta^5}{5!} + \ldots \right) | 00 \rangle \\
&= \sin (\phi) \sinh (\zeta) \\
\end{align*}
\]

Element \( \gamma_{22} \) is the same calculation as \( \gamma_{11} \), as \( \hat{U}_{ab} \) operates on both modes identically, and is therefore equal to \( \cosh (\zeta) \).

\[
\begin{align*}
\gamma_{23} &= 2 \text{Re} \langle 00 | \hat{U}^{\dagger}_{ab} \hat{x}_2 \hat{p}_2 \hat{U}_{ab} | 00 \rangle \\
&= \text{Re} \langle 00 | \hat{U}^{\dagger}_{ab} \left( a^\dagger b^\dagger + a^\dagger b - ab^\dagger - ab \right) \hat{U}_{ab} | 00 \rangle \\
&= \text{Re} \langle 00 | b^\dagger b \left( \frac{z^* - z}{2} \right) \left( 1 + \frac{\zeta^2}{3!} + \frac{\zeta^4}{5!} + \ldots \right) | 00 \rangle \\
&= \text{Re} \langle 00 | b^\dagger b \left( \frac{e^{i\phi} - e^{-i\phi}}{2i} \right) \left( \zeta + \frac{\zeta^3}{3!} + \frac{\zeta^5}{5!} + \ldots \right) | 00 \rangle \\
&= \sin (\phi) \sinh (\zeta) \\
\end{align*}
\]
Element $\gamma_{24}$ is the same calculation as $\gamma_{13}$ and will therefore be equal to zero.

$$
\gamma_{33} = 2\text{Re}\langle 00|\hat{U}_{ab}^\dagger\hat{p}_1\hat{p}_1\hat{U}_{ab}|00\rangle \\
= \text{Re}\langle 00|\hat{U}_{ab}^\dagger(-a^\dagger a^\dagger + a^\dagger a + aa^\dagger - aa)|00\rangle \\
= \text{Re}\langle 00|aa^\dagger + bb^\dagger\left(\frac{\zeta^2}{2!} + \frac{\zeta^4}{4!} + \frac{\zeta^6}{6!} + \ldots\right)|00\rangle \\
= 1 + \frac{\zeta^2}{2!} + \frac{\zeta^4}{4!} + \frac{\zeta^6}{6!} + \ldots = \cosh(\zeta)
$$  \hspace{1cm} (A.47)

$$
\gamma_{34} (= \gamma_{43}) = 2\text{Re}\langle 00|\hat{U}_{ab}^\dagger\hat{p}_1\hat{p}_2\hat{U}_{ab}|00\rangle \\
= \text{Re}\langle 00|\hat{U}_{ab}^\dagger(-a^\dagger b^\dagger + a^\dagger b + ab^\dagger - ab)|00\rangle \\
= \text{Re}\langle 00|bb^\dagger\left(-\frac{z + z^*}{2}\right)\left(1 + \frac{\zeta^2}{3!} + \frac{\zeta^4}{5!} + \ldots\right)|00\rangle \\
= \text{Re}\langle 00|bb^\dagger\left(-\frac{e^{i\phi} + e^{-i\phi}}{2}\right)\left(\zeta + \frac{\zeta^3}{3!} + \frac{\zeta^5}{5!} + \ldots\right)|00\rangle \\
= -\cos(\phi)\sinh(\zeta)
$$  \hspace{1cm} (A.48)

Finally, $\gamma_{44}$ is the same calculation as $\gamma_{33}$ and will therefore be equal to $\cosh(\zeta)$. Therefore the CM for a two mode squeezed vacuum state is given by

$$
\gamma = \begin{pmatrix}
\mathcal{m}_b & \Pi & 0 & \zeta \\
\Pi & \mathcal{m}_b & \zeta & 0 \\
0 & \zeta & \mathcal{m}_b & -\Pi \\
\zeta & 0 & -\Pi & \mathcal{m}_b
\end{pmatrix}
$$  \hspace{1cm} (A.49)

where

$$
\mathcal{m}_b = \cosh(\zeta) \\
\Pi = \cos(\phi)\sinh(\zeta) \\
\zeta = \sin(\phi)\sinh(\zeta).
$$  \hspace{1cm} (A.50)

For the purposes of our work in this thesis, the expression can be further simplified as we only consider states with zero phase, $\phi = 0$, giving the matrix

$$
\gamma_0 = \begin{pmatrix}
\cosh(\zeta) & \sinh(\zeta) & 0 & 0 \\
\sinh(\zeta) & \cosh(\zeta) & 0 & 0 \\
0 & 0 & \cosh(\zeta) & -\sinh(\zeta) \\
0 & 0 & -\sinh(\zeta) & \cosh(\zeta)
\end{pmatrix}
$$  \hspace{1cm} (A.51)
Appendix B

Master equations in a covariance matrix formalism

It is possible to use the CM to simulate a master equation. In this appendix we show the forms of the CM for two examples of master equations. Please note that depending on definitions of the CM there may be a factor of two difference with other results, also one has to be careful with the definition and use of the damping factor $\alpha$.

B.1 A markovian master equation

As shown in Refs. [6, 9], the master equation for a damped harmonic oscillator is given by

$$\dot{\rho} = \eta(t) (2\bar{n} + 1) \left( 2s\rho s^\dagger - s^\dagger s\rho - \rho s^\dagger s \right) + \eta(t) \bar{n} \left( 2s^\dagger \rho s - ss^\dagger \rho - \rho ss^\dagger \right)$$  \hspace{1cm} (B.1)

where $\bar{n}$ is shown in Section 2.5.2 and $\eta(t)$ is the damping coefficient. It can be shown that this master equation can be expressed in a CM formalism as follows

$$\dot{\gamma} = M \gamma(t) + \gamma(t) M^T + \Delta(t) P$$  \hspace{1cm} (B.2)

where

$$M = \begin{pmatrix} \eta(t)/2 & \omega_s' \\ -\omega_s' & -\eta(t)/2 \end{pmatrix}$$  \hspace{1cm} (B.3)
The renormalised system frequency is given by

$$\omega_k^2 = \omega_k^2 - \Omega$$  \hspace{1cm} (B.5)

where

$$\Omega = 2\alpha \omega_c$$  \hspace{1cm} (B.6)

and $\alpha$ is the damping coefficient in the spectral density function. The diffusion coefficient $\Delta(t)$ and damping coefficient $\eta(t)$ are given by

$$\Delta(t) = \pi J(\omega) (2\bar{n} + 1)$$
$$\eta(t) = \pi J(\omega).$$  \hspace{1cm} (B.7)

### B.2 A non-Markovian master equation

The NM master equation for essentially Model 4 (see Chapter 5) was first solved by Hu, Paz and Zhang [36]. Similarly, a NM master equation was shown by Intravaia et al. using a super operator approach [122]. Their approach, outlined in Refs. [9, 91, 122–124], shows the NM master equation for quantum Brownian motion in the interaction picture under the weak coupling and secular approximations, given in the equation below

$$\dot{\rho} = \alpha (\Delta(t) + \eta(t)) \left( 2s\rho s^\dagger - s^\dagger s\rho - \rho s^\dagger s \right)$$
$$+ \alpha (\Delta(t) - \eta(t)) \left( 2s^\dagger \rho s - ss^\dagger \rho - \rho ss^\dagger \right).$$  \hspace{1cm} (B.8)

It can be shown that this master equation can be expressed in a CM formalism as follows

$$\dot{\gamma} = M\gamma(t) + \gamma(t) M^T + 2\alpha \Delta(t) P$$  \hspace{1cm} (B.9)

where

$$M = \begin{pmatrix}
-\alpha \eta(t) & \omega_s' \\
-\omega_s' & -\alpha \eta(t)
\end{pmatrix}$$  \hspace{1cm} (B.10)
\[ P = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \]  
(B.11)

The renormalised system frequency is given by

\[ \omega_s^2 = \omega_s^2 + \Delta(t). \]  
(B.12)

The diffusion coefficient \( \Delta(t) \) and damping coefficient \( \eta(t) \) are given by

\[
\begin{align*}
\Delta(t) &= \frac{1}{2} \int_0^t ds \int_0^\infty d\omega J(\omega)(2\tilde{n} + 1)\cos(\omega_s s)\cos(\omega s) \\
\eta(t) &= \int_0^t ds \int_0^\infty d\omega J(\omega)\sin(\omega_s s)\sin(\omega s).
\end{align*}
\]  
(B.13)
Appendix C

Other Works

In this appendix we briefly mention some works that are possible to achieve with systems of coupled harmonic oscillators and a CM formalism.

C.1 Heat and entanglement

![Diagram]

Figure C.1: Model to investigate heat flow. Two system oscillators, $S_1$ and $S_2$, are coupled to a bath of oscillators $R_i$ and $R_j$ with coupling strengths $g_i$ and $g_j$ respectively. The system modes are coupled together with strength $h$ and can be in any squeezed thermal state. The baths are in thermal states with temperatures $T_A$ and $T_B$ with $T_B > T_A$ to create heat flow.

If one considers a bi-partite quantum harmonic oscillator system each coupled to bath of harmonic oscillators as shown in Figure C.1 then it is possible to investigate the heat flow of the model. By setting the initial state of the system modes in any squeezed thermal state and the baths in thermal states with temperatures such that $T_B > T_A$ it is possible to create a heat flow from one end of the model to the other. There are various quantum mechanical definitions of heat, as seen in Refs. [142–144], we adopt a simple definition based on the exchange of energy.
Considering a simple two mode system with a Hamiltonian

$$\hat{H} = \omega_a a^\dagger a + \omega_b b^\dagger b + g \left( a + a^\dagger \right) \left( b + b^\dagger \right)$$

$$= \frac{\omega_a}{2} (\hat{x}_a^2 + \hat{p}_a^2 - 1) + \frac{\omega_b}{2} (\hat{x}_b^2 + \hat{p}_b^2 - 1) + 2g \hat{x}_a \hat{x}_b \tag{C.1}$$

where we have expressed the Hamiltonian in the position-momentum basis and $\hat{x}_a$ ($\hat{p}_a$) and $\hat{x}_b$ ($\hat{p}_b$) are the position (momentum) operators for modes $a$ and $b$ respectively. The energy of mode $a$ is given by

$$\hat{E}_a = a^\dagger a = (\hat{x}_a^2 + \hat{p}_a^2 - 1). \tag{C.2}$$

We then consider the change of the energy of mode $a$ in time, $\dot{\hat{E}}_a(t)$, by looking at the Heisenberg equation

$$\dot{\hat{E}}_a(t) = i \left[ \hat{H}, \hat{E}_a \right]$$

$$= ig \left[ \hat{x}_a(t) \hat{x}_b(t), \hat{p}_a(t) \hat{p}_a(t) \right] \tag{C.3}$$

$$= -2g \hat{p}_a(t) \hat{x}_b(t).$$

In the CM formalism, by expressing a symplectic vector, $R$, of the form

$$R^T = (\hat{x}_a, \hat{x}_b, \hat{p}_a, \hat{p}_b) \tag{C.4}$$

we can find $\langle R_i(t), R_j(t) \rangle$ by taking half of the $\gamma_{ij}(t)$ component of the CM. This allows us to calculate the energy change, and therefore the heat, in mode $a$ from the CM as shown in the equation below

$$\dot{\hat{E}}_a(t) = -2g \left( \frac{\gamma_{21}}{2} \right)$$

$$= g \gamma_{12} \tag{C.5}$$

where we have used the anti-symmetric property of the CM. This is easy to simulate and calculate and can be compared to a master equation approach (which can simulate the model exactly). The advantage of this approach is to understand the transfer of heat to specific bath modes or even within the bath modes.

Additionally it has been shown that the presence of correlations, for example entanglement, within such a model can cause a reversal of the heat flow [145, 146]. This again can be investigated using a CM approach by setting the initial state of the system modes to have an initial squeezing.
C.2 Entanglement broadcasting

Figure C.2: Model to investigate entanglement broadcasting. An initially entangled two mode squeezed state $\rho_{AB}$ is spatially separated. By connecting modes 1 and 2 to mode $A$ and modes 3 and 4 to mode $B$ it is possible to create more entangled pairs.

The concept of entanglement broadcasting was first introduced by Buzek et. al. [147]. The basic principle is that two parties which share an entangled pair can then create more, ‘less entangled’, pairs by interacting their entangled mode with additional modes as shown in Figure C.2. Using the CM approach one can investigate how to create optimal or interesting sets of entanglement pairs. There are a variety of options in terms of tweaking the model, for example one could vary mode frequency and coupling parameters, have adaptive time-dependent couplings, different coupling regimes (e.g. red or blue detuned Hamiltonians) and varying initial states.
Appendix D

Outreach

During my time as a PhD student I have engaged in multiple outreach activities. Outreach is designed to educate the general public about science and in my case, physics. Many of these activities have had tools to explain some of the basic ideas behind the work in this thesis. The main events that have covered my research activities have been science busking and an art exhibition, which are briefly detailed below.

D.1 Science busking

During Imperial Festivals, physics department open days and the Royal Society Summer Exhibition, I used a Tibetan singing bowl to explain the concept of resonance. The bowl is designed such that when it is filled with water and the handles on the bowl are rubbed, the resonance frequency of the bowl is hit, causing vibrations in the water and a sound to be emitted. By giving more examples of classical and famous cases of resonance, I explain the basic concept of natural frequencies and efficient energy transfer for resonant cases. For older members of the public I proceed to describe how the concept of resonance, and therefore detuning, can also have an effect on the quantum level, i.e. by having an effect on the transfer of quantum information. This then provides a link to my PhD work and can be explained to more interested parties.
D.2 Physics happens in a dark place exhibition

In a collaboration with the Royal College of Art (RCA) Information Experience Design (IED) programme there was an exhibition which displayed PhD topics in the form of artwork. Myself and a few other students gave talks about our PhD projects and the RCA students set about turning the physics we described into works of art. After a few discussions between the two groups the result was an art exhibition titled ‘Physics happens in a dark place’ which was held in Shoreditch town hall. Three of the exhibits were based on my work and are briefly described below. Further pictures and videos of the explanations behind the pieces can be found in Refs. [148] and [149].
D.2.1 Resonance Revenant

This piece of work visualises a system oscillator coupled to many other oscillators represented by the speakers. The lengths of the wires represent different coupling strengths and the speakers play a sound at different frequencies, i.e. the natural frequency of a mode. At different points in time, different speakers will play a sound and be encircled by light to display its activeness or occupancy, this illustrates how a system mode shares quantum information with different bath modes depending on the parameters.

D.2.2 Systems and Baths

The aim of this piece is to illustrate the methodology I apply to investigate OQS. Each of the ‘balls’ represent a particular bath structure and the inside of which are covered by mirrors. The viewer then picks up a system mode depicted by a small clear glass ball with a laser light protruding the surface and places it inside the different bath structures. The differences in the physical structure of the ball results in the mirrors in its interior reflecting the ‘modes’ and their coupling to the laser light in various ways which one can observe through the opening in the ball structures. This procedure mirrors the simulations I apply to investigate the role of bath structures in affecting the properties of an OQS.

D.2.3 Quantum Love

This project is designed to showcase entanglement. There are two large balloons filled with helium which float in two separate rooms and are lit in different colours to depict spatial separation. The balloons have propellors which correlates the movements between the two spheres which clearly represents the correlations that underly quantum entanglement. Moreover they have distance sensors which keeps the balloons away from any surface through the use of the propellers. The idea behind this is to illustrate the measurement problem (or decoherence). The balloons avoid contact, i.e. observation, in order to maintain the entanglement between the them.
Figure D.2: Resonance Revenant. ‘Bells ring out in the darkness, calling attention to unseen struggles, calling for us to understand’. Exhibit by Oliver Smith. Photographs were taken from Ref. [148] courtesy of Karin von Ompteda.
Figure D.3: Systems and Baths. ‘Geode-like mirrors shower lasers in scattered patterns but on reflection their warm hue is more like a bath’. Exhibit by Meng Yang. Photographs were taken from Ref. [148] courtesy of Karin von Ompteda.
Figure D.4: Quantum Love. ‘Two quantum particles entangled yet separated. Two lovers in a long distance relationship unable to get close’. Exhibit by Gina Sun. Photographs were taken from Ref. [148] courtesy of Karin von Ompteda.