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Abstract

Quantum Monte Carlo (QMC) methods are powerful, stochastic techniques for computing the properties of interacting electrons and nuclei with an accuracy comparable to the standard post-Hartree–Fock methods of quantum chemistry. Whilst the favourable scaling of QMC methods enables a quantum, many-body treatment of much larger systems, the lack of accurate and efficient total energy derivatives, required to compute atomic forces, has hindered their widespread adoption.

The work contained within this thesis provides an efficient procedure for calculating exact derivatives of QMC results. This procedure uses the programming technique of algorithmic differentiation (AD), which allows access to the derivatives of a computed function by applying chain rule differentiation to the underlying source code. However, this thesis shows that a straightforward differentiation of a stochastic function fails to capture the important contribution to the derivative from probabilistic decisions. A general approach for calculating the derivatives of a stochastic function is presented, where a similar adaptation of AD applied to the diffusion Monte Carlo (DMC) algorithm yields exact DMC atomic forces. The approach is validated by performing the largest ever DMC force calculations, which demonstrate the feasibility of treating systems containing thousands of electrons. The efficiency of AD also enables molecular dynamics simulations driven entirely
by DMC, adding new functionality to the QMC toolkit.

Another focus of this thesis is using the phenomenon of stochastic coherence to correlate DMC simulations, allowing finite difference derivatives to be obtained with a small error. Whilst this method is far easier to implement than AD, preliminary results show an instability when treating larger systems. A different approach is obtained from extrapolating this method to a finite difference step size of zero, producing algebraic expressions for a direct differentiation of the DMC algorithm.
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<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD</td>
<td>algorithmic differentiation</td>
</tr>
<tr>
<td>CC</td>
<td>coupled cluster</td>
</tr>
<tr>
<td>CI</td>
<td>configuration interaction</td>
</tr>
<tr>
<td>CSF</td>
<td>configuration state function</td>
</tr>
<tr>
<td>DFT</td>
<td>density functional theory</td>
</tr>
<tr>
<td>DMC</td>
<td>diffusion Monte Carlo</td>
</tr>
<tr>
<td>FIFO</td>
<td>first-in, first-out</td>
</tr>
<tr>
<td>GAMESS</td>
<td>The General Atomic and Molecular Electronic Structure System</td>
</tr>
<tr>
<td>HF</td>
<td>Hartree–Fock</td>
</tr>
<tr>
<td>HFT</td>
<td>Hellmann–Feynman theorem</td>
</tr>
<tr>
<td>HPC</td>
<td>high-performance computing</td>
</tr>
<tr>
<td>LIFO</td>
<td>last-in, first-out</td>
</tr>
<tr>
<td>MP2</td>
<td>second order Møller–Plesset perturbation theory</td>
</tr>
<tr>
<td>QMC</td>
<td>quantum Monte Carlo</td>
</tr>
<tr>
<td>RAM</td>
<td>random-access memory</td>
</tr>
<tr>
<td>SWCT</td>
<td>space-warp coordinate transformation</td>
</tr>
<tr>
<td>VMC</td>
<td>variational Monte Carlo</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

Computer simulations are now firmly established as a complement to physical experiments. In particular, \textit{ab initio} simulations, which are independent of empirical information, provide a perfect test of fundamental theories, with the ability to explain results and predict physical phenomena from first principles. However, the exact simulation of quantum mechanics, which underpins a large part of fundamental physics, is only possible for the very simplest systems.\textsuperscript{1} The solution of the Schrödinger equation requires the determination of a wave function from a highly coupled differential equation. For a collection of $N$ charged particles, such as an atom or molecule, the wave function is a $3N$-dimensional quantity dependent upon the position of all particles. Obtaining a solution is a task which scales exponentially in difficulty with $N$, and will not produce any useful results; just storing a simple representation of the wave function on a real-space grid with 100 points in each dimension requires $100^{3N}$ floating point numbers, amounting to a memory consumption of 4 terabytes for two particles and 4 exabytes for three. The futility
of treating larger systems exactly is obvious. It is therefore necessary to use approximations to make the computation of quantum mechanical properties feasible.

One ubiquitous class of approximate computations are Monte Carlo methods, which influence a vast range of disparate fields encompassing finance, epidemiology, genetics, metrology, astrophysics, materials modelling, chemistry, particle physics and quantum mechanics. The key to their success is that, by sampling equations rather than solving them exactly, it is possible to produce accurate estimates of results far faster than deterministic methods, using fewer computational resources. Even when the time required to calculate a deterministic solution scales exponentially with system size, stochastic estimates of results with a set error bar can often be obtained in just polynomial time. Additionally, the inherently parallel nature of Monte Carlo algorithms is ideally suited for modern high-performance computing (HPC) architectures, enabling an efficient exploitation of large supercomputers.

Quantum Monte Carlo (QMC) methods and in particular the variational Monte Carlo (VMC) and diffusion Monte Carlo (DMC) algorithms, are powerful ab initio tools which rely on the stochastic sampling of wave functions to reduce the complexity of computational quantum mechanics. Compared to the standard post-Hartree–Fock methods of quantum chemistry, QMC calculations yield equivalently accurate electronic structures of atoms, molecules and solids, with a cost that scales relatively modestly with system size. The more accurate, but expensive, DMC method represents a many-electron wave function as a stochastic collection of weighted
electronic configurations. As such a representation is not restricted to an expression in terms of a basis set, the DMC method can excel in systems where other electronic structure methods typically struggle; the storage requirements of the fully interacting DMC wave function are spectacularly small and its variational freedom allows sharp or discontinuous features to be represented exactly.

Whilst stochastic sampling can be enormously beneficial, there are disadvantages to Monte Carlo methods. Results containing stochastic error bars can be difficult to validate and, in many cases, obtaining accurate derivatives of results with respect to the parameters of a simulation is not feasible. The latter problem can be a significant drawback; often knowing how the result of a simulation will respond to changes in its inputs is more valuable than the result itself. This is particularly pertinent for DMC simulations, where the stochastic representation of the wave function prevents the evaluation of the algebraic derivatives required for atomic force calculations. Existing differentiation strategies\textsuperscript{21–32} rely on approximations to the DMC wave function and all scale very poorly with system size, limiting previous DMC force calculations to molecules containing 8 or fewer electrons. This contrasts markedly with the evaluation of total energies, where simulations involving more than 1000 electrons are possible.\textsuperscript{33}

A lack of accurate and efficient forces has hindered a wider adoption of DMC as many important physical properties of systems are determined by the molecular geometry, which is often too difficult to determine using current methods. The aim of this thesis is to investigate new approaches to calculating total energy derivatives within DMC simulations using insights
from physics and techniques from computer science. These derivatives will increase the utility of the DMC method by providing a mechanism to perform wave function optimisation, structure relaxation and molecular dynamics simulations. The principal difficulty in this objective is designing novel strategies for calculating the derivatives of a stochastic algorithm.

Traditional numerical differentiation schemes, based on finite difference methods, struggle in the presence of noise. These techniques estimate derivatives from small differences between slightly displaced systems. For deterministic methods the selection of very small displacements can yield highly accurate derivatives, but in the presence of independent stochastic errors the resolution of the small differences becomes very difficult. One solution is to employ the technique of correlated sampling,\textsuperscript{34} where a single, reweighted set of samples is used to evaluate multiple similar Monte Carlo estimates. In this regime the difference between two displaced systems varies smoothly, with the stochastic error tending to zero with the displacement. Correlated sampling is prevalent in VMC wave function optimisations,\textsuperscript{35,36} but its application to DMC is more complicated.\textsuperscript{27–30}

A different way of correlating stochastic simulations uses the phenomenon of stochastic coherence, where two similar dynamical trajectories exposed to a common noise converge to a single path.\textsuperscript{37} This property is rather remarkable, as dynamical simulations are notoriously sensitive to their initial conditions; small changes to the parameters of a simulation typically result in chaotic behaviour with an exponential divergence in trajectories. The form of the equations governing the evolution of a DMC simulation are particularly amenable to such a treatment, and by correlating simulations in such
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In a manner it is possible to estimate the total energy derivatives required for force calculations using finite differences.\textsuperscript{31} This thesis presents an extension of this approach to a more sophisticated DMC algorithm and, by extrapolating the resultant equations to a finite difference step size of zero, derives an analytic expression to calculate DMC forces directly.

An alternative route to the direct evaluation of derivatives is algorithmic differentiation (AD),\textsuperscript{38,39} a programming technique for extracting the derivatives of a computed function that occupies the ground between the traditional numerical finite differencing methods and symbolic differentiation. This method proceeds by decomposing an arbitrarily complex function into a (potentially enormous) sequential list of basic operations. Such a decomposition is always possible as the instructions ultimately fed to a CPU can contain only elementary arithmetic. Supplied with a list of operations, AD calculates derivatives via the systematic application of chain rule differentiation. This allows AD to extract derivatives from computed functions that are too complex to permit an explicit algebraic solution. Another attraction of AD is that the ‘reverse mode’ of operation allows access to the derivatives of a selected program output with respect to all of its inputs, simultaneously, in a small, fixed multiple of the computational cost of evaluating the underlying function in isolation. This makes the AD method extremely efficient at differentiating calculations containing many degrees of freedom.

Whilst prevalent in the financial sector, the adoption of AD by the scientific community has been fairly limited. One application\textsuperscript{40} of particular pertinence is the calculation of force estimators within VMC, which is the first association of AD with QMC methods. This thesis details a new, first
principles method of calculating accurate DMC atomic forces via the application of AD to the DMC algorithm.

The following chapter provides some context for QMC methods by giving a quick introduction to techniques for simulating atoms and molecules, ranging from classical interatomic potentials to the highly accurate calculations of quantum chemistry. Chapter 3 introduces Monte Carlo approaches, including derivations of the sampling techniques underlying the VMC and DMC algorithms. This is followed by a chapter dedicated to the VMC and DMC algorithms themselves, containing an outline of the theory behind both methods and some details of their implementations. Chapter 5 presents some strategies for calculating the derivative of a stochastic function, and provides the first theoretical contribution towards the differentiation schemes developed later on in this thesis. Existing strategies for calculating derivatives within QMC methods are summarised in Chapter 6, which is followed by an introduction to AD in Chapter 7. Chapter 8 details the application of AD to the DMC algorithm, which yields an accurate and efficient method of obtaining the derivatives of DMC results. Calculations of DMC forces in large systems are used to validate and benchmark the new approach, before driving the first DMC molecular dynamics simulation. The penultimate chapter presents a DMC correlated sampling method based on stochastic coherence, and describes its implementation in an established DMC code. This method shows promise for simulations of a water molecule, but the correlated sampling scheme breaks down for systems of a larger size. The chapter concludes with an extrapolation of the divergence of correlated trajectories to a finite difference step size of zero, producing an algebraic expression for the direct
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calculation of the DMC total energy. Finally, Chapter 10 puts the results
into context and outlines avenues for future work.
Chapter 2

Simulating atoms and molecules

2.1 Introduction

Over the past 40 years the maximum processing speed of a computer, measured in instructions per second, has increased by 11 orders of magnitude, with corresponding gains in the availability of fast random-access memory (RAM) and disk storage. This dramatic increase in computing power, accompanied by algorithmic and software developments to exploit it, means that scientific calculations requiring a supercomputer 10 years ago can now be performed on personal desktop machines. The software to perform these calculations is also far more widely available, making computer simulations of complex physical phenomena feasible without having to invest significantly in computing infrastructure. When compared to experiments, computer simulations therefore represent a relatively cost efficient way of evaluating analytical
models or testing theories. Simulations are particularly useful when physical or financial constraints render the construction of a particular experiment impossible, allowing access to extremes in temperature, pressure, length or time scales, and many more regimes.

One relevant application is the search for new compounds or materials with desirable properties. Whilst current simulation techniques are not accurate, reliable or flexible enough to have made a significant impact so far, progress in this area has been the driving force behind the establishment of the Materials Genome Initiative\textsuperscript{41} in the United States, and related activities internationally. The common idea behind these projects is to accelerate the design and development of new materials using computational data to guide the selection of candidate substances.

Another related application where simulations have played an important role is the study of the interactions between electrons and nuclei in individual and small collections of molecules. The small length scales involved make physical manipulation and testing extremely difficult, and simulations have provided valuable insights into the nature of electronic properties and chemical bonding.

This chapter presents a brief overview of the methods commonly used by physicists and chemists to simulate atoms and molecules. Here, and throughout this thesis unless stated otherwise, equations are presented using atomic units, \( m_e = e = \hbar = 4\pi\varepsilon_0 = 1 \), where \( m_e \) is the mass of an electron, \( e \) is the charge on an electron, \( \hbar \) is the reduced Planck constant, and \( \varepsilon_0 \) is the permittivity of free space.
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2.2 Force field methods

Atomic bonds determine a large number of the properties of condensed matter systems, and the simplest method of modelling interactions between atoms is to give them an explicit functional form. This approach assumes that a reasonable description of the local atomic coordination can be captured via the optimisation of functions describing the energetics of bond stretching, bond angles, electrostatic interactions, van der Waals interactions, and other effects. The combined action of these functions is referred to by chemists as a force field, which is typically optimised to reproduce properties such as crystal structures, lattice constants, stresses and strains, melting points, and densities of bulk systems in molecular dynamics simulations. Whilst predominantly labelled as an empirical method, the reference data for force field optimisation can be obtained from more expensive, \textit{ab initio} quantum mechanical simulations of smaller systems, as well as experimental results.

Molecular dynamics simulations\textsuperscript{42,43} obtain the classical time evolution of an initial configuration of atoms using accelerations determined by the atomic forces. Using a time step, which is typically chosen to be around 5\% of the period of the fastest natural oscillation in the system, classical equations of motion are combined with current and previous information about the positions, velocities and accelerations of atoms to determine the state of the system a short time in the future. A number of different schemes exist for integrating the equations of motion, with various degrees of accuracy and difficulty which can be selected based upon the demands of the application. Additionally, it is possible to control thermodynamic variables such as
the temperature, pressure and volume of a system, allowing the simulation of thermodynamic ensembles. This makes the molecular dynamics method an extremely versatile tool for investigating equations of state and phase transitions by adjusting the temperature and pressure over the course of a simulation.\textsuperscript{44, 45} It is also relatively straightforward to study the time evolution of an initial disturbance to the system or model dynamic effects such as reaction rates or diffusion processes.\textsuperscript{46, 47} Other properties often obtained from molecular dynamics simulations include heat capacities, equilibrium geometries and pair distribution functions.

The drawback of the molecular dynamics method is that the calculation of many properties requires a very large number of atoms or a very long simulation time; for small systems the thermodynamic limit is not reached, making many useful formulas meaningless, and short time scales can fail to capture rare events or slower processes like phase changes. To address these issues, molecular dynamics simulations are commonly partnered with atomic forces obtained from force fields, which, compared to approaches based on quantum mechanics, can be computed many orders of magnitude faster, and allow the simulation of hundreds of millions of atoms simultaneously.

The accuracy of force fields can vary tremendously based on their form and the type of system being studied. Whilst simple pairwise interactions, such as those defined by the Lennard-Jones potential, are extremely quick to evaluate, they are also correspondingly limited in scope. More complicated interactions require additional terms to represent different features of each atom’s environment, which are often highly system dependent. This has resulted in the publishing of many different force field parametrisations with
fairly limited transferability beyond their initial applications. Even within their ideal domain, the most advanced force fields cannot hope to accurately reproduce phenomena arising from electron transfer or quantum effects. More accurate simulations of atoms and molecules can only be obtained using a quantum mechanical treatment of the electrons.

### 2.3 Electronic structure methods

Electronic structure methods are tools which determine the properties of systems by directly solving the quantum-mechanical equations of motion for the electrons. Whilst far more expensive than force field methods, the results obtained are typically much more accurate, and the explicit inclusion of electrons allows the computation of properties including ground state geometries, reaction paths and associated barrier heights, vibrational frequencies, thermochemistry, dipole moments, polarisabilities, magnetic properties and excited states. Many of these are, in principle, attainable with polarisable force fields, but any physical effect determined by complex interactions between electrons is likely to be poorly described. The high computational cost of electronic structure methods means that only the cheapest variants are suitable for molecular dynamics simulations, and even then the largest systems sizes possible are around four orders of magnitude smaller than those treated using force fields; on a large supercomputer it might be possible to simulate 10,000 atoms over a short time scale using semi-empirical or linear scaling electronic structure methods.
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2.3.1 The Born–Oppenheimer approximation

Underlying all of electronic structure physics is the many-body Schrödinger equation,

\[
\hat{H} = -\frac{1}{2} \sum_i \nabla_{\vec{r}_i}^2 + \frac{1}{2} \sum_i \sum_{j \neq i} \frac{1}{|\vec{r}_i - \vec{r}_j|} - \sum_i \sum_\alpha \frac{Z_\alpha}{|\vec{r}_i - \vec{R}_\alpha|} - \frac{1}{2} \sum_\alpha \frac{1}{m_\alpha} \nabla_{\vec{R}_\alpha}^2 + \frac{1}{2} \sum_\alpha \sum_{\beta \neq \alpha} \frac{Z_\alpha Z_\beta}{|\vec{R}_\alpha - \vec{R}_\beta|},
\]  

(2.1)

where \(\{\vec{r}_i\}\) are electron positions with Roman indices, \(\{\vec{R}_\alpha\}\) are nuclear positions with Greek indices and \(\{Z_\alpha\}\) and \(\{m_\alpha\}\) are the corresponding nuclear charges and masses respectively. Equation (2.1) can be made more tractable using the Born–Oppenheimer approximation,\(^{48,49}\) which decouples the dynamics of electrons and nuclei. As the mass of an electron is approximately \(10^{-3}\) to \(10^{-5}\) that of a nucleus, it is only a small approximation to assume that the electrons react instantaneously to any changes in the positions of the nuclei. Writing the wave function as

\[
\Psi(\vec{r}; \vec{R}) \chi(\vec{R}),
\]  

(2.2)

where barred quantities represent vectors where each element is the position of a single electron or nucleus, and the electron coordinates are parametrically dependent on the nuclear geometry, it is possible to show that the terms in the Hamiltonian which couple the electronic and nuclear dynamics are small.\(^{50}\) This approximation allows electronic structure methods to treat the electronic wave function in isolation, reducing the problem to that of finding...
2. SIMULATING ATOMS AND MOLECULES

eigenstates of the combined potential contributions from the nuclei. The electronic Hamiltonian is given by

\[ \hat{H} = \frac{1}{2} \sum_i \nabla^2_{r_i} + \frac{1}{2} \sum_i \sum_{j \neq i} \frac{1}{|r_i - r_j|} - \sum_i \sum_a \frac{Z_a}{|r_i - R_a|}, \quad (2.3) \]

which, for notational convenience, can be written as

\[ \hat{H} = \frac{1}{2} \nabla^2_{\bar{r}} + U(\bar{r}). \quad (2.4) \]

Here \( \nabla_{\bar{r}} \) is a vector of the corresponding single electron gradient operators, and the dependence of the Schrödinger equation on the nuclear positions \( \bar{R} \) has been absorbed into the definition of \( U(\bar{r}) \).

For some physical processes the Born–Oppenheimer approximation excludes important information about the interaction between the dynamics of electrons and nuclei. The instantaneous acceleration of the nuclei is obtained from the gradient of the Born–Oppenheimer energy surface, which is itself determined solely by the nuclear geometry. Therefore, any subsequent nuclear motion can only ever be conservative; there exists no mechanism to transfer energy from the nuclear dynamics to the electronic system. Another limitation of the Born–Oppenheimer approximation is that it only considers a single Born–Oppenheimer energy surface. A quantum mechanical treatment of the nuclei associates a Born–Oppenheimer energy surface with each electronic energy level. When two energy levels become close it should be possible to transition between the Born-Oppenheimer surfaces, ending up in a linear combination of two different electronic states. The forces on the nu-
clei depend on the electronic state, so the transition into a superposition of two different electronic states causes the nuclear wave packet to divide into two components, which separate as time evolves. Thankfully, a great deal of interesting and important science occurs relatively close to the ground state where first order corrections to the Born–Oppenheimer approximation are of the order $10^{-4}$ or $10^{-5}$ times the electronic kinetic energy.\(^{50}\)

### 2.3.2 Hartree–Fock and post-Hartree–Fock methods

The Hartree–Fock (HF) ansatz is that, for systems without spin polarisation, the solution of the electronic Born–Oppenheimer Hamiltonian can be expressed as a single Slater determinant of one-electron orbitals. These orbitals are generated using the quantum mechanical variational principle which states that, for any reasonable trial wave function, $\Psi_{\text{HF}}$, the expectation value of the energy,

$$
E_{\text{HF}} = \frac{\int \Psi_{\text{HF}}(\vec{r})^* \hat{H} \Psi_{\text{HF}}(\vec{r}) d\vec{r}}{\int \Psi_{\text{HF}}(\vec{r})^* \Psi_{\text{HF}}(\vec{r}) d\vec{r}}.
$$

(2.5)

is greater than or equal to the true ground state energy. The best possible energy within this theory is therefore obtained by varying the form of the orbitals to produce the lowest value possible. For systems with spin polarisation the wave function can be expressed using a product of spin polarised determinants, but the remainder of this thesis will deal with calculations involving doubly occupied orbitals.

Whilst the antisymmetry of a Slater determinant enforces the correct exchange symmetry, individual electrons only experience the Coulomb repul-
sion due to the average positions of all the other electrons. Herein lies the main source of error in the HF method: Coulombic interactions between electrons are only treated on average, so the resultant correlations between their instantaneous positions are neglected. This error is known as the dynamical correlation energy. Another source of error, known as the static correlation energy, is indicated by the inability of a single Slater determinant to properly describe the form of the ground state wave function. Whilst generally a small fraction of the total energy, the correlation energy can play an essential role in determining the properties of a system because it can make a significant contribution to total energy differences. Techniques for improving upon the HF wave function, known as post-Hartree–Fock methods, aim to recover as much of the correlation energy as possible.

Instead of a single Slater determinant, the configuration interaction (CI) method constructs a wave function out of a linear combination of determinants containing the ground state and excited occupations of the HF orbitals. These determinants are known as configurations, and the relative contribution of each is determined in a similar manner to the HF orbitals via equation (2.5) and energy minimisation. The number of configurations to include is determined by the types of excitations allowed. Common truncation levels include single excitations (CIS), single and double excitations (CISD), single, double and triple excitations (CISDT), and all possible excitations (Full CI), where the maximum excitation level is set by the number of electrons. If the basis of one-electron functions is complete, which is only ever a theoretical possibility, then the Full CI procedure is known as ‘Complete CI’.

Whilst CI can produce extremely accurate results, the number of config-
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Configurations required scales very strongly with system size. Brillouin’s theorem states that single excitations cannot improve the ground state wave function, so at least double excitations are required to make any gain in the amount of ground state correlation energy recovered. The number of configurations required is dominated by the contribution of the highest excitation level, which for double excitations corresponds to a computational demand of approximately $O(n^6)$ in typical use cases, where $n$ represents the number of one-electron basis functions. Here $n$ is normally a small multiple of number of electrons, and is determined by the size of the basis set produced by the underlying HF calculation. The inclusion of triple excitations increases the scaling to approximately $O(n^8)$, and Full CI scales factorially. In the limiting case where $n$ is far larger than the number of electrons, the computational scaling of CISD and CISDT is reduced to $O(n^4)$ and $O(n^5)$ respectively.

A drawback of truncated CI methods is a lack of size-extensivity. As the size of a system increases, the proportion of the correlation energy contained within a certain truncation level decreases, and the method performs less well. This can make it difficult to compare properties of different sized system, as there will not be a reliable cancellation of errors. Truncated CI also lacks size-consistency, where the energy of two atoms at a large separation is not the same as the sum of their energies when calculated individually. The combined system requires a higher truncation level to accommodate the possibility of simultaneous excitations on both atoms. Restricted HF, which operates on closed-shell systems with all orbitals doubly occupied, is also not size-consistent, as it cannot properly describe the dissociation of the combined system into open-shell fragments.
An improvement to the CI approach is the coupled cluster (CC) method,\textsuperscript{53} which, rather than using a linear combination of configurations, expresses the wave function in terms of an exponentiated sum of excitation operators acting on the HF ground state. The main idea behind this representation is that, compared to CI at the same truncation level, the CC wave function includes contributions from higher order excitations due to the power series expansion of the exponential. Whilst having a larger prefactor, the computational scaling of truncated CC is similar to that of truncated CI, where the increased accuracy and the introduction of size-extensivity usually justifies the additional cost. Furthermore, if the underlying HF calculation is size consistent, then truncated CC calculation is also size consistent. Due to the enormous computational cost of including single, double and triple excitations (CCSDT), the effect of the triple excitations is usually incorporated perturbatively, and the resultant method, CCSD(T), is sometimes referred to as the ‘gold standard’ of electronic structure calculations.

Despite its accuracy the utility of CCSD(T) is severely diminished by its poor scaling with system size, which limits it to systems containing fewer than approximately 30 atoms. A less accurate, but cheaper way of recovering correlation energy is given by second order Møller–Plesset perturbation theory (MP2). Here the zeroth-order Hamiltonian is the Fock operator that generates the HF orbitals, which is augmented by the difference between the Fock operator and the two-body Coulomb operator. This explicitly correlates the positions of the electrons, and MP2 provides the second order correction to the ground state energy via perturbation theory. Whilst its accuracy is highly system dependent, this approach can produce better total energies,
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geometries, vibrational frequencies and excitation energies than HF calculations,\textsuperscript{54–57} with a more favourable scaling than CISD allowing the treatment of systems containing around 100 atoms.

The electronic structure methods described in this section are all \textit{ab initio} techniques, which operate without any empirical input. This makes the methods very transferable, as they have not been optimised for any specific system. However, for a specific system, it can be possible to trade transferability for execution speed. Semi-empirical methods replace many of the integrals performed in the HF algorithm with parameters obtained from experiment or a higher level of theory.\textsuperscript{58–61} The subsequent reduction in computational cost allows semi-empirical methods to simulate approximately 10,000 atoms, rather than the 1,000 or so that HF can manage.

\subsection*{2.3.3 Density functional theory}

The density functional theory (DFT) method\textsuperscript{62} uses the Hohenberg–Kohn\textsuperscript{63} theorem and the Kohn-Sham\textsuperscript{64} equations to replace the many-electron ground state with a simpler, three dimensional electron density. This reduction in complexity is achieved in two stages: the Hohenberg–Kohn theorem states that the total energy is a unique functional of the electron density, and that the density which minimises the total energy is the exact ground state density; the Kohn–Sham equations map the fully interacting electronic system onto a fictitious non-interacting system which reproduces the same ground state density. The total energy can thus be written as the sum of the kinetic energy of the non-interacting system, the classical Hartree energy of
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the electron density, the interaction of the electron density with the nuclei, and a corrective exchange-correlation functional. This exchange-correlation functional must account for both the difference between the kinetic energies of the real and fictitious systems, and the difference between the real and Hartree electron-electron interaction energies.

Even the simplest forms for the exchange-correlation functional, which use parametrised exchange and correlation energies from QMC simulations of a homogeneous electron gas of the same density, yield an *ab initio* DFT algorithm which is, in most cases, both more accurate and more efficient than HF. Even higher accuracies can be obtained using empirical forms for the exchange-correlation operator, but results from more expensive CCSD calculations are generally better. Systematic schemes to improve exchange-correlation functionals are unavailable and, in practice, the inherent decomposition into single-electron orbitals fails to describe many interesting classes of system, such as those involving high temperature superconductivity or van der Waals interactions. However, with the ability to treat quantum systems containing thousands of atoms, DFT simulations are easily the most widely used electronic structure tools.

2.3.4 Quantum Monte Carlo

The objective of QMC methods is to use stochastic sampling to avoid dealing directly with the complexity of the many-electron ground state of the Born–Oppenheimer Hamiltonian. Two prominent QMC techniques are VMC and DMC, which improve an initial trial wave function, \( \Psi_T \), typically obtained
from the single-electron orbitals of a HF or DFT calculation, towards the exact, fully interacting, many-electron ground state.

The VMC method employs the quantum mechanical variational principle to optimise adjustable parameters of $\Psi_T$. As the optimisation proceeds, $\Psi_T$ improves towards the ground state, but the ultimate quality of a VMC wave function is dependent upon the flexibility of its form.

The more accurate, but more demanding, DMC method overcomes this limitation by projecting out a stochastic representation of a fully interacting, many-electron ground state in the regions between surfaces where $\Psi_T$ is zero. This approach can be thought of as a super-variational technique, producing the lowest energy wave function compatible with a given nodal surface; as the nodal surface of $\Psi_T$ is improved, the DMC wave function tends towards the exact ground state wave function. Over the course of a DMC calculation the wave function is manifest as a collection of weighted electronic configurations. Unlike other approaches, this form of a wave function is not restricted to an expression in terms of a set of functions, eliminating the corresponding basis set error which can afflict other electronic structure methods.

Compared to well converged CCSD(T), DMC can produce equivalently accurate results with a far more favourable scaling with system size. To obtain a fixed stochastic error in the total energy, the computational cost of the DMC method is typically $O(N^3)$ or better, placing it on a par with DFT, albeit with a far larger prefactor. For a fixed stochastic error per atom or electron, the scaling is reduced to $O(N)$. However, there is a component of the standard DMC algorithm which scales at least exponentially in the square root of the system size, becoming observable in systems containing...
hundreds of atoms or molecules with poor wave functions. Most DMC studies performed so far have been at system sizes well below this limit but, as computational power increases, the treatment of ever larger systems will have to contend with this problem.

Whilst expensive, QMC methods are inherently parallel, making them extremely well suited to modern HPC architectures. Large scale DMC calculations have been performed using 80,000 processes with near perfect parallel efficiency\(^{67,68}\) and, since then, CASINO\(^ {12}\) has been run on larger computers still, using 0.12 million cores of ‘Jaguar’ and more than 0.5 million cores of the Japanese K computer. A powerful exploitation of large computers means that systems treated using DMC can contain hundreds of atoms, roughly an order of magnitude larger than what is possible using CCSD or CCSD(T) which do not scale efficiently to many processes.

Another advantage of QMC methods is that they are able to perform calculations on periodic systems, where, despite some progress\(^ {69–71}\) quantum chemistry methods struggle. For the simulation of solids or other extended systems, QMC algorithms represent the only tractable way of obtaining accurate many-electron phenomena.

Despite great success in computing total energies, a lack of reliable and efficient atomic forces means that the DMC method cannot be used to relax structures or study dynamics. Poor scaling with system size has limited previous, approximate force calculations\(^ {21–32}\) to molecules containing 8 or fewer electrons. This is a significant drawback, as the DMC method is otherwise uniquely well placed to study the bonding and intermolecular interactions between larger molecules where electron correlation becomes increasingly im-
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important. As technology enables the fabrication of devices and materials on ever smaller length scales, including structures like carbon nanotubes or two dimensional systems, the ability to simulate these systems accurately will be essential to their discovery and development. The remainder of this thesis focuses on methods for determining accurate derivatives of stochastic results, with the ultimate aim of incorporating the calculation of exact and efficient atomic forces within DMC calculations.
Chapter 3

Monte Carlo methods

3.1 Introduction

This chapter introduces the concepts required to understand Monte Carlo methods, with a particular focus on the techniques used in the VMC and DMC methods to estimate integrals over wave functions. The first section describes the extraordinary performance benefits of Monte Carlo approaches compared to traditional grid based integration schemes, and the second section explains how to further increase their efficiency using importance sampling transformations. This is followed by an overview of the Metropolis algorithm and Langevin sampling which underpin the statistical selection of electronic configurations in VMC and DMC simulations respectively. The chapter is concluded with a description of the correlated sampling technique, used to reduce the relative error between two distinct Monte Carlo calculations.
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3.2 Integration

A simple example which illustrates the power of a Monte Carlo approach is the numerical integration of multidimensional functions. Numerical integration is typically performed by evaluating an integrand, \( f \), on a fixed, evenly spaced grid of points. One of the simplest schemes is the trapezium rule for \( N + 1 \) points, or \( N \) line segments, given by

\[
 I = \int_a^b f(x) \, dx = \frac{h}{2} \sum_{k=1}^{N} \left[ f(x_{k+1}) + f(x_k) \right] + O(h^2) ,
\]

where \( h = (b - a)/N \). This scheme can be extended into additional dimensions by dividing up each extra dimension in the same way. The resulting integration grid can be thought of as an outer product of the vectors of \( N + 1 \) points on each integration axis. As in the one dimensional case the integrand is linearly interpolated between the grid points, retaining a relative error proportional to \( h^2 \).

The integral in equation (3.1) can also be evaluated by selecting the sampling points randomly,

\[
 I = \int_a^b f(x) \, dx = (b - a) \bar{f} = \frac{b - a}{N} \sum_{i=1}^{N} f(x_i) + O\left( \frac{1}{\sqrt{N}} \right) ,
\]

where \( \bar{f} \) denotes the mean value of \( f \) over the integration range. For an \( f(x) \) with a well defined mean and variance the central limit theorem dictates that the set of all possible sums over different \( \{x_i\} \) will have a Gaussian distribution. Thus, the error in an integral obtained from a Monte Carlo
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Sampling can be estimated using

$$
\sigma_N = V \sqrt{\frac{\langle f^2 \rangle - \langle f \rangle^2}{N - 1}}
$$

$$
= V \sqrt{\frac{\frac{1}{N} \sum_{i=1}^{N} f^2(x_i)}{N - 1} - \left( \frac{1}{N} \sum_{j=1}^{N} f(x_j) \right)^2},
$$

(3.3)

where

$$
V = \int_a^b dx.
$$

(3.4)

Crucially, equation (3.3) is proportional to $\frac{1}{\sqrt{N}}$ and independent of the dimensionality of the integral, $d$.

For small $d$ the slow convergence of the statistical error in the Monte Carlo method means that deterministic approaches can obtain an integral to a given error with far fewer evaluations of the integrand. However, when increasing the number of dimensions, the number of integrand evaluations required for the trapezium rule scales as $N^d$. Thus, for some $d$, usually around 4 or 5, the efficiency of the Monte Carlo approach dominates. Another way to think about this scaling is to consider the effort required to reduce the error in the integral by a factor of 10. For the trapezium rule $h$ must be reduced by a factor $10^{\frac{d}{2}}$, which increases the required number of grid points in each dimension proportionally. The total computational effort therefore scales rather catastrophically with the number of dimensions as $10^{d^2}$. Conversely, to reduce the error in a Monte Carlo by a factor of 10 requires only 100 times as much work.
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3.3 Importance sampling

When sampling points are selected uniformly across the entire integration range it is likely that considerable effort will be spent evaluating regions of integrand that contribute very little to the value of the integral. The efficiency of Monte Carlo schemes can be improved by correlating the density of sampling points with the magnitude of the integrand, a procedure called called importance sampling.

To evaluate the integral in equation (3.1) using a Monte Carlo method, the integrand is split into the product of a sampling probability distribution \( \pi(x) \) and a score function \( g(x) = \frac{f(x)}{\pi(x)} \),

\[
I = \int g(x)\pi(x)dx .
\] (3.5)

The aim of importance sampling is to minimise the statistical error in the result, which is proportional to the standard deviation of the sampled quantity, as shown in equation (3.3). Minimising the variance of \( g(x) \) over \( \pi(x) \),

gives the optimal sampling distribution,

\[
\pi_{\text{opt}}(x) = \frac{|f(x)|}{\int |f(x')|dx'} .
\] (3.7)

Thus, when the importance sampling is perfect and \( f(x) > 0 \) everywhere, any evaluation of the score function yields the exact value of \( I \) and only a
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\[ \int_{-2}^{2} \frac{1}{\sqrt{2\pi}} \exp\left( -\frac{x^2}{2} \right) dx \]

(3.8)

and trial probability distributions are generated from

\[ \pi(x, a) = \frac{1}{\sqrt{2\pi a^2}} \exp\left( -\frac{x^2}{2a^2} \right) \]

erf \left( \frac{2}{a\sqrt{2}} \right) \]

(3.10)

where \( \pi(x, 1) = \pi_{opt}(x) \).

<table>
<thead>
<tr>
<th>( \pi(x, a) )</th>
<th>( I_{MC} )</th>
<th>( \sigma_I )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>0.9594</td>
<td>0.0046</td>
</tr>
<tr>
<td>( a=3.2 )</td>
<td>0.9548</td>
<td>0.0041</td>
</tr>
<tr>
<td>( a=1.8 )</td>
<td>0.9524</td>
<td>0.0030</td>
</tr>
<tr>
<td>( a=1.4 )</td>
<td>0.9557</td>
<td>0.0021</td>
</tr>
<tr>
<td>( a=1.2 )</td>
<td>0.9548</td>
<td>0.0013</td>
</tr>
<tr>
<td>( a=1.0 )</td>
<td>0.9545</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.1: The results of evaluating equation (3.8) stochastically using 10000 samples drawn from the probability distributions of equation (3.10) shown in Figure 3.1, where \( I_{MC} \) is the estimate of \( I \) and \( \sigma_I \) is the statistical error.

A single sample is needed to perform the integral. On first sight this is not much of an improvement; the calculation of the denominator in equation (3.7) is just as hard as computing the original integral. However, approximations to \( \pi_{opt}(x) \) still increase the efficiency of the integration without introducing a bias. Figure 3.1 and Table 3.1 show how increasingly good estimates of \( \pi_{opt}(x) \) reduce the Monte Carlo error in a stochastic integration of a unit variance Gaussian distribution between -2 and 2. Here,
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Figure 3.1: Trial probability densities for the importance sampling of equation (3.8), where the ideal probability density is given by the $a = 1.0$ curve.

### 3.4 The Metropolis algorithm

To make use of importance sampling it is essential be able to generate points distributed according to an arbitrary, multidimensional probability density $\pi(x)$. The simplest and most well known method of doing this is the Metropolis algorithm. Here points are sampled by a ‘walker’ moving through the space of $x$ by accepting or rejecting moves based upon the change in value of $\pi(x)$ between points. To fully explore the space it is essential to perform a sufficient number of moves and ensure that moves are proposed using an ergodic scheme where any point $x'$ can be reached from a point $x$ in a finite number of moves. If the probability of proposing a move from $x$ to $x'$ is $T(x' \leftarrow x)$, and the probability of acceptance is $P(x' \leftarrow x)$, then,
after a large number of moves, there is an equilibrium

\[ n(x)T(x' \leftarrow x)P(x' \leftarrow x)dx'dx = n(x')T(x \leftarrow x')P(x \leftarrow x')dx'dx, \]

(3.11)

where \( n(x) \) is the density of walkers at \( x \). This equation is known as the
detailed balance condition and it provides the ratio of equilibrium walker
densities at pairs of points,

\[ \frac{n(x)}{n(x')} = \frac{P(x \leftarrow x')T(x \leftarrow x')}{P(x' \leftarrow x)T(x' \leftarrow x)}. \]

(3.12)

The Metropolis algorithm accepts a move with probability

\[ P_M(x' \leftarrow x) = \min \left( 1, \frac{T(x \leftarrow x')\pi(x')}{T(x' \leftarrow x)\pi(x)} \right). \]

(3.13)

Considering the case where \( T(x \leftarrow x')\pi(x') \geq T(x' \leftarrow x)\pi(x) \), the ratio of
Metropolis acceptance probabilities for a forwards and reverse move are

\[ \frac{P_M(x \leftarrow x')}{P_M(x' \leftarrow x)} = \frac{T'(x \leftarrow x)\pi(x)}{T(x' \leftarrow x)\pi(x')} = \frac{T(x' \leftarrow x)\pi(x)}{T(x \leftarrow x')\pi(x')}. \]

(3.14)

Substituting this expression into equation (3.12) yields

\[ \frac{n(x)}{n(x')} = \frac{\pi(x)}{\pi(x')}, \]

(3.15)

which produces the desired sampling density. The same result is obtained
by considering \( T(x \leftarrow x')\pi(x') < T(x' \leftarrow x)\pi(x) \). A nice feature of this
algorithm is that there is no requirement for \( \pi(x) \) to be normalised, as it
only ever appears as a ratio.

A simple implementation of the Metropolis algorithm is outlined in Algorithm 1. To be accurate this procedure must include an equilibration period before any sampling points are recorded, as the start of the walk is biased by the choice of the initial position. It is not possible to calculate the length of the equilibration period required \textit{a priori}, but the inspection of the average value of blocks of consecutive samples can indicate when the initial bias has been lost.

**Algorithm 1** A basic Metropolis algorithm

```
set $x$ to an arbitrary position

while collecting samples do
    propose $x'$ from $T(x' \gets x)$
    decide to accept move with probability $P_M(x' \gets x)$
    if move accepted then
        set $x$ to $x'$
    end if
    add $x$ to a list of sampling points

end while
```

The efficiency of a Metropolis sampling scheme is dependent upon the magnitude of the transitions proposed by $T(x' \gets x)$. This ‘step size’ is commonly selected to make the average acceptance of transitions about 50%.

If transitions are accepted with an average probability which is either very high or very low, then the sampling space is clearly explored rather inefficiently. Whilst an average acceptance probability of 50% is midway between the extremes of these two regimes, there is no rigorous justification that it represents an optimal sampling strategy.
3.5 Langevin sampling

Langevin sampling\(^7^4\) is an alternative method for selecting points from a probability distribution. Here the walkers can be thought of as particles diffusing through a carrier fluid which has a velocity \(v(x)\). The particle current density, \(j(x, t)\), is therefore given by

\[
j(x, t) = -D \nabla n(x, t) + v(x)n(x, t) , \tag{3.16}
\]

where \(D\) is a diffusion constant and \(n(x, t)\) is the number density of particles. Combining this law of motion with a particle conservation law,

\[
\nabla \cdot j(x, t) + \frac{\partial n(x, t)}{\partial t} = 0 , \tag{3.17}
\]

gives the Fokker–Planck equation

\[
\frac{\partial n(x, t)}{\partial t} = D \nabla^2 n(x, t) - \nabla \cdot [v(x)n(x, t)] = \hat{L}n(x, t) . \tag{3.18}
\]

where \(\hat{L}\) is the Fokker–Planck operator. Finally, when choosing a carrier fluid velocity with a form

\[
v(x) = D \nabla (\ln [\pi(x)]) , \tag{3.19}
\]

equation (3.18) becomes

\[
\frac{\partial n(x, t)}{\partial t} = D \nabla^2 n(x, t) - D \nabla \cdot [\nabla (\ln [\pi(x)]) n(x, t)] . \tag{3.20}
\]
This is now an expression that can be turned into a sampling technique. As \( t \to \infty \) the particles will settle into a steady state where \( \frac{\partial n}{\partial t} = 0 \) and 
\[ n(x) \propto \pi(x). \]
To sample points from \( \pi(x) \) it is sufficient to update the positions of a population of walkers according to Langevin drift-diffusion dynamics,
\[
\Delta x = v(x) \Delta t + \xi \sqrt{2D \Delta t}. \tag{3.21}
\]
The first term is the contribution from the drift velocity in equation (3.19) and the second term is the contribution from the diffusive part of equation (3.16) where \( \xi \) is vector of independent random numbers drawn from a Gaussian distribution of unit variance. In the long time limit the walker positions sample the selected probability density \( \pi(x) \).

As with Metropolis sampling, there is no requirement for \( \pi(x) \) to be normalised and walkers must first be equilibrated to avoid a bias from the initial selection of positions. There is a compromise to be made over the selection of the walker step size: using a large time step allows a walker to explore space far more rapidly, but equation (3.21) is exact only in the limit \( \Delta t \to 0 \). A finite time step neglects the variation of \( v(x) \) between sampling points, introducing small errors into the dynamics. For accurate results it is necessary to use very small time steps, but a consequence of this is an increase of serial correlation in the data. When consecutive samples are strongly correlated it takes many time steps to gather statistically new information.
3.6 Serial correlation

Monte Carlo errors are obtained from the standard error in the mean of all collected samples, which is determined by their variance. The presence of serial correlation becomes problematic when trying to assess this error; if samples are not statistically independent then a straightforward calculation of their variance will be an underestimate. A simple approach to estimating the statistical significance of samples is the reblocking algorithm.\(^{75}\) This procedure groups data into a series of contiguous blocks and the variance is calculated from the values of the block averages. As the block size increases each block average becomes increasingly independent and the calculated variance increases up to a plateau. Here the block size is sufficiently large that the serial correlation between blocks has been removed and the value of the variance at the plateau yields an estimate of the true sample variance.

3.7 Correlated sampling

It is often important to have an accurate estimate of the difference between two related Monte Carlo integrations. Two pertinent examples are during optimisation schemes, discussed briefly in Section 4.4.4, and derivative estimation, discussed in Chapter 5. The simplest expression for a difference between two integrals is given by

\[
\Delta I = I_2(\lambda_2) - I_1(\lambda_1)
= \int g(x, \lambda_2)\pi(x)\,dx - \int g(x, \lambda_1)\pi(x)\,dx ,
\]  

(3.22)
where both the score function, \( g(\boldsymbol{x}, \lambda) \), and probability density, \( \pi(\boldsymbol{x}, \lambda) \), depend upon a generalised parameter \( \lambda \). For stochastic integrations, the value of \( \Delta I \) can be difficult to obtain, especially when the magnitude of \( \Delta I \) is small. If the integrals are performed in isolation, the error in the difference is given by

\[
\sigma_{\Delta I} = \sqrt{\sigma_{\Delta I}^2 + \sigma_I^2}, \quad (3.23)
\]

where \( \sigma \) denotes the statistical error in each quantity. As \( \lambda_2 \to \lambda_1 \) and \( \Delta I \) tends towards zero, \( \sigma_{\Delta I} \) remains constant and swamps any useful information.

The technique of correlated sampling addresses this issue by using the same set of sampling points to evaluate multiple integrals. Equation (3.22) can be expressed in the form

\[
\Delta I = \int \left[ g(\boldsymbol{x}, \lambda_2) \frac{\pi(\boldsymbol{x}, \lambda_2)}{\pi(\boldsymbol{x}, \lambda_1)} - g(\boldsymbol{x}, \lambda_1) \right] \pi(\boldsymbol{x}, \lambda_1) d\boldsymbol{x}, \quad (3.24)
\]

where the new score function in the square brackets tends smoothly to zero as \( \lambda_2 \) and \( \lambda_1 \) become more similar. This property is essential, as it ensures that the statistical error in \( \Delta I \) tends to zero as \( \Delta I \) tends to zero, alleviating the problem of equation (3.23). For an integration of \( N \) samples, \( \Delta I \) is evaluated as

\[
\Delta I = \frac{1}{N} \sum_{i=1}^{N} \left[ g(\boldsymbol{x}_i, \lambda_2) w^c(\boldsymbol{x}_i, \lambda_2, \lambda_1) - g(\boldsymbol{x}_i, \lambda_1) \right], \quad (3.25)
\]

where \( \{\boldsymbol{x}_i\} \) are distributed according to \( \pi(\boldsymbol{x}, \lambda_1) \) and the weighting of correlated samples is given by

\[
w^c(\boldsymbol{x}, \lambda_2, \lambda_1) = \frac{\pi(\boldsymbol{x}, \lambda_2)}{\pi(\boldsymbol{x}, \lambda_1)}. \quad (3.26)
\]
Chapter 4

Quantum Monte Carlo methods

4.1 Introduction

The QMC family encompasses several different types of algorithm, all based on random sampling within quantum mechanics calculations. This chapter focusses on just two, the DMC and VMC methods, where both are long-established tools for performing averages over stochastically sampled wave functions. Many features are shared by both methods, and this chapter provides an outline of all the relevant theory required to produce basic implementations and perform total energy calculations.
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4.2 Variational Monte Carlo

4.2.1 The variational principle

The VMC method is based upon the quantum mechanical variational principle, which states that for any physical wave function, $\Psi_T(\vec{r})$, the expectation value

$$E_{\text{VMC}} = \frac{\int \Psi_T^*(\vec{r}) \hat{H} \Psi_T(\vec{r}) d\vec{r}}{\int \Psi_T^*(\vec{r}) \Psi_T(\vec{r}) d\vec{r}},$$

(4.1)

where $\hat{H}$ is the Born–Oppenheimer Hamiltonian, is greater than or equal to the exact Born–Oppenheimer ground state energy, $E_0$. The equality is only obtained when the wave function $\Psi_T(\vec{r})$ is proportional to the ground state wave function, $\Psi_0(\vec{r})$. If the error in the normalised wave function,

$$\delta\Psi_T(\vec{r}) = \frac{\Psi_T(\vec{r})}{\sqrt{\int |\Psi_T(\vec{r})|^2 d\vec{r}}} - \Psi_0(\vec{r}),$$

(4.2)

is small then the error in the energy, $\delta E_{\text{VMC}} = E_{\text{VMC}} - E_0$ is of order $\delta\Psi_T^2$. Thus, a fairly good estimate of the ground state wave function yields an even better estimate of the ground state energy.

4.2.2 Evaluating the total energy

To evaluate equation (4.1) efficiently using a Monte Carlo method the integrand must be partitioned into a normalised probability density and a score function. Whilst not optimal,$^{76,77}$ the most prevalent choice is to select
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\[ \pi(\vec{r}) \propto |\Psi_T(\vec{r})|^2, \]

\[ E_{\text{VMC}} = \int E_L(\vec{r}) \frac{|\Psi_T(\vec{r})|^2}{\int |\Psi_T(\vec{r})|^2 d\vec{r}'} d\vec{r}', \]

(4.3)

giving the ‘local energy’ as a score function

\[ E_L(\vec{r}) = \frac{\hat{H} \Psi_T(\vec{r})}{\Psi_T(\vec{r})}. \]

(4.4)

Electronic configurations are sampled from \( \pi(\vec{r}) \) using the Metropolis algorithm, and the VMC energy is evaluated using

\[ E_{\text{VMC}} \approx \frac{1}{N} \sum_{i=1}^{N} E_L(\vec{r}_i), \]

(4.5)

where \( N \) is the number of samples.

As \( \Psi_T(\vec{r}) \) tends to \( \Psi_0(\vec{r}) \), each \( E_L(\vec{r}_i) \) tends to \( E_0 \), and the stochastic error in \( E_{\text{VMC}} \) decreases towards zero. This is known as the ‘zero variance principle’ which allows the quality of \( \Psi_T(\vec{r}) \) to be measured using the variance of \( \{E_L(\vec{r}_i)\} \).

The variational or zero variance principles can now be employed to optimise trial wave functions. As the parameters of \( \Psi_T(\vec{r}) \) are adjusted, successive evaluations of the VMC energy using equation (4.5) assess the quality of \( \Psi_T(\vec{r}) \) to be measured using the variance of \( \{E_L(\vec{r}_i)\} \).

More details of this optimisation process, including the form of initial QMC wave functions, are discussed in Section 4.4.
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4.2.3 An outline of the algorithm

Below is an outline of a VMC algorithm, consisting of a simple equilibration phase followed by the calculation of the VMC total energy.

Algorithm 2 A basic VMC algorithm

set $\vec{r}$ to an arbitrary position
set $a$ to 1

while average acceptance is not $\sim 50\%$ do
adjust $a$ to make average acceptance closer to 50%
clear store of acceptance decisions
for 1000 steps do
propose $\vec{r}'$ from a Gaussian distribution of width $a$ centred at $\vec{r}$
decide to accept move with probability $P_M(\vec{r}' \leftarrow \vec{r})$
if move accepted then
set $\vec{r}$ to $\vec{r}'$
end if
store acceptance decision
end for
calculate average acceptance from stored decisions
end while

for the desired number of VMC samples do
propose $\vec{r}'$ from a Gaussian distribution of width $a$ centred at $\vec{r}$
decide to accept move with probability $P_M(\vec{r}' \leftarrow \vec{r})$
if move accepted then
set $\vec{r}$ to $\vec{r}'$
end if
calculate and store the local energy $E_L(\vec{r})$
end for

calculate $E_{VMC}$ from the store of local energies
4.3 Diffusion Monte Carlo

4.3.1 The imaginary time Schrödinger equation

The DMC method is a stochastic approach for improving a trial ground state wave function using the solutions of the imaginary-time Born–Oppenheimer Schrödinger equation,

$$\left[-\frac{1}{2} \nabla_{\bar{r}}^2 + U(\bar{r})\right] \Psi(\bar{r}, t) = -\frac{\partial}{\partial t} \Psi(\bar{r}, t),$$  \hspace{1cm} (4.6)

where the potential term, \( U(\bar{r}) \), is as described by equation (2.4). Given an arbitrary starting state,

$$\Psi_T(\bar{r}) = \Psi(\bar{r}, t = 0) = \sum_j c_j \Psi_j(\bar{r}),$$  \hspace{1cm} (4.7)

expressed in the complete basis of energy eigenfunctions \{\( \Psi_j(\bar{r}) \)\}, its time evolution is given by

$$\Psi(\bar{r}, t) = \sum_j c_j e^{-E_j t} \Psi_j(\bar{r}),$$  \hspace{1cm} (4.8)

where \( E_j \) are the corresponding eigenvalues. Assuming a non-zero ground state component, \( c_0 \neq 0 \), the long-time limit of the solution,

$$\Psi(\bar{r}, t \to \infty) = c_0 e^{-E_0 t} \Psi_0(\bar{r}),$$  \hspace{1cm} (4.9)

projects out the exact ground state wave function.
Equation (4.6) is fairly straightforward to simulate. Ignoring the contribution from $U(\vec{r})$ gives a diffusion equation with a diffusion constant $D = \frac{1}{2}$. In this case the wave function can be interpreted as the number density of a population of walkers diffusing through the space of $\vec{r}$. The contribution from $U(\vec{r})$ produces a solution defining an exponential growth or decay. To introduce this effect into a diffusion simulation, a weight, $w$, can be assigned to each walker which has an initial value of one and which changes according to

$$\frac{dw}{dt} = -U(\vec{r}(t)) \ w. \quad (4.10)$$

The wave function is now manifest as the weighted number density of the population of walkers.

### 4.3.2 Branching

As a simulation of equation (4.6) progresses, the exponential growth of equation (4.10) means that the weight of a single walker inevitably becomes far greater than all of the others. This makes the sampling process extremely inefficient as a lot of computational effort is spent sampling with the other walkers which only contribute negligibly to the final result. Only using a single walker to do the sampling does not help matters, as the exponential nature of weight accumulation means that a minority of points along its trajectory will contribute overwhelmingly. Another problem arises when simulating atoms or other finite systems. In the long time limit the diffusive dynamics of the walkers drives them to electronic configurations that are very dispersed over space. As the electron positions move further from
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the nuclear positions, the high potential energies quickly reduce the walker weights to negligible values, and as \( t \to \infty \) the probability of a walker making a significant contribution to the wave function tends to zero.

These problems can be partly addressed via the introduction of an energy shift, \( E_T \), into equation (4.6),

\[
\left[ -\frac{1}{2} \nabla_\vec{r}^2 + U(\vec{r}) - E_T \right] \Psi(\vec{r}, t) = -\frac{\partial}{\partial t} \Psi(\vec{r}, t). \tag{4.11}
\]

This leaves the diffusive dynamics unchanged, but changes the weight accumulation to

\[
\frac{dw}{dt} = -[U(\vec{r}(t)) - E_T] w. \tag{4.12}
\]

The long time solution to equation (4.11) is then given by

\[
\Psi(\vec{r}, t \to \infty) = c_0 e^{-(E_0 - E_T) t} \Psi_0(\vec{r}), \tag{4.13}
\]

which differs only in a normalisation factor. Over the course of a simulation \( E_T \) is adjusted to keep the average walker weight close to unity and can be used to estimate the value of \( E_0 \).

The final part of the solution is the introduction of a branching algorithm which replaces high weight walkers with multiple walkers of unit weight and removes walkers with a low weight. Each diffusive step the number of walkers spawned from a walker of weight \( w_{in} \) is given by

\[
N_{\text{spawn}} = w_{\text{out}} = \text{INT}(w_{in} + \eta), \tag{4.14}
\]
where $\eta$ is a uniform random number in the range $[0, 1)$, $w_{\text{out}}$ is the resultant weight and $\text{INT}(x)$ truncates a floating point number $x$ to the largest integer not greater than $x$. When averaged over multiple branching events this procedure preserves the average weight at all points in the simulation,

$$
\langle w_{\text{out}} \rangle = [\text{INT}(w_{\text{in}}) + 1][w_{\text{in}} - \text{INT}(w_{\text{in}})] \\
+ [\text{INT}(w_{\text{in}})][(\text{INT}(w_{\text{in}}) + 1) - w_{\text{in}}] = w_{\text{in}}.
$$

(4.15)

Aside from their weight, the spawned walkers are identical to their parent but undergo independent diffusive motion. The main consequences of this procedure are that the walker population is concentrated in regions of low $U(\vec{r})$, and that the significance of each walker is roughly equivalent.

Whilst bringing obvious efficiency benefits, the fluctuations in the walker population need to be managed carefully to produce a useful algorithm. The exponential growth of equation (4.12) sets the spawning rate of walkers, so changes in the population can be moderated by carefully selecting $E_T$ over the course of a simulation. A simple scheme\textsuperscript{79} is

$$
E_T(t) = E_{\text{DMC}}^* - \frac{1}{T_{\text{pop}}} \ln \left( \frac{W(t)}{N_0} \right),
$$

(4.16)

where $E_{\text{DMC}}^*$ is the current best estimate of the energy of the ground state wave function, $T_{\text{pop}}$ is a time scale over which fluctuations in the population are damped, $W(t)$ is the total weight of all walkers and $N_0$ is the target number of walkers in the population.

If $T_{\text{pop}}$ is too large then the strength of the population control may be in-
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sufficient to avoid a catastrophically large population explosion or extinction. However, choosing $T_{\text{pop}}$ to be too small results in a population control bias by limiting the walkers’ response to changes in $U(\vec{r})$. In regions of favourable configuration space the natural proliferation of walkers is restricted by an artificial adjustment of $E_T$, and in regions of unfavourable space an artificial population is maintained. Both of these effects result in an overestimate of the total energy. It is relatively easy to check for population control effects and for conventional simulation populations and lengths the bias is negligible.

4.3.3 The fermion sign problem

Equation (4.9) is not particularly useful for determining electronic wave functions. The lowest energy solution of the many-electron Hamiltonian in equation (2.3) is a totally symmetric many-boson state, and any trial wave function with a non-zero symmetric component will eventually converge to this bosonic solution. This is the root of the ‘fermion sign problem’ in DMC where, to obtain fermionic properties, antisymmetry must be maintained in the wave function over the course of a simulation. Trial wave functions for QMC calculations are discussed in Section 4.4, but for now we assume that it is possible to generate a real, completely antisymmetric trial wave function $\Psi_T(\vec{r}) = \Psi(\vec{r}, t = 0)$. In principle this guarantees an antisymmetric ground state, but in practice extracting this from a simulation is prohibitively difficult.

An antisymmetric wave function can be sampled by selecting initial electronic configurations from $|\Psi(\vec{r}, t = 0)|$ and choosing the sign of the unit
walker weights to be the same as that of the wave function at the walker positions. The walkers are then allowed to diffuse and spawn as described in Sections 4.3.1 and 4.3.2, and after a period of time their weighted number density will represent $\Psi(\vec{r}, t)$. However, the distribution sampled by walkers with a positive weight contains a non-zero symmetric component, and in the long-time limit the contribution from the positive walkers yields the bosonic ground state of equation (4.9). The same is true of the negative walkers, which converge to the negative bosonic solution. This presents a numerical barrier that prevents the extraction of the fermionic ground state obtained from the sum of the two distributions. As the fermionic ground state has a higher energy, $E_0^F$, than the bosonic ground state, $E_0^B$, its relative decay, $\exp(-(E_0^F-E_0^B))$, means that it becomes increasingly difficult to determine. With time the positive and negative distributions become increasingly similar and the exponentially decaying fermionic solution is swamped by noise.\textsuperscript{80}

4.3.4 Importance sampling

The DMC sign problem can be mitigated substantially with the use of an importance sampling transformation.\textsuperscript{81,82} Taking a time independent trial wave function, $\Psi_T(\vec{r})$, from equation (4.7) and a solution of the imaginary-time Schrödinger equation from equation (4.8), their product,

$$f(\vec{r}, t) = \Psi_T(\vec{r})\Psi(\vec{r}, t),$$

(4.17)
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coupled with the identity

\[
\frac{1}{2} \nabla^2 f = \frac{1}{2} \nabla^2 (\Psi_T \Psi) = \frac{1}{2} \Psi_T \nabla^2 \Psi + \frac{1}{2} \Psi \nabla^2 \Psi_T + \nabla \Psi \cdot \nabla \Psi_T
\]

\[
= \frac{1}{2} \Psi_T \nabla^2 \Psi - \frac{1}{2} \Psi \nabla^2 \Psi_T + \nabla (\Psi \nabla \Psi_T)
\]

\[
= \frac{1}{2} \Psi_T \nabla^2 \Psi - \frac{1}{2} f \frac{\nabla^2 \Psi_T}{\Psi_T} + \nabla (f \frac{\nabla \Psi_T}{\Psi_T}),
\]

(4.18)

can be used to rewrite equation (4.11) as

\[
-\Psi_T(\vec{r}) \frac{\partial}{\partial t} \Psi(\vec{r}, t) = \Psi_T(\vec{r}) \left[ -\frac{1}{2} \nabla^2 f + U(\vec{r}) - E_T \right] \Psi(\vec{r}, t)
\]

\[
- \frac{\partial}{\partial t} f(\vec{r}, t) = \left[ -\frac{1}{2} \nabla^2 f + U(\vec{r}) - E_T \right] f(\vec{r}, t)
\]

\[
- \frac{1}{2} f(\vec{r}, t) \frac{\nabla^2 \Psi_T(\vec{r})}{\Psi_T(\vec{r})} + \nabla \left[ f(\vec{r}, t) \frac{\nabla \Psi_T(\vec{r})}{\Psi_T(\vec{r})} \right]
\]

\[
= \left[ -\frac{1}{2} \nabla^2 f + E_L(\vec{r}) - E_T \right] f(\vec{r}, t)
\]

\[
+ \nabla f(\vec{r}, t) v(\vec{r}),
\]

(4.19)

where

\[
v(\vec{r}) = \frac{\nabla \Psi_T(\vec{r})}{\Psi_T(\vec{r})} = \frac{1}{2} \nabla \left( \ln |\Psi_T(\vec{r})|^2 \right).
\]

(4.20)

In the absence of \(E_L(\vec{r})\) and \(E_T\) this equation reduces to the Fokker–Planck form of equation (3.20) with \(D = \frac{1}{2}\). Thus, moving walkers according to the corresponding drift-diffusion dynamics of equation (3.21),

\[
\Delta \vec{r} = v(\vec{r}) \Delta t + \xi \sqrt{\Delta t},
\]

(4.21)
samples electronic configurations from $|\Psi_T(\vec{r})|^2$. To incorporate the contribution of $E_L(\vec{r})$ and $E_T$, the drift-diffusing walkers gain a weight of

$$\frac{dw}{dt} = -[E_L(\vec{r}(t)) - E_T] w .$$

(4.22)

It is these weights which differentiate between what is calculated in a VMC and an importance sampled DMC simulation; if all walkers had the same fixed weight, the DMC algorithm reduces to a way of sampling $|\Psi_T(\vec{r})|^2$ which uses Langevin dynamics instead of the Metropolis algorithm.

By replacing $U(\vec{r})$ with $E_L(\vec{r})$ the importance sampling transformation has an enormous effect on the variability of the sampling procedure. The strong spatial variation and Coulomb singularities of $U(\vec{r})$ can lead to catastrophic changes in the weights of the walkers, with the corresponding fluctuations in the walker population either consuming all of the available memory or causing a population extinction. In contrast, if $\Psi_T(\vec{r})$ is a fairly good approximation to the ground state wave function then, for the majority of electronic configurations, $E_L(\vec{r})$ is smooth and close to the ground state energy. As the population control becomes far less onerous in this regime, $E_T$ also becomes a better estimate of $E_0$ and fluctuations in the walker weights are diminished.

In the long-time limit the importance sampled DMC algorithm does not converge to the bosonic ground state of the imaginary-time Schrödinger equation. When $\Psi_T(\vec{r})$ has both negative and positive regions, the drift velocity of equation (4.20) keeps walkers away from the nodal surface of $\Psi_T(\vec{r})$, which defines all points where $\Psi_T(\vec{r}) = 0$. This partitioning of space gives rise to
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the fixed-node approximation\textsuperscript{83,84} where, for an idealised DMC simulation with a time step of zero, walkers are prevented from crossing from one nodal pocket to another. Rather than sampling $\Psi_T(\vec{r})\Psi_0^B(\vec{r})$, where $\Psi_0^B$ is the bosonic ground state, the importance sampled fixed-node DMC algorithm yields a distribution given by

$$f(\vec{r}, t \to \infty) = \Psi_T(\vec{r})\Psi_0^{FN}(\vec{r}), \quad (4.23)$$

where $\Psi_0^{FN}(\vec{r})$ is known as the fixed-node ground state. As the product $\Psi_T(\vec{r})\Psi_0^{FN}(\vec{r})$ is non-negative it is not necessary to use both positive and negative walkers, avoiding the difficulties described in Section 4.3.3.

In a fixed-node DMC calculation the walker distribution within the nodal pockets tends to $\Psi_0^\alpha(\vec{r})$, the lowest energy node-less wave function satisfying zero boundary conditions on the enclosing nodal surface. Outside a nodal pocket $\Psi_0^\alpha(\vec{r})$ is zero, and inside it satisfies the equation

$$\hat{H}\Psi_0^\alpha(\vec{r}) = E_0^\alpha\Psi_0^\alpha(\vec{r}) + \delta^\alpha, \quad (4.24)$$

where the delta functions arise from the kinetic energy operator and the discontinuous gradient of $\Psi_0^\alpha(\vec{r})$ as the nodal surface is crossed, and $E_0^\alpha$ is the energy of the nodal pocket. It can be proven\textsuperscript{85} that $E_0^\alpha$ is always greater than or equal to the exact fermionic ground state energy $E_0$, making the DMC algorithm obey a variational principle: as the nodal surface of $\Psi_T(\vec{r})$ is improved towards the nodal surface of the fermionic ground state $\Psi_0^F(\vec{r})$, the DMC energy decreases towards $E_0$. If the nodal surface of $\Psi_T(\vec{r})$ is
exactly the same as the nodal surface of $\Psi_0^F(\vec{r})$, then $\Psi_0^{FN}(\vec{r}) = \Psi_0^F(\vec{r})$ and the exact fermionic ground state of the imaginary time Schrödinger equation is recovered.

4.3.5 Reducing time step errors

As described in Section 3.5 the Langevin dynamics of equation (4.21) are exact only in the limit of $\Delta t \to 0$. For finite time steps it is possible that the diffusive component will propose walker moves that cross the nodal surface. This is a violation of the fixed-node approximation and such moves are usually rejected. To reduce other time step errors it is possible to incorporate an additional Metropolis rejection step into the dynamics. Taking the Metropolis rejection criterion from equation (3.13), each drift-diffusion move is accepted with the probability

$$ P_M(\vec{r}' \leftarrow \vec{r}) = \min \left( 1, \frac{G_L(\vec{r} \leftarrow \vec{r}', \Delta t)|\Psi_T(\vec{r}')|^2}{G_L(\vec{r}' \leftarrow \vec{r}, \Delta t)|\Psi_T(\vec{r})|^2} \right) , \quad (4.25) $$

where $G_L(\vec{r}' \leftarrow \vec{r}, \Delta t)$ is the Green’s function describing the probability that a walker will transition from $\vec{r}$ to $\vec{r}'$ when moving under Langevin dynamics. A short-time approximation for $G_L(\vec{r}' \leftarrow \vec{r}, \Delta t)$ that is exact when $\Delta t \to 0$ is given by

$$ G_L(\vec{r}' \leftarrow \vec{r}, \Delta t) = \frac{1}{(2\pi\Delta t)^{3N_e}} \exp \left( -\frac{|\vec{r}' - \vec{r} - \vec{u}(\vec{r})\Delta t|^2}{2\Delta t} \right) , \quad (4.26) $$

where $N_e$ is the number of electrons. The introduction of this extra rejection step means that, in the absence of walker weights, $|\Psi_T(\vec{r})|^2$ is always sampled.
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...exact, despite the finite time step of the Langevin dynamics. This preserves exact results in the limit of perfect importance sampling when \( \Psi_T(\bar{r}) \) is the ground state wave function. In this regime each evaluation of the local energy in equation (4.4) produces the exact fermionic ground state energy, irrespective of \( \bar{r} \). Thus, once the reference energy \( E_T \) has settled down, the weights of all walkers, determined by equation (4.12), are exactly unity. In practical simulations \( \Psi_T(\bar{r}) \) is never perfect, but it is usually a good enough approximation to the real ground state that the rejection step reduces time step errors significantly. As \( \Delta t \to 0 \), the Green’s function becomes increasingly accurate and the Metropolis rejection probability tends to zero.

The time step error can be further reduced by using a symmetric branching factor, replacing equation (4.22) with

\[
G_w(\bar{r}' \leftarrow \bar{r}, \Delta t) = \exp \left( -\frac{1}{2} [E_L(\bar{r}') + E_L(\bar{r}) - 2E_T] \Delta t \right), \quad (4.27)
\]

where a walker’s weight is multiplied by \( G_w(\bar{r}' \leftarrow \bar{r}, \Delta t) \) when performing a move from \( \bar{r} \) to \( \bar{r}' \). Using equations (4.26) and (4.27) the evolution of the DMC wave function can be expressed as the integral equation

\[
\Psi(\bar{r}', t + \Delta t) = \int G_{DMC}(\bar{r}' \leftarrow \bar{r}, \Delta t) \Psi(\bar{r}, t) d\bar{r} \quad (4.28)
\]

where

\[
G_{DMC}(\bar{r}' \leftarrow \bar{r}, \Delta t) = G_L(\bar{r}' \leftarrow \bar{r}, \Delta t) G_w(\bar{r}' \leftarrow \bar{r}, \Delta t). \quad (4.29)
\]
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4.3.6 Evaluating the total energy

The fixed-node DMC energy, $E_{\text{DMC}}$, can be evaluated from the long-time limit of the importance sampled wave function of equation (4.23),

$$
E_{\text{DMC}} = E_{0}^{\text{FN}}
$$

$$
= \frac{\langle \Psi_T | \hat{H} | \Psi_0^{\text{FN}} \rangle}{\langle \Psi_T | \Psi_0^{\text{FN}} \rangle}
$$

$$
= \frac{\langle \hat{H} \Psi_T | \Psi_0^{\text{FN}} \rangle}{\langle \Psi_T | \Psi_0^{\text{FN}} \rangle}
$$

$$
= \frac{\int E_L(\vec{r}) \Psi_T(\vec{r}) \Psi_0^{\text{FN}}(\vec{r}) d\vec{r}}{\int \Psi_T(\vec{r}) \Psi_0^{\text{FN}}(\vec{r}) d\vec{r}}
$$

$$
= \frac{\int E_L(\vec{r}) f(\vec{r}, t \to \infty) d\vec{r}}{\int f(\vec{r}, t \to \infty) d\vec{r}}
$$

$$
\approx \frac{\sum_{i=1}^{N} E_L(\vec{r}_i) w_i}{\sum_{j=1}^{N} w_j},
$$

where $E_{0}^{\text{FN}}$ is the ground state energy of the fixed-node ground state wave function $\Psi_0^{\text{FN}}(\vec{r})$, $N$ is the total number of samples from all walkers, $\{\vec{r}_i\}$ are the electronic configurations visited over the course of the Langevin dynamics, and $\{w_i\}$ are the weights of the walkers at each associated configuration.

4.3.7 Drift velocity and local energy limiting

A significant source of error in DMC calculations comes from sampling electronic configurations near the nodal surface. Here both the drift velocity and local energy diverge, causing large time step errors and increasing the
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variance of energy estimates respectively. To reduce these undesirable effects it is necessary to limit the magnitude of both quantities. A smoothly limited drift velocity\(^7\) can be obtained from

\[
v_{\text{lim}}(\vec{r}) = \frac{\sqrt{1 + 2a|v(\vec{r})|^2\Delta t} - 1}{a|v(\vec{r})|^2\Delta t} v(\vec{r}),
\]

(4.31)

where \(a\) is a parameter of order unity in atomic units which determines the strength of the limiting. The local energy can then be limited using

\[
E_{L,\text{lim}}(\vec{r}) = E_{\text{DMC}}^* - [E_{\text{DMC}}^* - E_L(\vec{r})]\left|\frac{v_{\text{lim}}(\vec{r})}{v(\vec{r})}\right|,
\]

(4.32)

where \(E_{\text{DMC}}^*\) represents the current best estimate of the DMC energy, as used in equation (4.16). A number of different limiting schemes exist,\(^8\) but these relatively smooth forms are the most common and are usually found to work well.\(^1\)
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4.3.8 An outline of the algorithm

Below is an outline of a simple DMC algorithm which performs $N_{eq}$ equilibration time steps and calculates $E_{DMC}$ using $N_E$ time steps.

**Algorithm 3** A basic DMC algorithm

- set $N_0$ to the target number of walkers
- distribute $N_0$ walkers randomly
- set the weight of all walkers to 1

- set $N_{eq}$ to the number of equilibration steps
- set $N_E$ to the number of calculation steps
- for $N_{eq} + N_E$ time steps do
  - for each walker do
    - calculate the drift velocity [eqn (4.20)]
    - limit the drift velocity [eqn (4.31)]
    - propose a configuration update [eqn (4.21)]
    - accept or reject the update [eqn (4.25)]
    - calculate the local energy [eqn (4.4)]
    - limit the local energy [eqn (4.32)]
    - update the walker weight [eqn (4.27)]
  - end for

  - if time step is equilibration then
    - calculate $E_{DMC}^{eq}$ [eqn (4.30)] using $w$ and $E_L$ from equilibration steps
    - adjust the reference energy using $E_{DMC}^{eq}$ [eqn (4.16)]
  - else
    - calculate $E_{DMC}$ [eqn (4.30)] using $w$ and $E_L$ from calculation steps
    - adjust the reference energy using $E_{DMC}$ [eqn (4.16)]
  - end if

  - branch walkers [eqn (4.14)]

- end for

- return $E_{DMC}$
4.4 Trial wave functions

4.4.1 The nodal surface

The VMC and DMC methods are variational approaches; as an optimisable trial wave function is improved, the results of subsequent total energy calculations converge towards the ground state energy. In the case of VMC, the lowest, most accurate energy achievable is dependent on the flexibility of the trial wave function during the optimisation process. The DMC algorithm can be thought of as a super-variational approach, producing the lowest total energy compatible with the nodal surface supplied by the trial wave function. Improvements to the estimate of the nodal surface give more accurate DMC results.

Despite their importance in determining the topology of a wave function, only a few properties of nodal surfaces are known. For non-degenerate ground states the tiling theorem states that there is only one distinct type of positive or negative nodal pocket, and thus the partitioning of space creates equivalent cells related via permutation symmetry. A DMC simulation therefore only requires that single nodal pocket is populated with walkers to determine the fixed-node ground state energy. The nodal structures of simple many body systems, He and H₃, have been characterised by fixing all but one particle and creating 3D cross sections through the full 3N dimensional space, where it is found that the ground states have smooth, simple forms with the excited states of He displaying a higher symmetry. Wave functions obtained from HF calculations of Li to C atoms contain just 4 nodal regions.
formed by the intersection of two nodal surfaces,\textsuperscript{92} but many-body correlations relax this to the minimal number of 2 in the fully interacting ground state.\textsuperscript{93}

### 4.4.2 Slater–Jastrow wave functions

Trial wave functions in QMC calculations are typically of the Slater–Jastrow form\textsuperscript{94} consisting of an antisymmetric Slater determinant component multiplied by a node-less Jastrow factor.\textsuperscript{95} The Jastrow factor is symmetric in the interchange of identical particles and introduces correlation into the wave function through an explicit dependence on the particle separations. Although the final DMC energy is independent of the form of the Jastrow factor, the improvement to the trial wave function reduces the statistical error bars in tandem with the time-step and population-control biases. The antisymmetric component is usually comprised of a combination of one or more Slater determinants of single-particle orbitals. Single-determinant Slater–Jastrow wave functions often perform well for solids, retrieving around 90\% of the correlation energy for bulk pseudo-silicon,\textsuperscript{95} but less well for molecules. Calculations performed using both restricted and unrestricted HF, and generalized valence bond\textsuperscript{96} wave functions suggest that whilst there is a systematic improvement in the overall wave function, there is little improvement to the nodal surface.\textsuperscript{97} Multiple determinant Slater-Jastrow wave functions can perform better, but often only a few configuration state functions (CSFs) contribute significantly to the improvement of the nodal structure over the single-determinant case; long expansions of CSFs are expensive to evaluate.
and can include terms that spoil the nodal structure by introducing an arte-
fact that is not cancelled by the subset of CSFs in the trial function. Thus, 
when constructing a multiple determinant wave function it can be better to 
include just a few determinants built from orbitals with different angular 
momenta.

A unique feature of QMC methods is that they are unconstrained by a 
particular form of wave function. Compact wave functions consisting of an 
anti-symmetrised product of two-electron pairing functions (‘geminals’) and 
triplet-pairing Pfaffians have both been successfully employed in the study 
of atoms and molecules, typically resulting in a better nodal structure 
than that obtained from HF calculations. Another method of improving 
upon a single-particle Slater determinant is to introduce backflow correlation 
parameters which allow the orbitals to depend upon the positions 
of all the other electrons and, crucially, alter the nodes of the wave function.

4.4.3 Updating wave functions

The most computationally demanding tasks in QMC algorithms involve the 
evaluation of the trial wave function or its derivatives in order to calculate 
local energies and determine the sampling of electronic configurations. A 
Slater–Jastrow trial wave function can be expressed as,

$$\Psi_T(\bar{r}) = e^{i\bar{r}}|D^\dagger(\bar{r})| |D^\dagger(\bar{r})|, \quad (4.33)$$
where $J(\vec{r})$ is the Jastrow factor and the Slater determinants, $|D^\dagger(\vec{r}^\dagger)|$ and $|D^\dagger(\vec{r}^\dagger)|$, are obtained from Slater matrices of the form

$$D^\dagger_{ij} = \psi^\dagger_i(r^\dagger_j), \quad (4.34)$$

where $\psi^\dagger_i$ is the $i$th single-electron spin $\uparrow$ orbital and $r^\dagger_j$ is the position of the $j$th spin $\uparrow$ electron. Both the VMC and DMC methods can be made more efficient by replacing single, multidimensional configuration updates with the proposal of multiple one-electron moves which are accepted or rejected individually. Whilst this incurs some computational overhead, as multiple acceptance probabilities are required, one-electron updates allow much larger moves to be accepted, reducing the serial correlation between configurations.\(^{73}\)

The acceptance probability of a single spin up electron moving from $\vec{r}_{i,\text{old}}$ to $\vec{r}_{i,\text{new}}$ is determined from

$$\frac{\Psi_T(\vec{r}^\text{new})}{\Psi_T(\vec{r}^\text{old})} = e^{J(\vec{r}^\text{new}) - J(\vec{r}^\text{old})} \frac{|D^\dagger(\vec{r}^\text{new})|}{|D^\dagger(\vec{r}^\text{old})|}. \quad (4.35)$$

For a system of $N$ electrons the difference in the Jastrow factors $J(\vec{r}^\text{new}) - J(\vec{r}^\text{old})$ can be evaluated in a time proportional to $N$,\(^{11}\) but evaluating the ratio of determinants,

$$\frac{|D^\dagger(\vec{r}^\text{new})|}{|D^\dagger(\vec{r}^\text{old})|} = \frac{|D^\dagger(r_1, ..., r^\text{new}_i, ..., r^\text{new}_N)|}{|D^\dagger(r_1, ..., r^\text{old}_i, ..., r^\text{old}_N)|}. \quad (4.36)$$

is less straightforward. The computational cost of constructing these determinants in isolation scales as $O(N^3)$. However, as the determinants only differ in a single electron coordinate, the Sherman–Morrison formula\(^{105,106}\)
can be used to evaluate equation (4.36) more efficiently,\textsuperscript{107}

$$\frac{|D^\dagger(r_1, ..., r_i^{\text{new}}, ..., r_{N^\dagger})|}{|D^\dagger(r_1, ..., r_i^{\text{old}}, ..., r_{N^\dagger})|} = \sum_j \psi_j(r_i^{\text{new}}) \tilde{D}_{ji}^{old},$$

(4.37)

where $\tilde{D}_{ji}$ is the inverse transpose of $D_{ji}$, given by

$$\tilde{D}_{ji} = \frac{\text{cof}(D_{ji})}{\text{det}(D)}.$$  (4.38)

Constructing the initial $\tilde{D}_{ji}$ remains as computationally expensive as a regular determinant, but the evaluation of equation (4.35) is now possible in a time proportional to $N^\dagger$, and the $\tilde{D}_{ji}$ matrices can be updated after each single-electron move with $\mathcal{O}(N^{\dagger 2})$ operations.

### 4.4.4 Optimising wave functions

Before performing a comparatively expensive DMC calculation, the wave function can be optimised in VMC. This process is typically applied to the variational parameters in the Jastrow factor with the aim of increasing the efficiency of the subsequent DMC simulation. The variance of the DMC local energy is usually proportional to the difference between the ground-state energy and the VMC energy,\textsuperscript{108,109} so lower VMC energies correspond to fewer DMC time steps required to reach a specific error bar. Changes to the Jastrow factor leave the nodal surface intact; only the optimisation of parameters defining the antisymmetric part of the wave function has the capacity to improve the mean value of DMC energy. Such parameters include the coefficients of the determinants in a multi-determinant wave function,
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the parameters in backflow functions, or parameters defining the orbitals. Although in practice lower VMC energies usually lead to lower DMC energies, it is unclear how improvements in the energy relate to improvements in the nodal structure.

The two commonly used VMC optimisation methods are variance and energy minimisation. Variance minimisation\textsuperscript{35} is possible due to the zero variance principle described in Section 4.2.2, which states that the statistical fluctuations in the energy estimate tend to zero as the wave function tends to the ground state. An advantage of variance minimisation schemes is the use of correlated sampling\textsuperscript{35} where suitably reweighted electronic configurations generated from a single run are used to test many different parameter values. The benefits of this are twofold: it is not required to regenerate configurations for each run, making the process very efficient, and the correlation between the two simulations reduces the statistical noise in energy differences between them. The drawback of the reweighting scheme is that the required weights can vary rapidly as the parameters change, especially for large systems, leading to instabilities in optimization procedures.\textsuperscript{110} This problem may be surmounted via the use of unreweighted variance minimisation\textsuperscript{36} which has long been the preferred method for reliably generating very high quality trial wave functions.

Although initially unpopular due to the relative inefficiency of a basic implementation, energy minimisation\textsuperscript{111–113} has a number of key advantages: whilst variance minimisation is relatively effective at optimising the parameters of the Jastrow factor, it performs less well when attempting to optimise the antisymmetric part of the wave function.\textsuperscript{112} Trial wave functions can-
not, in general, exactly represent the ground state and thus the minima in energy and variance do not coincide; energy minimisation should be able to access lower VMC energies than variance minimisation. Finally, better estimates of expectation values other than the energy have been obtained from energy-minimised wave functions.\textsuperscript{114,115}

The optimisation of DMC wave functions in VMC is limited by the sampling method. The Metropolis algorithm samples the wave function with a frequency proportional to the probability density, resulting in optimisation schemes primarily focussed on improving the wave function in regions far from the nodes. A direct optimisation in DMC should display improved convergence properties. Previous work\textsuperscript{116–120} has shown some success in improving DMC energies by analysing local properties of the nodes. As DMC walkers are forbidden from crossing the nodal surface, a calculation where all the walkers are placed on one side of the boundary is completely decoupled from one with all the walkers on the other side. If the nodal surface is correct, the energy obtained from each calculation should be equal. In addition, the imposition of the fixed-node approximation creates discontinuities in the wave function derivative; the fixed-node approximation can be thought of as an infinite potential placed on the nodes of the trial wave function, separating the bosonic solutions for each nodal pocket. As the derivative of the ground state eigenfunction must be continuous across a node, the magnitude of the discontinuity can be used as a local measure of the quality of the nodal surface, with the discontinuity vanishing only when the nodal surface is correct. This information can be accessed by comparing the local density of DMC walkers attempting node crossings in both directions by
constructing ‘flux histograms’ from DMC calculations on either side of the node.\textsuperscript{116} The matching of DMC energies and derivatives at the node has been used as the basis of a fitness function to guide the evolution of a nodal surface using a genetic algorithm.\textsuperscript{117} Whilst this method has enabled the computation of the rovibrational states of $\text{CO}^{}\cdot\cdot\cdot\text{He}_N$ ($N \leq 10$) complexes,\textsuperscript{121} the application to more general systems is not straightforward. In order to implement the method, a physically motivated parametrisation of the nodal surface is needed, which is a quantity that is inaccessible for more complex systems. The same obstacle hinders similar work where the accuracy of the nodal surface is assessed locally based on the distances between the nodal surfaces of $\psi_T$, $\hat{H}\psi_T$, and $\hat{T}\psi_T$, where $\psi_T$ is the trial wave function, $\hat{H}$ is the Hamiltonian and $\hat{T}$ is the kinetic energy operator, which coincide for the exact wave function.\textsuperscript{118}

Another DMC optimisation scheme based upon nodal discontinuities in the wave function derivative is self-healing DMC.\textsuperscript{119,120} It is shown that, by locally smoothing discontinuities in the DMC wave function, a new trial wave function can be obtained with an improved nodal structure. Thus, the nodal surface can be systematically improved towards the ground state eigenfunction by repeatedly convolving the walker density obtained from a DMC simulation with a smoothing function that generates the next iteration of the wave function. For wave functions expanded in a complete basis, it is shown that the final accuracy is limited only by the statistical nature of the DMC algorithm. This approach has been successfully applied to the oxygen atom, and the $\text{N}_2$ and $\text{C}_{20}$ molecules,\textsuperscript{122} giving energies with an accuracy equivalent to energy minimisation in VMC. Whilst there is a much larger
prefactor in the computational cost of self-healing DMC compared to VMC energy minimisation, it exhibits a scaling linearly proportional to, rather than quadratic in, the number of optimised degrees of freedom, making it suitable for systems of fairly large size or complexity.

4.5 Pseudopotentials

4.5.1 Introduction

The computational cost of a QMC calculation scales rather drastically with the atomic number $Z$. As $Z$ increases, the nuclear potential and the wave function vary over much shorter length scales, necessitating a much higher sampling density to get a good representation. In tandem, fluctuations in the local energy increase in the vicinity of a nucleus as both the kinetic energy and potential energy are large. The use of a more accurate trial function can reduce this effect a little, but in practice improved estimates of $\Psi_T$ become much harder to obtain. Estimates of the scaling of the computational demand range from around $Z^{6.5}$ to $Z^{10.5}$, prohibiting the use of QMC methods on heavier atoms.

However, most interesting interatomic properties are determined almost exclusively by the valence electrons. It is therefore a relatively small approximation to use pseudopotentials, where the effects of the innermost shells of electrons are absorbed into the nuclear potential. By replacing a bare Coulomb potential with a smoother, finite function, the variation of the wave function and fluctuations in the local energy are both reduced. It is
also possible to include relativistic effects, which become more important as
the nuclear charge increases. The use of pseudopotentials in other electronic
structure calculations is widespread, and many calculations would be too
computationally demanding to perform in their absence. Pseudopotentials
give good estimates of total energy differences between systems and, given
their utility, the resultant errors are usually small enough to be acceptable.

4.5.2 Evaluating pseudopotentials

Pseudopotentials used in QMC methods are generally non-local, containing
corrections dependent upon angular momentum. It is conventional to divide
pseudopotentials into a local part, $V_{\text{loc}}^{\text{pp}}(r)$, common to all electrons, and
a correction, $V_{\text{nl}}^{\text{pp}}(r)$, for electrons with an angular momentum of $l$. The
electron-ion terms in the Hamiltonian are thus obtained from

$$\sum_i V_{\text{loc}}^{\text{pp}}(r_i) + \sum_i \hat{V}_{\text{nl},i}^{\text{pp}}$$

(4.39)

where $\hat{V}_{\text{nl},i}^{\text{pp}}$ is a non-local operator which acts on a function $g(r)$ as

$$\hat{V}_{\text{nl},i}^{\text{pp}} g(r_i) = \sum_i V_{\text{nl},i}^{\text{pp}}(r_i) \sum_{m=-l}^{l} Y_l^m(\Omega_i) \int Y_l^{*m}(\Omega'_i) g(r'_i) d\Omega'_i.$$

(4.40)

Here $Y_l^m$ are spherical harmonics, and the integrals select out the different
angular momentum components of the function $g(r)$, ensuring each component ($s$, $p$, $d$, ...) experiences its own potential $V_{\text{nl},i}^{\text{pp}}(r_i)$. This expression can
be simplified by choosing the z-axis to be along $r$ and using the spherical
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harmonic addition theorem to give

\[
\hat{V}_{\text{pp}}^{\text{nl},i} g(r_i) = \sum_l V_{\text{pp},i}^{\text{nl},l}(r_i) \frac{2l + 1}{4\pi} \int P_l[\cos(\theta^\prime_i)] g(r^\prime_i) d\Omega^\prime_i ,
\]  

(4.41)

where \( P_l \) is a Legendre polynomial.

The contribution to the local energy from the non-local component of a pseudopotential is given by

\[
V_{\text{nl}} = \hat{V}_{\text{nl}} \frac{\Psi_T}{\Psi_T} = \sum_i \hat{V}_{\text{nl},i} \frac{\Psi_T}{\Psi_T} = \sum_i V_{\text{nl},i} .
\]  

(4.42)

Considering, without loss of generality, a single atom at the origin yields

\[
V_{\text{nl},i} = \sum_l V_{\text{pp},i}^{\text{nl},l}(r_i) \frac{2l + 1}{4\pi} \int P_l[\cos(\theta^\prime_i)] \frac{\Psi_T(r_1, ..., r_i, ..., r_N)}{\Psi_T(r_1, ..., r_i, ..., r_N)} d\Omega^\prime_i ,
\]  

(4.43)

where the angular integration is over a sphere centred on the origin which passes through the position of electron \( i \). During QMC simulations this integration is performed numerically on a grid using a quadrature rule where, to avoid bias, each evaluation of the integral uses a randomly selected grid orientation.\textsuperscript{124}
4. QUANTUM MONTE CARLO METHODS

4.5.3 Diffusion Monte Carlo

Non-local pseudopotentials complicate the exponential growth term in DMC. Equation (4.19) becomes

\[
-\frac{\partial}{\partial t} f(\vec{r}, t) = \left[ -\frac{1}{2} \nabla_{\vec{r}}^2 + E_L(\vec{r}) - E_T \right] f(\vec{r}, t) + \nabla_{\vec{r}} \cdot \left[ \vec{v}(\vec{r}) f(\vec{r}, t) \right]
\]

\[
+ \left\{ \frac{\hat{V}_{nl}(\vec{r}, t)}{\Psi(\vec{r}, t)} - \frac{\hat{V}_{nl}(\Psi_T(\vec{r}))}{\Psi_T(\vec{r})} \right\} f(\vec{r}, t)
\]

(4.44)

where the addition of the terms contained in the curly braces can change the sign of the walker weights as they accumulate. With time the sign of the weights becomes random which is a difficulty analogous to the fermion sign problem discussed in Section 4.3.3. The simplest solution is to use the ‘localisation approximation’ and ignore the terms in the curly braces. In this case the weight accumulation is only affected via the additional pseudopotential terms in the local energy. A consequence of this procedure is that the DMC energy is no longer variational, as the lowest eigenvalue of the approximate Hamiltonian, \( E_{0}^{pp} \), does not give a strict upper bound for \( E_0 \). However, as \( \Psi_T \) tends to \( \Psi_0^{FN} \), \( E_0^{pp} \) tends to \( E_0^{FN} \) quadratically\(^{124}\) and the resultant error is small.

It is possible to restore the DMC variational principle by introducing \( T \)-moves\(^{125}\) into the walker dynamics, which are dependent upon the short ranged, non-local component of a pseudopotential. In the near vicinity of a nucleus, \( T \)-moves allow walkers to transition between the points of the selected pseudopotential integration grid. The relative probability of a tran-
sition is roughly proportional to the product of the ratios of the trial wave function at the proposed and original points, \( \frac{\Psi_T(\bar{r}')}{\Psi_T(\bar{r})} \), and the values of the non-local potential \( V_{nl} \). This procedure also acts to stabilise DMC calculations as the \( T \)-moves keep walkers away from regions close to the nodal surface of \( \Psi_T(\bar{r}) \) where, in addition to the drift velocity and local energy, terms in equation (4.43) can cause large fluctuations in the walker weights.
Chapter 5

Differentiating stochastic functions

5.1 Introduction

This chapter presents the theoretical foundations of the differentiation schemes developed in this thesis. The first section introduces some notation to help clarify what is meant by a ‘stochastic function’, and distinguish between results obtained from stochastic functions of infinite length and expectation values of results from functions of a finite length. Such a distinction becomes important later on during the analysis of a straightforward differentiation of a stochastic algorithm. The following section provides a mathematical illustration of why finite difference differentiation methods perform poorly in the presence of stochastic error, and shows why, for Monte Carlo results, the error in an ideal finite difference calculation converges very slowly. Section 5.4 contains the development of a curve fitting method specifically targeted at
reproducing high accuracy gradients of stochastic functions. This method is essential for validating high precision stochastic derivatives calculated using other techniques, where the robust resolution of small differences in derivatives is required to assess accuracy. The final section focuses on the differentiation of a stochastic algorithm directly, showing why a straightforward approach yields derivatives which are incompatible with expectation values of stochastic results. Here a new differentiation strategy is derived which produces exact derivatives of algorithms containing probabilistic decisions. This approach is applicable to any kind of stochastic function, and underpins the differentiation of the DMC algorithm presented in Chapter 8.

5.2 Stochastic functions

Computers are purely deterministic machines. Stochastic or Monte Carlo algorithms actually refer to functions which evolve mechanically when supplied with a given set of random numbers, \{\eta\}. These numbers are typically obtained from a deterministic pseudorandom number generator where the initial seed value forms part of the input to a program. It is possible to collect random numbers which are completely unpredictable using physical sources of natural entropy, like cosmic background radiation or radioactive decay, but the rate at which these are generated is usually too slow to use in stochastic algorithms.

The exact result of an \(N\) decision stochastic function \(f(x)\) can be described using

\[
y_N(x) = f(x, \{\eta\}_N),
\]

(5.1)
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which, in Monte Carlo methods, is an approximation to the $N \to \infty$ limit where the stochastic error vanishes and the result becomes independent of $\{\eta\}$,

$$y_{N \to \infty}(x) = y_N(x, \{\eta\}_N) + O\left(\frac{1}{\sqrt{N}}\right)$$

$$= f(x, \{\eta\}_{N \to \infty}).$$  (5.2)

To obtain the exact result $y_{N \to \infty}$ the computer program must run for an infinite amount of time over $\{\eta\}_{N \to \infty}$. However, computations can only be ever be performed to machine precision and this provides an effective upper bound on the computational effort required. In principle it is possible to reach this limit, but, as the stochastic errors of Monte Carlo algorithms decay in proportion to $\frac{1}{\sqrt{N}}$, even spectacularly long runs cannot hope to get close to the exact answer. This causes significant problems when evaluating the derivatives of stochastic quantities, where the correct derivative of a Monte Carlo result is given by

$$\frac{dy_{N \to \infty}(x)}{dx} = \frac{df(x, \{\eta\}_{N \to \infty})}{dx},$$

(5.3)

obtained from taking the derivative of an infinitely long calculation. Given that it is only ever possible to perform finite calculations, the evaluation of the derivatives of stochastic functions must contend with stochastic error.
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5.3 Finite differences

The finite difference method provides estimates of derivatives from

\[
\frac{df(x)}{dx} \approx \frac{\Delta f}{\Delta x} = \frac{f(x + \Delta x) - f(x)}{\Delta x},
\]

where \( \Delta x \) is the finite difference step size. In principle, for non-stochastic functions, the exact derivative of \( f(x) \) is recovered as the step size tends to zero. However, in practice, very small values of \( \Delta x \) lead to the subtraction of two very similar values in the numerator of equation (5.4). As numbers stored in a computer have a limited precision, the subtraction of two similar values can cause catastrophic cancellation, where the much smaller result has far fewer significant figures than the larger numbers. Selecting a step size that is too large results in a truncation error, where the curvature of \( f(x) \) over the range of \( \Delta x \) contributes significantly to the estimated derivative.

Taking the Taylor expansion of \( f(x + \Delta x) \),

\[
f(x + \Delta x) = f(x) + \frac{df}{dx} \Delta x + \frac{1}{2} \frac{d^2f}{dx^2} (\Delta x)^2 + O((\Delta x)^3),
\]

and substituting it into equation (5.4), gives

\[
\frac{\Delta f}{\Delta x} = \frac{df}{dx} + \frac{1}{2} \frac{d^2f}{dx^2} \Delta x + O((\Delta x)^2),
\]

where, for very small \( \Delta x \), the extra terms in the expansion of \( \frac{\Delta f}{\Delta x} \) are insignificant and the approximation to the derivative is very accurate. There is clearly an optimal step size which minimises the sum of the two sources of
error, but it cannot be calculated \textit{a priori} without knowing the value of $\frac{d^2f}{dx^2}$, which is itself generally much harder to obtain than $\frac{df}{dx}$. However, for the vast majority of non-stochastic functions, the finite difference method provides a near automatic way of extracting usefully accurate derivatives from complicated computations.

When applied to stochastic functions the finite difference method performs far less well. Here two completely separate evaluations of $f(x, \{\eta\}_N)$ are used to obtain an estimate of a derivative,

$$\frac{\Delta f}{\Delta x} = \frac{[f(x + \Delta x) \pm \sigma] - [f(x) \pm \sigma]}{\Delta x}, \quad (5.7)$$

where $\sigma$ represents the Monte Carlo error in an evaluation of $f(x)$. As these errors are independent, the resultant error in the difference of two evaluations of $f(x)$ is given by adding the errors in quadrature,

$$\frac{\Delta f}{\Delta x} = \frac{f(x + \Delta x) - f(x)}{\Delta x} \pm \frac{\sqrt{2}\sigma}{\Delta x}. \quad (5.8)$$

Using the Taylor expansion of equation (5.5) gives

$$\frac{\Delta f}{\Delta x} \approx \frac{df}{dx} + \left[ \frac{1}{2} \frac{d^2f}{dx^2} \Delta x \pm \frac{\sqrt{2}\sigma}{\Delta x} \right], \quad (5.9)$$

which is the standard result for the error in a finite difference, with an extra component. Immediately this illustrates the difficulty in taking a finite difference in the presence of stochastic noise; a very large step size is required to reduce the Monte Carlo error to an acceptable level, which inevitably produces a large truncation error. Selecting a step size than minimises the
quantity in the square brackets, which again requires knowledge of $\frac{d^2f}{dx^2}$, yields

$$\frac{\Delta f}{\Delta x} = \frac{df}{dx} \pm 2^\frac{3}{4} \sqrt{\sigma \frac{d^2f}{dx^2}}.$$  (5.10)

This expression shows that even optimal finite differences are far harder to evaluate than the underlying function in isolation; the error in a finite difference scales as the square root of the Monte Carlo error. Monte Carlo errors are proportional to $N_s^{-\frac{1}{2}}$, where $N_s$ is the number of samples, so the error in a finite difference is therefore proportional to $N_s^{-\frac{1}{4}}$, and converges far more slowly. The same is true for a centred finite difference, where a similar analysis yields an error proportional to $N_s^{-\frac{1}{3}}$.

5.4 Curve fitting

An alternative, and more computationally expensive, method of determining derivatives is to obtain an accurate representation of a stochastic function by fitting a curve to data. If the form of the underlying function is known then it is relatively straightforward to fit this to the corresponding data by minimising appropriately weighted residuals, where the weights are determined by the relative size of the error bars. If the form of the underlying function is not known then the data must be interpolated.

The interpolation of noisy data inevitably involves a trade off between minimising residuals and minimising the curvature of the interpolated function. Figure 5.1 shows the value and gradient of a cubic spline which interpolates exactly through all of a set of noisy data points using a procedure
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based on the DIERCKX\textsuperscript{126} routines. Whilst this may be an appropriate strategy for data without noise, the natural scatter of data containing error bars suggests that this yields a poor representation of the stochastic function. A more sensible fit can be achieved by allowing the interpolated function to have non-zero residuals and reducing the number of points that the function must pass through, which are known as knots. Smoothed spline fitting\textsuperscript{126} distributes new knots evenly across the range of the data and progressively increases their number until the smoothing condition,

\begin{equation}
\sum_i^N \left( \frac{y[i] - f_{\text{smooth}}(x[i])}{\sigma[i]} \right)^2 \leq N ,
\end{equation}

holds, where $i$ is the index of a datum with value $(x[i], y[i])$ and $y$-error $\sigma[i]$, $f_{\text{smooth}}(x)$ is the smoothed spline fit, and $N$ is the number of data. This yields a function that is tolerably close to the data whilst keeping curvature to a minimum, as illustrated by Figure 5.1.

Whilst smoothed spline fitting works well for interpolating values, getting an accurate gradient is more difficult. Figure 5.2 shows that the gradient of fits to independent, equivalently precise stochastic data can vary significantly, despite having very similar fluctuations in value. In particular the data at the extremal values of the $x$ range has a strong influence on the gradient as the fitting procedure is free to introduce curvature to get closer to these points. One method of increasing the accuracy of the fit is to increase the sampling density and precision of the data. This approach was used to produce Figure 5.3 where it is seen that there is an approximate agreement in the gradient of the fits in the central region of the $x$ range. However, gradients obtained
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Figure 5.1: Shown in the top pane is the DMC total energy as a function of an arbitrary displacement of the carbon atom in a methane molecule. The bottom pane displays the gradient of the two functions in the top pane.

Figure 5.2: The top pane compares smoothed spline fits to the data from Figure 5.1 and data obtained from an independent set of DMC calculations. Shown in the bottom pane are the gradients of each fitted curve.
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Figure 5.3: Compared to Figure 5.2 the stochastic total energy function has been sampled 4 times more frequently and with double the precision. The bottom pane compares the corresponding gradient to that of the fits from Figure 5.2.

Figure 5.4: The top pane shows data gathered from a larger range of displacements than the previous figures in this section, where vertical dotted lines mark the extent of the previous domain. Shown in the lower pane are the gradients of all fits performed so far.
from such a procedure should still be treated with caution as they remain susceptible to edge effects. A more reliable technique is to sample the function over an extended range that better captures its curvature, as shown in Figure 5.4. Here the gradient in the range of interest has been iteratively improved by extending the range of the data and increasing its precision until the resultant effect on the gradient is sufficiently small. This provides a relatively robust method for determining gradients of stochastic functions but, as the required range and precision is not known a priori, the computational effort involved is very large.

5.5 Differentiating stochastic algorithms

A natural approach to differentiating a stochastic quantity is to differentiate the algorithm that generates it,

\[ f'(x) = \frac{df(x)}{dx}, \quad (5.12) \]

and evaluate \( f'(x) \) using \( \{\eta\}_N \),

\[ y'_N(x, \{\eta\}_N) = f'(x, \{\eta\}_N). \quad (5.13) \]

Unfortunately, a straightforward differentiation of a stochastic algorithm produces derivatives which are incompatible with results obtained from an infinite calculation,

\[ y'_{N \to \infty}(x) \neq \frac{dy_{N \to \infty}(x)}{dx}. \quad (5.14) \]
The root of the problem is that the processes of differentiating and letting $N$ tend to infinity do not commute, so the expectation value of the derivative of a finite length algorithm gives the wrong answer,

$$\langle \frac{dy(x)}{dx} \rangle \neq \frac{d\langle y(x) \rangle}{dx}. \quad (5.15)$$

A simple example illustrates this point. Here the body of $f(x)$ will take the form

```python
eta = rand()
if (p(x) > eta) {
    y = f1(x);
} else {
    y = f2(x);
}
```

where

$$p(x) = \frac{\sin(x) + 1}{2} \quad (5.16)$$

$$f_1(x) = x^2 \quad (5.17)$$

$$f_2(x) = 5\cos(x) \quad (5.18)$$

and `rand()` returns a uniform random number in the interval $[0, 1)$. This function stochastically selects either $f_1(x)$ or $f_2(x)$ to evaluate, with probabilities of $p(x)$ or $[1 - p(x)]$ respectively. The $\{\eta\}_{N\to\infty}$ limit is obtained from the expected value of $y$,

$$\langle y(x) \rangle = [p(x)]f_1(x) + [1 - p(x)]f_2(x), \quad (5.19)$$
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Figure 5.5: The output from the simple branching program when the random number $\eta$ has a value of 0.75.

giving the derivative as

$$\frac{d\langle y(x) \rangle}{dx} = [p(x)] \frac{df_1(x)}{dx} + [1-p(x)] \frac{df_2(x)}{dx} + \frac{dp(x)}{dx} [f_1(x) - f_2(x)]. \quad (5.20)$$

The stochastic algorithm $f(x)$ can be differentiated by inspecting the effect of an infinitesimal change in $x$,

$$\frac{df(x)}{dx} = \lim_{\Delta x \to 0} \left\{ \frac{f(x + \Delta x) - f(x)}{\Delta x} \right\}, \quad (5.21)$$

and using the same random number $\eta$ for the evaluation of $f(x + \Delta x)$ and $f(x)$. Crucially, the decision made by the if statement is identical in both evaluations; an infinitesimal change in $x$ cannot cause a jump to the other
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logical branch. Considering the equality $p(x) = \eta$, the solutions are given by

\[
\begin{align*}
x_1 &= -\arcsin(1 - 2\eta) + 2\pi n \\
x_2 &= \arcsin(1 - 2\eta) + \pi + 2\pi n,
\end{align*}
\] (5.22)

and between these points either $f_1(x)$ or $f_2(x)$ is evaluated. For $\eta = 0.75$ the
function $f(x)$ between $-\pi$ and $\pi$ is shown in Figure 5.5, where $x_1 = \frac{\pi}{6}$ and $x_2 = \frac{5\pi}{6}$. When $x$ is between $x_1$ and $x_2$, the function returns $f_1(x)$, otherwise
it returns $f_2(x)$. The variation of $p(x + \Delta x)$ places $x_1$ and $x_2$ at slightly
different locations, but as $\Delta x \to 0$, $x$ and $x + \Delta x$ always sample the same
region of the piecewise function. Thus, for any value of $\eta$, equation (5.21)
yields either

\[
\frac{df_1(x)}{dx} = 2x
\] (5.23)

or

\[
\frac{df_2(x)}{dx} = -5\sin(x).
\] (5.24)

The differentiated function is then given by

\[
\text{eta} = \text{rand}();
\]

\[
\text{if} \ (p(x) > \text{eta}) \ {\}
\]

\[
\text{dydx} = d1(x);
\]

\[
\} \ \text{else} \ {\}
\]

\[
\text{dydx} = d2(x);
\]

\]
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where

\[ d_1(x) = \frac{df_1(x)}{dx}, \quad (5.25) \]
\[ d_2(x) = \frac{df_2(x)}{dx}. \quad (5.26) \]

Taking the \( \{\eta\}_{N\to\infty} \) limit by looking at the expected value of \( \frac{dy(x)}{dx} \) produces

\[
\langle \frac{dy(x)}{dx} \rangle = [p(x)] \frac{df_1(x)}{dx} + [1 - p(x)] \frac{df_2(x)}{dx} \quad (5.27)
\]
\[
\neq \frac{d(y(x))}{dx}, \quad (5.28)
\]

which misses the terms involving the derivative of the probability shown in equation (5.20). These missing terms arise from an infinitesimal change in a probability causing an infinitesimal number of stochastic decisions to give a different result. Given that it is only ever possible to work with finite length stochastic algorithms, this kind of information is impossible to access directly. This can also be seen by expressing the expectation value of the algorithm using integrals over the distribution of random numbers,

\[
\langle y(x) \rangle = f_1(x) \int_0^{p(x)} d\eta + f_2(x) \int_{p(x)}^1 d\eta, \quad (5.29)
\]

where, for a finite sampling of \( \eta \), infinitesimal changes to the limits of the integration from \( \Delta x \) have no effect on the result.

A solution is to engineer an explicit differential dependence of \( y \) on the probabilities. Consider the execution of the example program at \( x + \Delta x \). Ideally the clauses of the \textit{if} statement would be selected with probabilities
based on \( p(x + \Delta x) \), but on any particular evaluation of \( f(x) \) the decisions are constrained to use \( p(x) \). This can be corrected by weighting results by a factor
\[
\omega = \frac{P(x + \Delta x)}{P(x)},
\]
(5.30)
where \( P(x) \) is the probability of selecting that result. For \( f(x) \) the weights have the form
\[
\omega = \begin{cases} 
\frac{p(x + \Delta x)}{p(x)} & \text{for the if clause} \\
\frac{1 - p(x + \Delta x)}{1 - p(x)} & \text{for the else clause}
\end{cases}
\]
(5.31)
As \( \Delta x \) tends to zero, \( \omega \) tends to unity, leaving the values produced by \( f(x) \) intact. However, a finite contribution to the derivative remains. Applying equation (5.21) to \( \omega f_1(x) \) or \( \omega f_2(x) \),
\[
\frac{d}{dx} \left[ \omega f_i(x) \right] = \lim_{\Delta x \to 0} \left\{ \frac{P(x+\Delta x) f_i(x + \Delta x) - f_i(x)}{\Delta x} \right\},
\]
(5.32)
and using Taylor expansions of \( P(x + \Delta x) \) and \( f_i(x + \Delta x) \) from equation (5.5), gives
\[
\frac{d}{dx} \left[ \omega f_i(x) \right] = \frac{df_i(x)}{dx} + \frac{1}{P(x)} \frac{dP(x)}{dx} f_i(x).
\]
(5.33)
These weights are incorporated into the differentiated program by modifying
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equations (5.25) and (5.26),
\[
d_1(x) = \frac{df_1(x)}{dx} + \frac{1}{p(x)} \frac{dp(x)}{dx} f_1(x) \tag{5.34}
\]
\[
d_2(x) = \frac{df_2(x)}{dx} - \frac{1}{1 - p(x)} \frac{dp(x)}{dx} f_2(x) \tag{5.35}
\]
and the differentiated algorithm calculates a new quantity \( \frac{dy(x)}{dx} \). Inspecting its expectation value,
\[
\left\langle \frac{dy(x)}{dx} \right\rangle_\omega = \left[ p(x) \right] \frac{df_1(x)}{dx} + \left[ 1 - p(x) \right] \frac{df_2(x)}{dx} + \frac{dp(x)}{dx} [f_1(x) - f_2(x)] \tag{5.36}
\]
shows that the differential weighting produces the correct derivative in the \( \{\eta\}_{\mathcal{N} \to \infty} \) limit,
\[
\left\langle \frac{dy(x)}{dx} \right\rangle_\omega = \frac{d\langle y(x) \rangle}{dx}. \tag{5.37}
\]

This approach can be generalised to accommodate algorithms containing multiple branching events. Here, each possible result of an \( \mathcal{N} \) decision program, \( r(x) \), can be uniquely enumerated by assigning labels to each of the possible \textbf{if} statement branches. In this case the \( P(x) \) in equation (5.30) is replaced by a product of all the probabilities of the decisions made on a particular evaluation of a stochastic function,
\[
\omega = \frac{\prod_{i \text{chosen}} P_i(x + \Delta x)}{\prod_{i \text{chosen}} P_i(x)}. \tag{5.38}
\]
Differentiating a weighted result of the algorithm, \( \omega r_{\{\text{chosen}\}} \), using the same
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approach as in equation (5.32), yields

\[
\frac{d}{dx} \left[ \omega r_{\{\text{chosen}\}} \right] = \frac{dr_{\{\text{chosen}\}}}{dx} + r_{\{\text{chosen}\}} \frac{d}{dx} \left[ \prod_{i_{\text{chosen}}} P_i \right] = \frac{dr_{\{\text{chosen}\}}}{dx} + r_{\{\text{chosen}\}} \sum_{i_{\text{chosen}}} \frac{1}{P_i} \frac{dP_i}{dx}.
\]

(5.39)
Chapter 6

Existing approaches to differentiating quantum Monte Carlo total energies

6.1 Introduction

Despite great success in computing total energies, and a number of recent advances in the area, the calculation of total energy derivatives within QMC calculations remains relatively difficult. This chapter gives a brief overview of existing differentiation strategies.

6.2 The Hellmann–Feynman theorem

Total energy derivatives are typically used in atomic force calculations which, for the majority of electronic structure methods, proceed via the Hellmann–
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Feynman theorem (HFT).\textsuperscript{127,128} This theorem states that, when the wave function is an energy eigenstate, the gradient of the energy is the expectation value of the gradient of the Hamiltonian. In QMC methods the wave function is not, in general, an eigenstate of the Hamiltonian and the resultant forces are given by the expectation value of the gradient of the Hamiltonian plus additional Pulay-like terms\textsuperscript{21,22,129} that involve gradients of the probability distribution. The fixed-node DMC algorithm generates expectation values for operators that commute with the Hamiltonian using the ‘mixed’ probability distribution $\Psi_T(\vec{r})\Psi_0^\text{FN}(\vec{r})$ from equation (4.23). As $\Psi_0^\text{FN}$ is only sampled stochastically, rather than explicitly constructed, its derivative cannot be calculated in a straightforward manner. The common approach is to approximate the Pulay corrections involving $\Psi_0^\text{FN}$ by substituting $\Psi_T$ in its place.\textsuperscript{130,131} It is also possible to generate the ‘pure’ DMC probability distribution, $\Psi_0^\text{FN}\Psi_0^\text{FN}$, using either the future walking\textsuperscript{132} or reptation Monte Carlo\textsuperscript{133} methods. As $\Psi_0^\text{FN}$ is a better representation of an energy eigenfunction than $\Psi_T$, the Pulay terms are smaller and approximations to the derivatives of $\Psi_0^\text{FN}$ are less important.

An additional complication in the evaluation of forces using QMC methods is the infinite variance of the HFT estimator when doing all-electron calculations with bare Coulomb potentials. One solution is to use an improved or renormalised force estimator obtained through the addition of a term to the HFT force that has a mean value of zero but greatly suppresses the statistical fluctuations.\textsuperscript{78,134–136} Another approach is to selectively remove the small part of the electron density that gives rise to the infinite variance.\textsuperscript{137} This procedure can also be applied to the bare Coulomb potential by absorb-
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ing the chemically inert core electrons into pseudopotentials, as described in Section 4.5. However, the calculation of forces using non-local pseudopotentials requires the evaluation of the gradient of the non-local pseudopotential operator,\textsuperscript{23,24} necessitating an additional localisation approximation where $\Psi_0^{\text{FN}}$ is substituted for $\Psi_T$ in a manner similar to the HFT Pulay corrections of the mixed distribution.

6.3 Correlated sampling

Alternatively, atomic forces can be determined from the energy differences between slightly displaced nuclear configurations using a finite difference approach. Whilst other electronic structure calculations can rely on a smoothly varying energy for small changes in nuclear position, the statistical noise inherent in QMC methods make the resolution of small energy differences difficult. Although it is not possible to eliminate random errors entirely, the use of correlated sampling, which employs suitably reweighted electronic configurations generated from a single reference QMC run, reduces the error in the relative energies of two related systems, with the error vanishing in the limit of the two systems becoming identical. This approach has long been established in VMC but the branching, drift-diffusion dynamics of DMC walkers means that the application of correlated sampling in DMC is less straightforward. Initial attempts at a DMC correlated sampling algorithm used the original wave function to guide walkers in a displaced ‘differential’ system,\textsuperscript{25,26} leading to instabilities when differential walkers were free to drift-diffuse into exposed nodal regions. This effect can be mitigated, but only
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entirely removed in certain cases, via more complex schemes which utilise the space-warp coordinate transformation (SWCT).27–30 Here the paths of the walkers generated from the original wave function experience a smooth semi-rigid distortion when close to atomic centres, commensurate with the displacements of the nuclei. The differential wave function is obtained from a corresponding shift in its nuclear positions, and the weights obtained by the differential walkers are explicitly correlated to the originals through a scheme where they differ only over a limited history of the most recent generations.

A different method of correlating DMC dynamics relies on the convergence of similar stochastic trajectories sharing a common noise. Previous work37 has shown that when the influence of common noise exceeds a certain frequency, initially distinct trajectories are driven together and remain close. By imposing the same, purely random, diffusive component of the walker dynamics when sampling two similar systems, the sampling points become correlated and the relative error is reduced.31 The application of this method to branching, fixed-node DMC is presented in Chapter 9.

A drawback common to all correlated sampling approaches is that each correlated calculation generates only a single derivative. Thus, the computational effort required to determine all force components in a system scales in proportion to the number of nuclei. In most cases a correlated calculation will be comparable in difficulty to a regular total energy evaluation, resulting in a total cost of \( 3N_n + 1 \) for all force components where \( N_n \) is the number of nuclei. This poor scaling makes correlated approaches ill suited to the treatment of larger systems.
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6.4 Direct differentiation

Some progress has been made towards the differentiation of the DMC total energy by focussing of the DMC algorithm itself. Early work\textsuperscript{138} parametrised the effect of a small perturbation to the Hamiltonian, and incorporated this information into the weights obtained by walkers in the perturbed system. Differentiating the expression for the perturbed DMC energy with respect to the chosen parameter, and evaluating the result at a parameter value of zero, gives quantities that can be averaged over the course of the calculation to calculate derivatives of the unperturbed energy. This procedure was coined ‘Hellmann–Feynman sampling’ (due to the similarity of the HFT) by later work\textsuperscript{139} that employed a comparable method to evaluate expectation values of operators that do not commute with the Hamiltonian. However, the primary drawback of this approach is that it neglects the effect of a perturbation on the walker dynamics and thus excludes energy derivatives with respect to parameters that affect the nodal surface. A generalisation of the method,\textsuperscript{32} relying on appropriately renormalised estimators, includes additional information from the derivative of the Langevin Green’s function of equation (4.26). The variation of the nodal surface is still not captured completely, but the errors in the approximate forces on a BH molecule are shown to be small.
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6.5 Outlook

All existing methods of calculating DMC forces scale badly with system size. As the complexity of the system increases, the errors in the forces become much harder to converge compared to the total energy, limiting previous applications to non-model systems containing 8 or fewer electrons. The correlated or direct DMC force methods mentioned in this section omit the branching of walkers, reducing the stability of a DMC calculation, and face a computational bottleneck when confronted with many degrees of freedom.

In VMC it is possible to differentiate the total energy analytically using correlated sampling. The most efficient strategy for computing VMC forces combines a differential version of the SWCT with AD, allowing the efficient evaluation of a force estimator. This approach was able to treat a system containing 256 hydrogen atoms, but its extension to DMC is not straightforward.

The remaining chapters focus on two new methods for calculating total energy derivatives from DMC using the techniques of AD and correlated sampling.
Chapter 7

Algorithmic differentiation

7.1 Introduction

Finite difference methods have been the *de facto* numerical differentiation tool since the earliest iterations of modern computers. Their great appeal is in their simplicity; a derivative can be estimated from just two evaluations of the same function, so no extra programming effort is required to determine the gradients of calculated quantities. However, the finite difference approach is not without its drawbacks. Section 5.3 details the inevitable compromise in accuracy when selecting a finite difference step size and explains the poor performance in the face of stochastic noise. There is also a rather high computational cost incurred when evaluating many derivatives of a single quantity; each component of a calculated gradient requires an additional execution of the underlying function. This makes the finite difference scheme ill suited to algorithms with many interesting inputs.

The AD method\textsuperscript{38,39} is a relatively new, numerical approach to calculat-
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ing derivatives that is unencumbered by the deficiencies of finite differences. Using this technique it is possible to calculate every single derivative of a computed result, simultaneously, to full numerical precision, with a total computational cost comparable to obtaining the result itself. This chapter provides an overview of the operation of AD. Contained in the first two sections is a description of its two different forms and an outline of the mathematics underpinning its remarkable efficiency presented using a novel matrix formulation. The final section supplies information required for a practical implementation of AD and details the procedures used by automatic AD tools.

7.2 The forwards mode

The simplest and most accessible form of AD is called the ‘forwards mode’, and its basic operation can be illustrated using an outline of a simple computer program,

\[
\begin{align*}
[x_1, x_2, x_3]^T \\
\downarrow \quad z &= f^1(x_2, x_3) \\
[x_1, x_2, z]^T \\
\downarrow \quad y_2 &= f^2(x_2, z) \\
[x_1, y_2]^T \\
\downarrow \quad y_1 &= f^3(x_1) \\
[y_1, y_2]^T
\end{align*}
\]

(Program Outline 1)
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where the left hand side describes a short function that takes an input vector 
\([x_1, x_2, x_3]^T\) and, via the evaluation of the expressions \(f^k\), generates the output \([y_1, y_2]^T\). The terms contained within the square brackets represent the state of the algorithm, consisting of the set of active variables that have some subsequent influence on the calculation of the function output. Each step of the program, \(k\), comprises a state transformation, where a new active variable is computed, changing the state vector from 
\(V^{k-1} = [v_1^{k-1}, v_2^{k-1}, \ldots, v_n^{k-1}]^T\)

to 
\(V^k = [v_1^k, v_2^k, \ldots, v_m^k]^T\).

The application of AD proceeds by constructing the differential expressions of each of the variable assignments in the original program, which, in themselves, constitute an algorithm that takes a differential input vector 
\([dx_1, dx_2, dx_3]^T\) and calculates \([dy_1, dy_2]^T\).

\[
\begin{align*}
[x_1, x_2, x_3]^T & \quad [dx_1, dx_2, dx_3]^T \\
\downarrow & \quad \downarrow \\
& \quad \downarrow \quad d\xi = \frac{\partial f^1}{\partial x_2} \bigg|_{x_2, x_3} dx_2 + \frac{\partial f^1}{\partial x_3} \bigg|_{x_2, x_3} dx_3 \\
[x_1, x_2, z]^T & \quad [dx_1, dx_2, dz]^T \\
\downarrow & \quad \downarrow \\
& \quad \downarrow \quad dy_2 = \frac{\partial f^2}{\partial x_2} \bigg|_{x_2, z} dx_2 + \frac{\partial f^2}{\partial z} \bigg|_{x_2, z} dz \\
[x_1, y_2]^T & \quad [dx_1, dy_2]^T \\
\downarrow & \quad \downarrow \\
& \quad \downarrow \quad dy_1 = \frac{\partial f^3}{\partial x_1} \bigg|_{x_1} dx_1 \\
[y_1, y_2]^T & \quad [dy_1, dy_2]^T ,
\end{align*}
\]

(Program Outline 2)

As in the case of the original program, the evaluation of each differential
expression transforms the differential state vector from

\[ dV^{k-1} = [dv_1^{k-1}, dv_2^{k-1}, \ldots, dv_n^{k-1}]^T \]  \hspace{1cm} (7.1)

to

\[ dV^k = [dv_1^k, dv_2^k, \ldots, dv_m^k]^T. \]  \hspace{1cm} (7.2)

At each step of the differential program, a newly computed differential variable is assigned the value

\[ dv^{k}_{\text{new}} = \sum_{j=1}^{n} \frac{\partial f^k_j}{\partial v^{k-1}_{j}} |_{V^{k-1}} dv^{k-1}_{j}, \]  \hspace{1cm} (7.3)

with the persisting members of \( dV^k \) remaining unchanged. This transformation can be put into a matrix form, \( dV^k = M^k dV^{k-1} \), where \( M^k \) contains ones down the diagonal to preserve the differentials of active variables, a single row is the Jacobian of the scalar function \( f^k \) used to calculate the new differential variable, and the remainder is zero. For the step \( (k - 1) \to k \), where the number of active variables decreases from \( n \) to \( m \), this transformation can be written as

\[
\begin{bmatrix}
    dv_1^k \\
    dv_2^k \\
    \vdots \\
    dv_{m-1}^k \\
    dv_{\text{new}}^k
\end{bmatrix} =
\begin{pmatrix}
    1 & 0 & \ldots & 0 & 0 & \ldots & 0 \\
    0 & 1 & \ldots & \ldots & \ldots & \ldots & \ldots \\
    \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \ldots & 1 & 0 & \ldots & 0 \\
    \frac{\partial f^k_1}{\partial v_{m-1}^k} & \frac{\partial f^k_2}{\partial v_{m-1}^k} & \ldots & \frac{\partial f^k_{m-1}}{\partial v_{m-1}^k} & \frac{\partial f^k_m}{\partial v_{m-1}^k} & \ldots & \frac{\partial f^k_n}{\partial v_{m-1}^k}
\end{pmatrix}
\begin{bmatrix}
    dv_1^{k-1} \\
    dv_2^{k-1} \\
    \vdots \\
    dv_{m-1}^{k-1} \\
    dv_{\text{new}}^{k-1}
\end{bmatrix}.
\]  \hspace{1cm} (7.4)

The operation of the differential expressions can now be constructed as a
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A series of matrix vector products,

\[ dV^k = M^k(M^{k-1} \ldots (M^2(M^1dV^0))), \tag{7.5} \]

where, for the expressions in Program Outline 2, these matrices have the form

\[
\begin{bmatrix}
\frac{\partial f_3}{\partial x_1} & 0 \\
\frac{\partial f_2}{\partial x_1} & 0 \\
0 & \frac{\partial f_1}{\partial x_1} \\
0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\frac{\partial f_2}{\partial x_2} & \frac{\partial f_2}{\partial x_3} \\
0 & \frac{\partial f_1}{\partial x_2} \\
0 & 1 \\
1 & 0 \\
\end{bmatrix}
\begin{bmatrix}
dx_1 \\
dx_2 \\
dx_3 \\
\end{bmatrix}
\]

Upon completion of an \( N \) step program, the combined action of all the matrices produces the Jacobian, \( J \), of the program as a whole,

\[
dV^N = JdV^0 =
\begin{bmatrix}
dv_1^N \\
dv_2^N \\
\vdots \\
dv_m^N \\
\end{bmatrix}
= 
\begin{bmatrix}
\frac{\partial v_1^N}{\partial v_1^0} & \frac{\partial v_1^N}{\partial v_2^0} & \ldots & \frac{\partial v_1^N}{\partial v_m^0} \\
\frac{\partial v_2^N}{\partial v_1^0} & \frac{\partial v_2^N}{\partial v_2^0} & \ldots & \frac{\partial v_2^N}{\partial v_m^0} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial v_m^N}{\partial v_1^0} & \frac{\partial v_m^N}{\partial v_2^0} & \ldots & \frac{\partial v_m^N}{\partial v_m^0} \\
\end{bmatrix}
\begin{bmatrix}
dv_1^0 \\
dv_2^0 \\
\vdots \\
dv_m^0 \\
\end{bmatrix} \tag{7.7}
\]

To obtain derivatives from the differential program, the AD expressions must be seeded with a differential input vector which selects the input variable of interest. By selecting an input of the form \( dv_i^0 = \delta_{ij} \), where \( \delta \) is the Kronecker delta, each differential variable \( dq \) calculated during the execution of the program, where \( q \) is any variable in the original program, takes the numerical value of \( \frac{dq}{dv_j} \). The overall action of the differential seed is to select out the \( j \)th column of the Jacobian in equation (7.7), returning the derivatives.
of all the output variables with respect to the chosen input.

As the expressions in the differential program may depend upon the variables calculated in the original program, both must be executed concurrently. Some bounds may be placed on the complexity and memory requirements of propagating the forwards mode AD derivatives alongside the function evaluation.\textsuperscript{141,142} By breaking the derivative code down into its simplest possible operations and counting the number of extra memory fetches and stores, additions and subtractions, multiplications, and non-linear operations required, it can be shown that the computational demand will not exceed 2.5 times that of evaluating the original function alone. The memory requirement is similarly bounded at twice that of the original function evaluation, as each calculated variable cannot have more than one corresponding differential counterpart. For differentiating single program outputs this makes the cost of the most demanding implementation of forwards mode AD comparable to that of calculating derivatives obtained from a finite difference approach. The primary advantage of forwards mode AD over finite differencing is that the user is not required to select a step size \textit{a priori} and the derivatives obtained from AD will retain the same level of numerical accuracy as the evaluation of the underlying function.

Forwards mode AD is particularly useful when there are a large number of program outputs to be differentiated; in a single execution of the AD algorithm all output variables are simultaneously differentiated with respect to a single input. Given that most scientific codes produce just a few outputs from many inputs, the efficiency of forwards mode AD suffers the same computational bottleneck as finite differencing methods.
7.3 The reverse mode

Whilst a suitably seeded execution of the forwards mode AD algorithm returns a column of the Jacobian matrix, the reverse mode enables the extraction of a row via the pre-multiplication of a reverse differential seed vector $bV^N$,

\[
bV^{N^T} J = \begin{bmatrix} bV_1^N & bV_2^N & \cdots & bV_m^N \end{bmatrix} \begin{bmatrix} \frac{\partial v}{\partial v_1}^N & \frac{\partial v}{\partial v_2}^N & \cdots & \frac{\partial v}{\partial v_n}^N \\ \frac{\partial v}{\partial v_1}^N & \frac{\partial v}{\partial v_2}^N & \cdots & \frac{\partial v}{\partial v_n}^N \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial v}{\partial v_1}^N & \frac{\partial v}{\partial v_2}^N & \cdots & \frac{\partial v}{\partial v_n}^N \end{bmatrix} = \begin{bmatrix} bV_1^0 & bV_2^0 & \cdots & bV_n^0 \end{bmatrix} = bV^0^T,
\]

producing the reverse differential output $bV^0$. In a similar approach to the forwards case, a reverse differential seed vector of $bV_i^N = \delta_{ij}$ returns in $bV^0$ all the derivatives of the $j$th output with respect to all of the inputs. To perform this pre-multiplication, the series of matrix transformations that constitute the Jacobian must be traversed backwards via the reverse differential state vectors $bV^k$,

\[
(((bV^{N^T}M^{N-1}) \cdots M^{k+1}) = bV^k^T,
\]

from $bV^N$ to $bV^0$. Whilst the content of each of the matrices $M^k$ is invariant between the forwards and reverse modes,

\[
\begin{bmatrix} b_1 & b_2 \\ b_3 & \end{bmatrix} \begin{bmatrix} \frac{\partial f^3}{\partial x_1} \\ \frac{\partial f^3}{\partial x_2} \\ \frac{\partial f^3}{\partial x_3} \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 \\ 0 & \frac{\partial f^2}{\partial x_2} & \frac{\partial f^2}{\partial x_3} \\ 0 & \frac{\partial f^2}{\partial x_2} & \frac{\partial f^2}{\partial x_3} \\ 0 & 0 & 0 \\ 0 & \frac{\partial f^1}{\partial x_2} & \frac{\partial f^1}{\partial x_3} \\ 0 & \frac{\partial f^1}{\partial x_2} & \frac{\partial f^1}{\partial x_3} \end{bmatrix} = \begin{bmatrix} b_1 & b_2 & b_3 \end{bmatrix},
\]
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the differential states visited during an execution of the reverse AD code, \( bV^k \), contain retrograde differential information when compared to the forwards case of \( dV^k \). Rather than accumulating the changes in the numerical values taken by variables as a result of a change in input, the reverse states accumulate the sensitivity of an output to the values taken by each variable. On completion of the reverse AD algorithm, each member, \( bq \), of the reverse differential state takes the numerical value of \( \frac{dv_N}{dq} \), the differential of the selected output with respect to the variable \( q \). Intermediate \( b \)-variables are less clearly defined than the \( d \)-variables of the forwards pass. Forwards differential variables propagate a differential change in an input alongside the execution of the original program. Thus, each variable \( dq \) takes the numerical value of \( \frac{dq}{dv_j} \) on its assignment. However, if many functions in the original program have a dependence upon the same variable, each of these functions will produce a contribution to \( bq \) in a reverse pass of the AD code. Only when all contributions have been summed does a variable \( bq \) take the numerical value of \( \frac{dv_N}{dq} \).

Program Outline 3 displays the forwards and reverse AD expressions for
where it can be seen that the reverse operation of the $M^k$ matrices produces differential expressions of a different form. In the forwards case variable assignments are generally many-to-one; a value taken by a single forwards differential variable is dependent on the values of a number of others. In the reverse case the opposite is true, where in each step the assignment of multiple differential variables are dependent upon only a single value, resulting in a larger number of simpler expressions. The accumulation of reverse differential quantities can be seen in the calculation of $bx_2$ in the example program, where both $f^1$ and $f^2$ are dependent on $x_2$. A representation of differential accumulation in the forwards and reverse modes is shown in Fig. 7.1.
Although the implementation of reverse mode AD is more involved than that of the forwards mode, similar bounds can be placed on its computational complexity.\textsuperscript{141,142} Using the same methodology it can be shown that the cost of evaluating a selected function output and all of its derivatives will not exceed four times the cost of evaluating the original function alone, a result known as the ‘cheap gradient principle’. The memory requirements are more complicated than the forwards case. When executing the reverse AD algorithm, the evaluation of the differential expressions constituting the elements of the $M^k$ matrices requires the values of the variables in $V^k$. In the forwards mode these values are available at the time of execution as the differential code is executed alongside the original. In the reverse case, the values of all the variables at each step of the original program must be saved and subsequently restored during the reverse pass. If the original function is encoded with no variable overwriting, then the memory requirement of calculating the function value and gradient is twice that required when evaluating the original function in isolation. With memory overwriting permitted, the requirements are less clearly defined. All of the unique values taken by each variable must be stored, resulting in a memory demand that is proportional to the run time required to evaluate the underlying function. For very complex functions the memory demands of the basic reverse mode
can be prohibitively large, as the cheap gradient principle is valid only in the presence of sufficient, fast RAM.

7.4 Implementation

The application of AD can proceed mechanically, and there are a number of tools which automate the process. These tools come in two varieties, those which function via source code transformations and those which use operator overloading.

A source code transformation is performed in a similar way to how the example program in the previous section is displayed. Presented with the source code defining the function to be differentiated, a source code transforming AD tool can parse the contents and automatically generate the corresponding differential expressions. These expressions are provided as a complementary section of source code containing the differential algorithm which, when compiled alongside the original source code, allows a programmer access to the derivative evaluating routines.

The operator overloading approach modifies basic arithmetic procedures so that, in addition to calculating values, they also evaluate differential quantities. Programs treated in such a manner are typically 10% to 20% as efficient as those produced by a source code transformation as it is much more difficult for compilers to optimise the overloaded operations; native instructions for handling operations on floating point numbers are replaced with slower procedures that handle structures of floating point numbers. However, if the original source code contains a lot of abstract, high level structure, such
as C++ templating, then a source code transformation may not be possible.

A straightforward implementation of reverse mode AD consists of two
components, a forward sweep which executes the original code and stores all
the values taken by all the variables, and a reverse sweep which uses these
values to compute derivatives. As previously mentioned, the memory demand
of expensive computations using many intermediate variables can exceed the
availability of fast memory. In this regime ‘checkpointing’ strategies\textsuperscript{146,147} can
be employed, involving the recomputation of variables and the partitioning
of the reverse pass into stages. When a stage of the program is checkpointed
it is executed without the storage of the intermediate variable values. On
performing the reverse sweep, when a checkpointed section of the program
is encountered, the checkpointed stage is executed again, this time including
the storage of intermediate variable values. Once this section is complete the
reverse sweep can continue until it encounters the next checkpoint. A simple
checkpointing process is illustrated in Figure 7.2.

This procedure provides an easy way of trading memory demand for exe-
cution time, but obtaining reasonable performance is difficult; currently, no
automatic AD tool is capable of optimal checkpointing and most require pro-
grammer intervention to get a reasonably efficient implementation. Whilst
the additional computational burden of checkpointing can be severe, the com-
putational complexity remains independent of the number of input param-
ters, retaining the primary advantage of using reverse mode AD in systems
with many degrees of freedom.
Figure 7.2: An outline of a basic checkpointing strategy used when performing reverse mode AD. The procedure starts at the top right corner with a conventional program execution flowing from right to left. Vertical dotted lines represent the positions of checkpoints.
Chapter 8

Algorithmic differentiation of diffusion Monte Carlo

8.1 Introduction

The DMC algorithm is an attractive target for the AD method. Existing approaches to extracting derivatives within DMC simulations all rely upon approximations to the DMC wave function and scale linearly in computational cost with the number of derivatives required. Both limitations are ameliorated with an application of reverse mode AD, which allows remarkably efficient access to exact derivatives of an algorithm’s result with respect to every single input parameter. In the case of DMC, implementing AD presents two principal challenges. The first is a result of the relative expense of DMC calculations, which typically consume many hours of parallel execution on supercomputers to generate total energy estimates. This puts the DMC algorithm firmly in the regime where reverse mode AD checkpointing
strategies are unavoidable. The second, more difficult, challenge is dealing with stochasticity.

This chapter outlines the application of AD to a DMC algorithm. The first section presents the structure of a bespoke DMC code, which is optimised for an implementation of AD, before detailing the form of the corresponding AD expressions themselves. Here, the main idea is that, without a very careful consideration of which variables to store or recompute, the application of AD to DMC would not be possible. The manual implementation of reverse mode AD allows very fine grain control of the accumulation of derivatives and the associated memory management, making the application of AD feasible. Section 8.3 contains a strategy for calculating accurate DMC total energy derivatives in the presence of a stochastic execution path. As indicated by Section 5.2, the straightforward application of AD to the DMC algorithm produces derivatives which do not account for probabilistic decisions made. This can be corrected by modifying the branching of walkers such that differential information is propagated through integer-based branching events. The new form for the AD equations is shown to produce derivatives which are exact, and the final section presents a selection of results which verify the accuracy and utility of derivatives calculated using this method. A series of benchmark simulations of the ethane, propane and butane molecule demonstrate the efficiency and scalability of DMC force calculations, and results are displayed from a molecular dynamics simulation driven entirely by DMC forces, which captures the dimerisation of two borane molecules.
8.2 Algorithm structure

In principle it is possible to apply AD to an existing code using automated tools. However, the efficiency of the resultant AD implementation is highly dependent upon the structure of the original algorithm. Ideally the code to be differentiated should contain only functions that are atomic, where the result of each function depends upon its explicit inputs only. In this case, supplied with a particular set of inputs, each function can be executed and differentiated in isolation, irrespective of the state of the remainder of the computer program. Codes containing non-atomic functions, where the result depends upon transient information stored in a global scope, typically yield far poorer AD representations. When performing the reverse sweep of reverse mode AD, the differentiation of a non-atomic function requires version control of the global variables used; to successfully navigate the reverse AD expressions, the global scope must be restored to exactly the same state as it was when the original, undifferentiated function was evaluated. The logic required to handle restoring global variables is not particularly complex, but the computational and storage overheads can be large, especially in the presence of multiple non-atomic functions. Programs containing multiple concurrent threads suffer especially badly, as updates to global variables must be synchronised with the operations of all threads.

For the DMC algorithm this presents a significant problem as DMC calculations are already very expensive. Furthermore, the computational cost of a DMC calculation scales approximately as $O(N^3)$, where $N$ is the number of electrons in the system, and to use DMC in systems where no other electronic
structure method is comparable requires handling hundreds of electrons. The memory requirement of a straightforward application of AD is roughly proportional to the run time of the original program, so any significant DMC simulations will incur an extremely large memory cost. This will inevitably exceed the RAM available to the computer running the DMC calculation, and an appropriate RAM conservation strategy must be selected. The simplest solution is to move the useful content saved in memory to the hard disk when the available RAM is exhausted. Then, when using the saved information in the reverse sweep of AD, the contents of the RAM can be restored when required. Whilst relatively easy to implement on a desktop computer, this approach is more difficult to apply on supercomputers where the available RAM is partitioned between different subsets of processors and disk access can be prohibitively slow. Another solution, employed by automatic AD tools, is to use checkpointing strategies, as discussed in Section 7.4. These work well when the number of checkpoints required is relatively small, but, assuming comparable speeds for the forwards and reverse sweeps, the overall additional computational cost is roughly proportional to \( \frac{N_c}{2} T \), where \( N_c \) is the number of checkpoints and \( T \) is the computational cost of the original program. For larger calculations the memory demands incurred by the DMC method can be many thousands of times greater than the RAM available, requiring a similar number of checkpoints and making this approach rather inefficient.

The inherent difficulty in applying an automatic AD tool to expensive calculations, combined with a pervasive lack of atomicity in existing DMC programs, motivates the design of a new DMC implementation tailored for
the subsequent implementation of AD from the outset. This is realised in a
bespoke Fortran code written under the paradigm of functional programming,
where atomicity of all functions is ensured, allowing automatic AD tools to
differentiate sections of the code individually without consequence. A manual
implementation of the AD expressions in the main loop over DMC time steps
permits the implementation of a unique checkpointing strategy, mitigating
the computational overhead of a basic method. The overriding principle is to
store the minimal amount of information required to completely recompute
all quantities on a given time step. This provides the capacity to effectively
checkpoint the forwards sweep in addition to the reverse sweep, avoiding the
excessive recomputation of the first stages of a calculation and keeping the
overall memory requirement low. Figure 8.1 contrasts the operation of this
new approach with the straightforward implementation depicted in Figure 7.2.

The recalculation of all quantities on a given time step requires the current
best estimate of the DMC total energy, the weights and configurations of all
walkers, and the random numbers used to evaluate the non-local component
of any pseudopotentials. In the absence of a pseudorandom number generator
which is able to save and restore its state quickly, or better yet, efficiently
reverse the stream of numbers produced, all of these quantities aside from
the best estimate of the total energy must be stored. Tracing the entire
program in reverse also requires additional information about the ancestry
of the walkers, the history of fluctuations in the walker population and the
computational load balancing performed on each time step, where processors
with a high population of walkers at the end of a time step redistribute
excess walkers among processors with a lower population. Furthermore, the proposition and acceptance of single-electron configuration updates must be recorded to successfully navigate the dynamics in reverse. The total storage requirements are summarised below:

**Per time step**

- The current best estimate at the DMC total energy
- The number of walkers
- The difference between the number of walkers and ideal number of walkers for each processor

**Per walker**

* The initial weight
The storage of the data is handled by last-in, first-out (LIFO) stacks for each quantity listed above. Allocating the capacity of each store is complicated by fluctuations in walker numbers, configuration transfers and the number of T-moves performed; the required stack size must include redundancy when setting up a calculation. The size of the extra storage space required is dependent on the quality of the trial wave function and is thus different for every DMC calculation. Relative to a perfect simulation, where the population of walkers on each processor is a fixed constant, 0% of configurations are transferred and 0% of T-moves are made, the stack sizes for calculations in this thesis are based on a population size of 120% of the expected value, with 1% of configurations making T-moves and 1% of walkers being transferred. There is also a small, fixed minimum stack size in place to protect smaller scale calculations. If the combined stack size is greater
than the available memory then synchronised transfers of data from RAM to disk must be triggered periodically. On the reverse pass the stores will empty at the same time by construction and the stacks will be restored from data saved on disk.

An entire calculation would ideally be performed without exceeding the capacity of the RAM. The total memory cost scales as the product of the number of time steps, the number of walkers and the number of electrons. Fortunately this cost can be mitigated by features of the DMC algorithm. The first extenuation comes from the inherent parallelism of Monte Carlo methods. If a large number of walkers is required, there is no significant performance penalty associated with distributing the memory requirements over multiple processors. In HPC clusters it is common that each node of a supercomputer is provisioned with independent banks of RAM, so a high degree of parallelisation allows access to very large amounts of fast memory. The second RAM optimisation strategy is to partition a longer DMC calculation into multiple, shorter DMC runs which are then averaged together. This approach incurs extra computational effort to equilibrate each of the shorter runs individually, but effectively removes the scaling of memory demand with the number of time steps. As the simulation length decreases the fraction of computational time spent equilibrating walkers increases. However, DMC equilibration is mercifully quick, commonly taking on the order of one unit of atomic time, so very short simulations can still be performed without equilibration dominating the calculation.

An additional benefit of performing multiple independent DMC simulations is that it produces an estimate of the error in the derivatives calculated.
using AD. The variance of the weighted local energies provides a measure of the error in the total energy, but, as the AD expressions do not produce an estimator for a derivative on each time step, a similar analysis is impossible. Each DMC calculation produces a single number for each derivative of interest, and estimates of their variances can only be obtained from the standard error in the mean of repeated evaluations using different streams of random numbers.

Section 4.3 describes the features of the DMC algorithm to be differentiated. Slater–Jastrow trial wave functions are generated using the The General Atomic and Molecular Electronic Structure System (GAMESS) software package to obtain a Slater determinant of single particle orbitals expressed in a nuclei-centred Gaussian basis, and the CASINO package to optimise a Jastrow factor of the form

\[ J(\vec{r}, \vec{R}) = \sum_{i=1}^{N_e-1} \sum_{j=i+1}^{N_e} u(r_{ij}) + \sum_{i=1}^{N_e} \sum_{l=1}^{N_n} \chi_l(r_{il}) + \sum_{i=1}^{N_e} \sum_{j=i+1}^{N_e} \sum_{l=1}^{N_n} f_l(r_{ij}, r_{il}, r_{jl}) , \]  

(8.1)

where \( N_e \) is the number of electrons, \( N_n \) is the number of nuclei, \( r_{ij} = |\vec{r}_i - \vec{r}_j| \), and \( r_{il} = |\vec{r}_i - \vec{R}_l| \). The electron-electron \( u \) terms, and the nuclei-centred, electron-nucleus \( \chi_l \) and electron-electron-nucleus \( f_l \) terms, are defined by the CASINO parametrisation and a set of optimisable coefficients. For finite simulations the addition of a Jastrow factor reduces the variance of the estimate of a DMC total energy but leaves its mean value intact. Thus, variations in its form contribute nothing towards total energy derivatives and
wave function optimisation can be performed outside the scope of the code subject to AD. The remaining inputs to the DMC algorithm are the positions of the nuclei, $\bar{R}$, and a set of Gaussian basis function coefficients describing the single particle orbitals, $\{\alpha_j\}$, which are themselves dependent upon $\bar{R}$. Applying AD to the DMC algorithm yields the derivative of the DMC total energy, $E_{\text{DMC}}$, with respect to each of its inputs, but the calculation of nuclear forces also requires the derivatives of $\{\alpha_j\}$ with respect to $\bar{R}$. The expression for the force acting on nucleus $i$ is given by

$$F_i = -\frac{dE_{\text{DMC}}}{d\bar{R}_i} = -\left(\left[\frac{\partial E_{\text{DMC}}}{\partial \bar{R}_i}\right]_{\text{AD}} + \left[\frac{\partial E_{\text{DMC}}}{\partial \alpha_j}\right]_{\text{AD}} \frac{d\alpha_j}{d\bar{R}_i}\right), \quad (8.2)$$

where the square brackets indicate quantities obtained from AD. Ideally the matrix $\frac{d\alpha_j}{d\bar{R}_i}$ would be extracted from the wave function generating routine, but all AD force calculations presented in this thesis use numerical finite difference derivatives of GAMESS calculations.

By writing a DMC code in a functional style it is possible to trace the evaluation of functions back to the inputs of the program. Figure 8.2 shows a call graph which includes the most important functions in the DMC algorithm, where the terminal functions incorporate data from the orbital coefficients, Jastrow parameters, and/or the nuclear positions. This representation gives an indication of how changes in the inputs propagate through the structure of the code to produce a change in the output. The operation of the reverse AD code can also be revealed with a call graph, as shown in Figure 8.3. For
each function or subroutine of the form

\[ \text{calc\_something}(x_1, x_2, y) \]  \hspace{1cm} (8.3)

where \( x_1 \) and \( x_2 \) are inputs, and \( y \) is an output, there is a corresponding reverse AD routine

\[ \text{calc\_something\_b}(x_1, x_1\_b, x_2, x_2\_b, y\_b) \]  \hspace{1cm} (8.4)

where \( y\_b \) is the reverse differential seed and \( x_1\_b \) and \( x_2\_b \) contain the contributions to the derivative of the overall program output with respect to \( x_1 \) and \( x_2 \) from the evaluation of \( \text{calc\_something}(x_1, x_2, y) \). As in Figure 8.2 it is possible to trace the accumulation of the derivatives of all input variables through the network of function calls. The DMC algorithm is navigated...
Figure 8.3: A call graph of the significant functions in the reverse pass of the DMC code.

backwards via the sequential evaluation of the reverse AD functions in the opposite order to the original functions. Figure 8.3 also visualises the recomputation of variable values, where each reverse AD function is accompanied by an evaluation of the original function to generate the required data. A brief description of each of the functions is contained in Appendix A.

The Tapenade\textsuperscript{143} automatic AD tool is used to differentiate sections of the DMC code when accumulating derivatives on the reverse pass. These include the evaluation of the Gaussian orbitals, the Jastrow factor and the
pseudopotentials, where Tapenade manages the small amount of memory required for forwards and reverse sweeps of these functions in isolation. The obtained derivatives are then inserted into the sequence of AD equations spanning the main loop over time steps, where the memory is managed by the bespoke LIFO stores.

To ensure that the DMC algorithm is compatible with Jastrow factors optimised using CASINO, the two codes share routines to evaluate Gaussian wave function orbitals, Jastrow factors and pseudopotentials. This also grants access to the CASINO pseudopotential library and a utility for converting wave functions from a GAMESS format into a representation more suitable for DMC calculations. Molecular dynamics simulations are then performed using DMC forces via a Python script that automates the generation and conversion of GAMESS wave functions, the execution and AD of the DMC algorithm, and the application of equation (8.2). With fixed Jastrow factor coefficients, this apparatus provides a routine for evaluating DMC forces at arbitrary nuclear geometries which can be fed into a Verlet\textsuperscript{150} algorithm to integrate the subsequent equation of motion. Performing molecular dynamics with Monte Carlo errors in the forces is equivalent to the presence of temperature, where the magnitude of the uncertainty in the force estimates can be absorbed into the temperature of a Langevin thermostat.\textsuperscript{151} For the relatively short dynamical simulations performed in this thesis the errors in the forces are sufficiently small that the influence of Monte Carlo noise has little effect on the trajectories of the atoms. A measure of the influence of the perceived temperature can be obtained from inspecting the conservation of energy over the course of a simulation.
8.3 Stochastic branching

The result of applying AD to the DMC algorithm as described in Section 8.2 is shown in Figures 8.4 and 8.5, which display the total energy and its gradient when stretching a lithium hydride molecule. Here, each DMC simulation is performed using one-electron orbitals obtained from all-electron HF calculations with an aug-cc-pVDZ Gaussian basis set, and the total energies are averages of 768 independent DMC calculations employing 400 walkers and 400 time steps of 0.0025 a.u. The AD results are obtained from an average of the AD derivatives of each of the original total energy evaluations and error bars represent the standard error in the means.

In Figure 8.4 a ‘naive’ differentiation is one that fails to account for the stochastic decisions made during a DMC calculation. On a macroscopic scale there is a systematic discrepancy between the desired and calculated derivative. However, Figure 8.5 shows that on a microscopic scale the gradient calculated using naive AD is correct to numerical precision. There is, therefore, an important contribution to the macroscopic gradient from the discontinuous jumps on the micro scale. Each of these discontinuities is the result of a single different yes-no decision made inside the DMC code as a response to the change in bond length. As the length of a DMC simulation increases, the statistical error in the DMC total energy decreases and the discontinuities reduce in size, but the corresponding increase in the number of decisions made also brings the discontinuities closer together. The overall contribution of the discontinuities to the macroscopic gradient remains finite.

There are four places random numbers are used in the DMC algorithm:
stochasticity is required to generate the diffusive component of the Langevin dynamics, to select the orientation of integration grids to evaluate pseudopotentials, to discretise the weights of walkers before branching events, and to accept or reject configuration updates using the Metropolis algorithm. The simulation of diffusion is system agnostic; any DMC calculation with a specific time step can propose walker positions using exactly the same set of vectors. Therefore, from a finite difference perspective, simulations at $\lambda$ and $\lambda + d\lambda$ can share diffusive moves without consequence, where $\lambda$ is generalised DMC parameter which can represent a trial wave function coefficient, a nuclear position or any other parameter of the simulation. The same is true for the random orientation of the integration grids used when evaluating pseu-
Figure 8.5: The derivative of the DMC total energy over a very small range. The top pane shows the same content as in Figure 8.4 but over a small range of displacements on the leftmost side of the $x$-axis. Here each calculation uses an identical stream of random numbers and the associated stochastic error bars have been omitted. The bottom pane compares the gradient of the total energy function with derivatives calculated using AD of the total energy evaluations of the top pane.

dopotentials. However, the acceptance of configuration updates, governed by

$$P_M(\vec{r}' \leftarrow \vec{r}) = \min \left( 1, \frac{G_L(\vec{r} \leftarrow \vec{r}', \Delta t) |\Psi_T(\vec{r}')|^2}{G_L(\vec{r}' \leftarrow \vec{r}, \Delta t) |\Psi_T(\vec{r})|^2} \right)$$  \hspace{1cm} (8.5)$$

from equation (4.25), or the discretisation of walker weights,

$$N_{\text{spawn}} = W = \text{INT}(w + \eta) ,$$  \hspace{1cm} (8.6)$$

from equation (4.14), is more troublesome. Similarly to the algorithm described in section 5.5, the output of both operations is a piecewise, discontinuous function where calculations at $\lambda$ and $\lambda + d\lambda$ are constrained by the
AD equations to use the same decisions, producing incorrect derivatives.

The Metropolis rejection is not an essential component of the DMC algorithm. Its two main functions are to reduce the time step error and add some extra stability by providing a means, other than the drift velocity, of keeping walkers away from regions near the nodes of the trial wave function. Disabling this feature and using a smaller time step will generate equivalent results, albeit with an increased computational cost. However, in most cases the time step error varies slowly with any simulation parameter other than $\Delta t$. Thus, simulations at $\lambda$ and $\lambda + d\lambda$ can expect to have near identical time step errors and equation (8.5) has little effect on a derivative. All AD derivatives presented in this chapter are derived from total energy evaluations using Metropolis rejection, but do not differentiate the rejection process.

The discretisation of walker weights is a process required to produce an integer number of offspring at the current electronic configuration. In principle a DMC calculation can be performed without branching walkers, but in practice the exponential rate of weight accumulation necessitates branching to stabilise fluctuations in the walker weights and increase the efficiency of the sampling. Walker branching is essential for a DMC algorithm with useful performance, but, in contrast to the Metropolis rejection, ignoring its contribution to derivatives produces very biased results.

Without branching the weights of walkers are accumulated multiplicatively via

$$
G_w(\mathbf{r}' \leftarrow \mathbf{r}, \Delta t) = \exp \left( -\frac{1}{2} [E_L(\mathbf{r}') + E_L(\mathbf{r}) - 2E_T] \Delta t \right), \quad (8.7)
$$
from equation (4.27). Over three time steps where a walker with unit weight and an initial configuration of \( \vec{r}_0 \) visits configurations \( \vec{r}_1, \vec{r}_2 \) and \( \vec{r}_3 \) consecutively, the final weight is given by

\[
w_0^3 = G_w(\vec{r}_3 \leftarrow \vec{r}_2, \Delta t)G_w(\vec{r}_2 \leftarrow \vec{r}_1, \Delta t)G_w(\vec{r}_1 \leftarrow \vec{r}_0, \Delta t)
\]  
(8.8)

\[
= G_{w_3}G_{w_2}G_{w_1}
\]
(8.9)

\[
= G_{w_3}w_2'
\]
(8.10)

Differentiating \( w_3' \) with respect to \( \lambda \) yields

\[
\frac{dw_3'}{d\lambda} = \frac{dG_{w_3}}{d\lambda}w_2' + G_{w_3}\frac{dw_2'}{d\lambda},
\]

which can be iterated up to an arbitrary number of time steps,

\[
\frac{dw_i'}{d\lambda} = \frac{dG_{w_i}}{d\lambda}w_{i-1}' + G_{w_i}\frac{dw_{i-1}'}{d\lambda}.
\]

(8.12)

Reintroducing the branching of walkers makes the accumulation of weights discontinuous. At the beginning of each time step the weight of each walker is discretised according to (8.6), which converts each weight into an integer by truncating the floating-point sum of the weight and a unit magnitude uniform random number. This integer normally determines how many walkers of unit weight to spawn, but the remainder of this section will assume, without loss of generality, that no spawning takes place. In this case the population of walkers is fixed where each has a non-negative integer weight.
at the start of each time step. The equivalent of equation (8.9) now reads

\[ w_3 = G_{w_2} W_2, \quad (8.13) \]

where \( W_i \) indicates an integer weight obtained from applying equation (8.6) to \( w_i \), and weights without primes indicate values obtained in the presence of branching. Differentiating \( w_3 \) in the same manner as \( w'_3 \) gives

\[ \frac{dw_3}{d\lambda} = \frac{dG_{w_3}}{d\lambda} W_2, \quad (8.14) \]

and, furthermore, the derivative of a weight after an arbitrary number of time steps is given by

\[ \frac{dw_i}{d\lambda} = \frac{dG_{w_i}}{d\lambda} W_{i-1} \quad (8.15) \]

Whilst mathematically correct, this expression lacks information about how the current weight is causally linked to the history of previous weights, as the derivative of the integer truncation operation is zero for all \( w \), aside from delta functions, \( \delta_w \), when \( w + \eta \) takes an integer value \( n \),

\[ \frac{dW_i}{dw_i} = \delta_w((w + \eta) - n), \quad (8.16) \]

which are never sampled. This is the source of the discrepancy in the derivatives shown in Figures 8.4 and 8.5. The AD expressions evaluate equation (8.15) correctly and produce exact derivatives of an execution of the DMC algorithm for a given set of random numbers. However, the real quantity of interest is the derivative of DMC calculations averaged over a continuum of
random numbers.

Section 5.5 derives an adaptation to the calculation of derivatives that incorporates a probabilistic execution path,

\[ \frac{d[\omega W_i]}{dx} = \frac{dW_i}{dx} + W_i \sum_i \frac{1}{P_i} \frac{dP_i}{dx} \]

\[ = W_i \sum_i \frac{1}{P_i} \frac{dP_i}{dx}. \]

from equation (5.39), but the resultant expression has large fluctuations in value. Here each \( P_i \) is the probability of each discretisation event in the walker’s history, and if a simulation runs for any significant amount of time it becomes inevitable that a decision will be made with a very small \( P \). As \( P \) is in the denominator of the second term, the value of the probabilistic correction becomes very large and, with far greater consequence, feeds in to derivatives of subsequent \( W \)s. Thus, the variance of the derivatives calculated using this method increases with the number of time steps performed, ruling out an application to highly accurate DMC calculations.

It is, however, possible to formulate the calculation of derivatives that are independent of the discretisation process. Equation (8.13) can be expanded using a multiplicative representation of equation (8.6),

\[ W_i = \frac{W_i}{w_i}, \]

\[ w_3 = G_{w_3} \frac{W_2}{w_2} G_{w_2} \frac{W_1}{w_1} G_{w_1}, \]
which, again, can be extended iteratively,

\[
  w_i = G_{w_i} \left( \prod_{j=1}^{i-1} \frac{W_j}{w_j} G_{w_j} \right) = \left( \prod_{j=1}^{i-1} \frac{W_j}{w_j} \right) \left( \prod_{k=1}^{i} G_{w_k} \right) = \left( \prod_{j=1}^{i-1} \frac{W_j}{w_j} \right) w_i'
\]  

(8.20)  

As the number of branching events increases, the expected value of the weight in the presence of branching tends to the value in the absence of branching. Thus, when averaged over multiple branching events for a specific walker, each ratio \( \frac{W_i}{w_i} \) of discretised weights over original weights in equation (8.22) has unit value, and

\[
  \langle w_i \rangle = \left( \prod_{j=1}^{i-1} \frac{W_j}{w_j} \right) w_i' = w_i'.
\]  

(8.23)

Equation (8.16) can be redefined to propagate differential information from \( w_i \) to \( W_i \) by introducing a differential change in the integer weight of the form

\[
  dW_i = \frac{W_i}{w_i} dw_i,
\]  

(8.24)

which is commensurate with the fractional change in the value of the weight. This is no longer the value of \( dW_i \) determined by equation (8.16), but the following equations show that it ensures that the average of \( dW_i \) over branching decisions reproduces derivatives which are identical to those in the absence
of branching. With a differential dependence on \( w_i \),

\[
\frac{dW_i}{dw_i} = \frac{W_i}{w_i},
\]  

(8.25)

the differentiation of each \( W_i \) with respect to \( \lambda \) now produces

\[
\frac{dW_i}{d\lambda} = \frac{dW_i}{dw_i} \frac{dw_i}{d\lambda}
\]  

(8.26)

\[
= \frac{W_i}{w_i} \frac{d}{d\lambda} \left( \frac{d(G_{w_i}W_{i-1})}{d\lambda} \right)
\]  

(8.27)

\[
= \frac{W_i}{G_{w_i}W_{i-1}} \left( \frac{dG_{w_i}}{d\lambda} W_{i-1} + G_{w_i} \frac{dW_{i-1}}{d\lambda} \right)
\]  

(8.28)

\[
= W_i \sum_{j=1}^{i} \frac{1}{G_{w_j}} \frac{dG_{w_j}}{d\lambda}
\]  

(8.29)

\[
= \frac{W_i}{w_i'} \frac{dw_i'}{d\lambda}.
\]  

(8.30)

Thus, the derivative of each integer weight corresponds to an appropriately scaled derivative of the weight in the absence of branching. When averaging over multiple branching decisions it is possible to extract derivatives that are independent of any specific sequence of discretisation events,

\[
\langle \frac{dW_i}{d\lambda} \rangle = \langle \frac{W_i}{w_i'} \frac{dw_i'}{d\lambda} \rangle
\]  

(8.31)

\[
= \langle \frac{W_i}{w_i'} \frac{dw_i'}{d\lambda} \rangle
\]

(8.32)

\[
= \frac{dw_i'}{d\lambda},
\]

where \( \frac{dw_i'}{d\lambda} \) can be pulled out of the average as \( w_i' \) is the weight obtained in
the absence of any branching. The introduction of equation (8.24) into the AD expressions for the derivative of the DMC total energy yields the correct macroscopic derivative, as shown in Figure 8.4.

Equation (8.24) can be derived using a procedure similar to that of Section 5.2 by considering two DMC calculations at \( \lambda \) and \( \lambda + \Delta \lambda \) which are constrained to use identical branching decisions and the same, fixed energy shift. Whilst problematic in practice, since the total number of walkers in a simulation with a fixed energy shift eventually reduces to zero or grows beyond the available memory, this simplifies the analysis and ensures that the future evolution of any given walker depends only on its current position and weight.

The branching decisions are determined using equation (8.6), which takes an input weight of \( w_{\text{in}} \) and produces an output of either \( w_{\text{out}}^+ = \text{INT}(w_{\text{in}}) + 1 \) or \( w_{\text{out}}^- = \text{INT}(w_{\text{in}}) \) with respective probabilities \( P \) and \( (1 - P) \) chosen such that the expected weight is conserved across the branching decision,

\[
\langle w_{\text{out}} \rangle = P w_{\text{out}}^+ + (1 - P) w_{\text{out}}^- = w_{\text{in}}. \tag{8.33}
\]

At time step \( i \) of an \( N \) step DMC calculation, the expected contribution to the overall expectation value of the total energy from a walker at \( \vec{r} \) with weight \( w_i \) is given by

\[
C_{1, \ldots, i} + w_i \langle c_{i+1, \ldots, N}(\vec{r}_i) \rangle, \tag{8.34}
\]

where \( C_{1, \ldots, i} \) is the contribution to the energy estimator that has been made
by the walker so far, and \( \langle c_{i+1,\ldots,N}(\vec{r}_i) \rangle \) is the expected contribution that a walker of unit weight at position \( \vec{r}_i \) at time step \( i \) will make to the energy estimator during the rest of the simulation. Hence, when averaged over decisions, the expected future contribution of the walker to the energy expectation value is also conserved,

\[
\langle w_{\text{out}} \rangle \langle c_{i+1,\ldots,N}(\vec{r}_i) \rangle = Pw_{\text{out}}^+ \langle c_{i+1,\ldots,N}(\vec{r}_i) \rangle + (1 - P)w_{\text{out}}^- \langle c_{i+1,\ldots,N}(\vec{r}_i) \rangle \quad (8.35)
\]

where the first expectation value on the right hand side is over decisions and the second is over walks continuing from \( \vec{r}_i \). This conservation of the expected contribution ensures that the expected total energy is unaffected by the branching decisions.

In the calculation at \( \lambda + \Delta \lambda \), branching decisions are made with the same probabilities, \( P \), as in the calculation at \( \lambda \). The aim is to devise a branching scheme which still produces the correct expectation value,

\[
\langle w_{\Delta \lambda} \rangle \langle c_{i+1,\ldots,N}(\vec{r}_{i}^{\Delta \lambda}) \rangle = Pw_{\text{out}}^{\Delta \lambda+} \langle c_{i+1,\ldots,N}(\vec{r}_{i}^{\Delta \lambda}) \rangle + (1 - P)w_{\text{out}}^{\Delta \lambda-} \langle c_{i+1,\ldots,N}(\vec{r}_{i}^{\Delta \lambda}) \rangle \quad (8.36)
\]

where superscripts of \( \Delta \lambda \) indicate quantities obtained in the calculation at \( \lambda + \Delta \lambda \). Fortunately, just as in the calculation at \( \lambda \), the expected contribution per unit weight, \( \langle c_{i+1,\ldots,N}(\vec{r}_{i}^{\Delta \lambda}) \rangle \), is unaffected by the outcome of the decision.
The requirement of equation (8.36) can thus be simplified to

\[ \langle u_{\text{out}}^{\Delta \lambda} \rangle = P w_{\text{out}}^{\Delta \lambda^+} + (1 - P) w_{\text{out}}^{\Delta \lambda^-} = w_{\text{in}}^{\Delta \lambda}, \tag{8.37} \]

which is sufficient to guarantee that the calculation at \( \lambda + \Delta \lambda \) gives the correct energy expectation value, even though the ‘wrong’ branching probabilities have been used.

Equation (8.37) links the two output weights \( w_{\text{out}}^{\Delta \lambda \pm} \) but does not suffice to define them. Their form will be a function of the input weight, \( w_{\text{in}}^{\Delta \lambda} \), and any of the variables available from the calculation at \( \lambda \),

\[ w_{\text{out}}^{\Delta \lambda \pm} = w_{\text{out}}^{\Delta \lambda \pm}(w_{\text{in}}^{\Delta \lambda}, w_{\text{in}}, w_{\text{out}}^{\pm}), \tag{8.38} \]

where \( w_{\text{in}} \) and \( w_{\text{out}}^{\pm} \) are constant for all different values of \( \Delta \lambda \). Thus, the propagation of weight derivatives is given by

\[ dw_{\text{out}}^{\Delta \lambda \pm} = \frac{\partial w_{\text{out}}^{\Delta \lambda \pm}(w_{\text{in}}^{\Delta \lambda}, w_{\text{in}}, w_{\text{out}}^{\pm})}{\partial w_{\text{in}}^{\Delta \lambda}} dw_{\text{in}}^{\Delta \lambda}. \tag{8.39} \]

The functions \( w_{\text{out}}^{\Delta \lambda \pm}(w_{\text{in}}^{\Delta \lambda}, w_{\text{in}}, w_{\text{out}}^{\pm}) \) are subject to a number of additional constraints:

1. The output weights \( w_{\text{out}}^{\Delta \lambda \pm} \) must both be positive. If \( w_{\text{out}}^{\Delta \lambda^-} \) is determined from a choice of \( w_{\text{out}}^{\Delta \lambda^+} \) via equation (8.37), then \( w_{\text{out}}^{\Delta \lambda^+} \) must satisfy \( P w_{\text{out}}^{\Delta \lambda^+} \leq w_{\text{in}}^{\Delta \lambda} \). Similarly, if \( w_{\text{out}}^{\Delta \lambda^-} \) is chosen then \( (1 - P) w_{\text{out}}^{\Delta \lambda^-} \leq w_{\text{in}}^{\Delta \lambda} \) is required.

2. As \( \Delta \lambda \to 0 \) the calculations at \( \lambda \) and \( \lambda + \Delta \lambda \) must become identical.
smoothly to obtain a sensible derivative, requiring $w_{\text{out}}^{\Delta \lambda^+} \rightarrow w_{\text{out}}^+$ and $w_{\text{out}}^{\Delta \lambda^-} \rightarrow w_{\text{out}}^-$.

3. Whenever $w_{\text{out}}^-$ is zero, and the corresponding walker is removed from the calculation, $w_{\text{out}}^{\Delta \lambda^-}$ must also be zero. If this condition is not met then the calculation at $\lambda + \Delta \lambda$, which is constrained to the use the same number of walkers as the calculation at $\lambda$, misses the future contribution from walkers that are removed from the calculation despite having a finite weight.

4. To avoid large fluctuations in the derivatives accumulated using equation (8.39), the dependence of $w_{\text{out}}^{\Delta \lambda \pm}$ on $w_{\text{in}}^{\Delta \lambda}$ must be smooth.

The simplest solution to equation (8.37) that meets all of these conditions is

\[
\begin{align*}
    w_{\text{out}}^{\Delta \lambda^+} &= \frac{w_{\text{out}}^+}{w_{\text{in}}} w_{\text{in}}^{\Delta \lambda}, \\
    dw_{\text{out}}^{\Delta \lambda^+} &= \frac{w_{\text{out}}^+}{w_{\text{in}}} dw_{\text{in}}^{\Delta \lambda}, \\
    w_{\text{out}}^{\Delta \lambda^-} &= \frac{w_{\text{out}}^-}{w_{\text{in}}} w_{\text{in}}^{\Delta \lambda}, \\
    dw_{\text{out}}^{\Delta \lambda^-} &= \frac{w_{\text{out}}^-}{w_{\text{in}}} dw_{\text{in}}^{\Delta \lambda},
\end{align*}
\]

(8.40) (8.41)

giving

\[
\langle w_{\text{out}}^{\Delta \lambda} \rangle = P \frac{w_{\text{out}}^+}{w_{\text{in}}} w_{\text{in}}^{\Delta \lambda} + (1 - P) \frac{w_{\text{out}}^-}{w_{\text{in}}} w_{\text{in}}^{\Delta \lambda}
\]

\[
= \left( P w_{\text{out}}^+ + (1 - P) w_{\text{out}}^- \right) \frac{w_{\text{in}}^{\Delta \lambda}}{w_{\text{in}}}
\]

\[
= \frac{w_{\text{in}}^{\Delta \lambda}}{w_{\text{in}}}
\]

\[
= w_{\text{in}}^{\Delta \lambda},
\]

(8.42)

where the penultimate step uses equation (8.33). Equations (8.40) and (8.41)
thus provide a continuously differentiable branching decision which, when evaluated at $\Delta \lambda = 0$, leaves the values of the weights unchanged,

$$w^+_\text{out} = \frac{w^+_{\text{out}}}{w_{\text{in}}} w_{\text{in}} \quad w^-_{\text{out}} = \frac{w^-_{\text{out}}}{w_{\text{in}}} w_{\text{in}}, \quad (8.43)$$

but contributes to the derivative via

$$dw^+_\text{out} = \frac{w^+_{\text{out}}}{w_{\text{in}}} dw_{\text{in}} \quad dw^-_{\text{out}} = \frac{w^-_{\text{out}}}{w_{\text{in}}} dw_{\text{in}}, \quad (8.44)$$

producing equation (8.24).

### 8.4 Pseudopotentials

It is well known that using bare Coulomb potentials to describe electron-nucleus interactions produces DMC force estimators with a variance that is infinite.\textsuperscript{78,134–136} This is a problem that is also manifest in all-electron forces calculated using AD; as the simulation time increases, the resultant AD derivatives contain an ever greater stochastic error. In the limit of an infinite simulation there is the unusual situation that the variation of the DMC total energy becomes completely smooth with respect to changes in a nuclear position, but the calculation of its derivative becomes completely undefined. Forces can be calculated with a finite error via the introduction of pseudopotentials, which remove the divergent points in the nuclear potential responsible for the infinite variance.\textsuperscript{23,136}
8.5 Results

Figure 8.6 compares derivatives obtained from performing AD on DMC total energy evaluations and the gradient produced by smoothed spline curve fitting, with the high accuracy fit taken from the figures displayed in Section 5.4. Unless the underlying functional form of the energy curve is known, which is true only in the most trivial systems, an interpolation scheme is required to estimate the variation of the energy. Here it is shown that the application of AD provides a far more efficient route to accurate determinations of total energy derivatives; whilst a very large number of DMC calculations are needed to generate a fit with a reliable gradient, a single execution of the AD code yields the correct result. Furthermore, this observation holds for DMC calculations of arbitrary precision; improved curve fits can be obtained from more precise total energy evaluations, but, as the errors in the AD derivatives and the total energies are both proportional to $N^{-\frac{1}{2}}$, where $N$ is the number of samples, the accuracy of the corresponding AD derivatives is also improved. Derivatives obtained from AD also compare favourably to those calculated using a finite difference method. Equation (5.10) shows that the ideal error in a stochastic finite difference derivative scales as $N^{-\frac{1}{4}}$, so as the accuracy of the DMC total energy increases, AD derivatives perform much better.

For DMC force calculations to be useful they must produce results which surpass the accuracy of those obtained from less computationally expensive DFT simulations. A high quality DFT calculation of an $sp$-bonded system typically contains an error of 0.01 bohr in the equilibrium bond lengths.
which stems from the use of an approximate exchange-correlation functional. Errors in bond lengths can be converted into errors in the atomic forces via the stiffness of the bonds, obtained from experimental vibrational spectra. This approach yields an error in the carbon-carbon forces from DFT calculations of 0.003 hartree/bohr for the ethane, propane and butane molecules. Hence to demonstrate any improvement upon DFT results, the stochastic error in the DMC forces must be converged beyond this value.

Table 8.1 contains the summarised results of benchmark DMC force calculations shown in Figures 8.7, 8.8 and 8.9. All trial wave functions are composed of HF orbitals expressed in an optimised aug-cc-pVDZ-CDF Gaussian basis set\textsuperscript{153} generated using Dirac-Fock QMC pseudopotentials.\textsuperscript{154,155} The DMC calculations performed with these pseudopotentials, including those
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Table 8.1: Benchmark DMC force computations. The angled brackets indicate quantities averaged over 11 representative calculations, where $\sigma_F$ is the error in the restoring force of a displaced carbon atom, $\sigma_E$ is the error in the total energy, $a_0$ is the Bohr radius, $T_{E+F}$ is the execution time required to evaluate the total energy and all three force components for every atom in the molecule, and $T_E$ is the execution time for a total energy evaluation in isolation. Data for this Table are drawn from the results shown in Figures 8.7, 8.8 and 8.9.

<table>
<thead>
<tr>
<th>Species</th>
<th>$\langle \sigma_F \rangle$ (hartree)</th>
<th>$\langle a_0 \sigma_F \rangle$</th>
<th>$\langle \sigma_E / \sigma_F \rangle$</th>
<th>$T_{E+F}$</th>
</tr>
</thead>
</table>
| C$_2$H$_6$ | 0.0008                           | 2.2                         | 10.2
| C$_3$H$_8$ | 0.0008                           | 2.0                         | 10.2
| C$_4$H$_{10}$ | 0.0010                         | 1.9                         | 10.4

Figure 8.7: Shown in the top pane is the DMC total energy as a function of the displacement of a single carbon atom relative to its neighbouring carbon atom in an ethane molecule. The bottom pane displays the AD derivative of the energy evaluations in the top pane. The smoothed spline fit and its gradient are obtained from the average of 30 fitting procedures to independent DMC energy evaluations extending outside the range of the plot, where the resultant stochastic error is smaller than the line width.
Figure 8.8: The same information as in Figure 8.7 for a propane molecule.

Figure 8.9: The same information as in Figure 8.7 for a butane molecule.
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presented in later sections of this thesis, require the addition of T-moves into the walker dynamics in order to stabilise fluctuations in the walker populations. Each total energy evaluation and associated AD force calculation is an average of 12288 independently differentiated DMC simulations employing 60 walkers and 100 time steps of 0.01 a.u., where the errors are obtained from the standard error in the means. The second column of Table 8.1 shows the average DMC error in the restoring force of a carbon atom in each alkane as it is displaced over a range of \( \pm 1 \) bohr from near its equilibrium position, representing a set of calculations typical of the relaxation of molecules and solids from a DFT geometry. These calculations are used to evaluate how the difficulty of computing AD forces scales with system size. The important metric is the relative convergence of errors in the forces compared to errors in the total energy. Displayed in atomic units, where the Bohr radius has a numerical value of one, the third column of Table 8.1 shows that the relative difficulty of converging the forces remains approximately constant as the number of electrons increases. Another important consideration is the computational complexity of the AD calculations, where the fourth column of Table 8.1 shows that the time spent computing all force components in each system, simultaneously, using reverse mode AD, is a small fixed multiple of the time spent computing a total energy, for all system sizes.

The smoothed spline fits and gradients in Figures 8.7, 8.8 and 8.9 are obtained from multiple data series extending either side of the plots. Each curve represents the average of 30 fitting procedures, where each fit was derived from independent DMC energy evaluations of the same precision as shown in the figures. The extent of the data is selected such that increasing
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the range has no significant effect on the shape of the curves in the region of interest, and the stochastic error in the fits is smaller than the line width. Appendix B displays the extended fits.

The DMC calculations supporting Table 8.1 are deliberately small scale to make them as memory efficient as possible. When using a low number of walkers population control biases can become significant, but, for the DMC simulations presented here, using a larger population had little effect on the results. The individual butane derivative calculations, which involve 26 electrons, 60 walkers and 100 time steps, required 21 MB of RAM. If a larger number walkers were required then the excellent parallel scaling of the DMC algorithm allows a distribution of the memory consumption with very little effect on the run time performance. Keeping the average walker population and number of time steps fixed it would be possible to simulate 1250 electrons using less than 1 GB of memory, and 7500 electrons if the calculation were parallelised using 10 walkers per processor. However, performing multiple, small scale DMC calculations requires more computational resources to be spent on equilibrating each simulation. For the AD expressions to be accurate there must be an unbroken sequence of instructions for producing the outputs of a program from its inputs. Therefore, in contrast to how it is possible to partition a conventional DMC simulation in time, AD derivative calculations cannot begin using pre-equilibrated electronic configurations. Doing so discards important information about the relatively strong dependence of the initial configurations on the nuclear positions and the trial wave function, which would normally be accumulated in the differential quantities during the equilibration process.
The columns of Table 8.1 coupled with the RAM conservation strategy indicate that this method of calculating forces can treat large systems efficiently, with an accuracy beyond the capacity of DFT. However, these force calculations make use of one spatial dimension, when a single execution of reverse mode AD yields three dimensional force components for all nuclei in the system. An application which better demonstrates the strength of DMC forces extracted using AD is a molecular dynamics simulation.

Figure 8.10 displays snapshots from a DMC molecular dynamics simulation which can be viewed in full on our website at http://www.cmth.ph.ic.ac.uk/people/t.poole/research.html. This simulation captures the dimerisation of borane, where two borane molecules react by forming two unusual 3-centre 2-electron bridges known as banana bonds. The dynamics of the borane molecules are determined using Verlet integration of atomic forces from DMC and the video shows 500 molecular dynamics time steps of 0.5 fs. Each time step, single-electron orbitals are generated using B3LYP\textsuperscript{156–159} DFT with the same basis set and pseudopotential type as the simulations of the alkanes in Table 8.1. Atomic forces are then obtained from an average of 48 subsequent DMC force calculations, each employing
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Figure 8.11: The potential and kinetic energies of the nuclei during the molecular dynamics simulation depicted in Figure 8.10.

60 walkers performing 200 time steps of 0.01 a.u. Figures 8.11 and 8.12 display the kinetic, potential and total energies in the microcanonical system. The DMC energy represents a stochastic estimate of the Born–Oppenheimer energy surface, with its gradient determining the forces on the nuclei. As previously discussed, performing molecular dynamics with forces containing stochastic noise is similar to the introduction of temperature. This noise can be formally absorbed into a Langevin thermostat, but Figure 8.12 shows that, in this particular case, the stochastic fluctuations in the forces over the course of the simulation are small enough to capture the formation of the banana bonds between the two borane molecules.

Existing DMC force methods require the individual computation of each force component in the system. If these forces are used for molecular dynamics simulations the computational demand has an additional scaling with the
number of atoms, making the treatment of larger systems increasingly difficult. Forces obtained from AD avoid this computational bottleneck as all force components are obtained simultaneously in a small multiple of the cost of a standard DMC calculation. The molecular dynamics simulation of borane is a demonstration of the efficiency of AD forces, where the average time to compute all the forces on each time step is 10.9 times that of computing a DMC total energy.
Chapter 9

Correlated sampling diffusion

Monte Carlo

9.1 Introduction

The primary drawback of the AD method is that it can be relatively difficult to apply to pre-existing programs, especially when, as is common with scientific codes, the original code has grown organically from its initial specification (if there ever was one!). Furthermore, if the implementation of AD is not purely automatic then critical sections of the code become far more difficult to maintain; any changes to the original program must be duplicated exactly in differential form to ensure that derivatives are calculated correctly. For QMC methods an alternative, far less burdensome, approach to calculating derivatives is via the technique of correlated sampling.

This chapter provides a correlated sampling method based on the phenomenon of stochastic coherence. The first section outlines conventional cor-
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related sampling in VMC and its typical implementation in DMC. Section 9.3 describes how dynamical systems subjected to a common source of noise become correlated, and contains results from model systems demonstrating this effect. A mathematical treatment of the drift-diffusion equations governing the dynamics of DMC walkers shows how trajectories coupled via their diffusive components coalesce over time. This is used in the following section, which details the implementation of a correlated sampling scheme using stochastic coherence in an established DMC code. The penultimate section displays a selection of results obtained from using this method to determine the energy gradient of the symmetric stretch of a water molecule. Whilst initially promising, the correlated sampling scheme breaks down when applied to larger systems. This motivates an extrapolation of the method to a step size of zero, and the final section derives an algebraic expression for the direct calculation of the DMC total energy.

9.2 Current approaches

In VMC the application of correlated sampling is straightforward. A single reference system, defined by \( \lambda \), generates a shared collection of electronic configurations distributed according to \( |\Psi_T(\vec{r}, \lambda)|^2 \), which are used to evaluate total energies in displaced systems at \( \lambda + \Delta \lambda \). Equations (3.25) and
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(3.26) give the form of a correlated sampling VMC energy difference,

\[ \Delta E_{\text{VMC}}^{\Delta \lambda} = \frac{1}{N} \sum_{i=1}^{N} \left[ E_L(\vec{r}_i, \lambda + \Delta \lambda) \frac{\left| \Psi_T(\vec{r}_i, \lambda + \Delta \lambda) \right|^2}{\left| \Psi_T(\vec{r}_i, \lambda) \right|^2} - E_L(\vec{r}_i, \lambda) \right] \]

\[ = \frac{1}{N} \sum_{i=1}^{N} \left[ E_L(\vec{r}_i, \lambda + \Delta \lambda) W_{\text{VMC}}(\vec{r}_i) - E_L(\vec{r}_i, \lambda) \right], \quad (9.1) \]

where \( \{ \vec{r}_i \} \) are drawn from \( |\Psi_T(\vec{r}, \lambda)|^2 \) and \( W_{\text{VMC}}(\vec{r}_i) \) is the weighting applied to the configurations. As \( \Delta \lambda \) tends to zero the statistical fluctuations in \( \Delta E_{\text{VMC}}^{\Delta \lambda} \) also tend to zero, and total energy derivatives can be estimated with a finite statistical error using a finite difference approach,

\[ \frac{dE_{\text{VMC}}}{d\lambda} = \lim_{\Delta \lambda \to 0} \left\{ \frac{\Delta E_{\text{VMC}}^{\Delta \lambda}}{\Delta \lambda} \right\}. \quad (9.3) \]

The application of correlated sampling in DMC faces two problems which are absent in VMC. For the displaced system, the Metropolis rejection of walker moves in equation (4.25) is determined by probabilities appropriate for the original system. An additional weighting can be applied on each configuration update which corrects for the imposed Metropolis rejection,

\[ w_{\text{accept}} = \frac{P_M^{\Delta \lambda}}{P_M}, \quad (9.4) \]

\[ w_{\text{reject}} = \frac{1 - P_M^{\Delta \lambda}}{1 - P_M}, \quad (9.5) \]

where \( P_M \) is the Metropolis rejection probability, but even for small \( \Delta \lambda \) these weights fluctuate wildly over the course of simulation, making such an
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approach impractical.\textsuperscript{28} Worse, this approach breaks down completely in situations where the original calculation rejected a move, imposing a rejection in the correlated system, but $P_{M}^{\lambda} = 1$. However, the Metropolis rejection becomes far less important when calculating total energy differences; simulations differing by only a small $\Delta \lambda$ will have almost identical time step errors, and the removal of the Metropolis rejection only increases statistical fluctuations modestly.

The other, more serious, problem is that the nodal surface of the trial wave function depends on $\lambda$ for many interesting total energy derivatives such as atomic forces. Thus, finite values of $\Delta \lambda$ can place the originally sampled set of electronic configurations in different nodal pockets in the displaced systems. In principle this is allowed, as it is possible to perform DMC simulations where a small number of walkers cross nodes, but changes to the nodal surface without a corresponding change in the dynamics of the walkers can result in many electronic configurations becoming close to nodal regions. Here the local energy and drift velocity of equations (4.4) and (4.20) diverge, causing catastrophic variations in the weights of the walkers. When performing a standard DMC simulation, the importance sampling performed via the drift velocity keeps walkers away from problematic regions where $\Psi_{T}(\vec{r})$ is small.

One way of mitigating this effect is using the SWCT (space-warp coordinate transformation).\textsuperscript{27–30} This method provides a way of generating walker dynamics in a displaced system which distort smoothly with the size of the displacement. Electron positions, $\vec{r}$, are updated so that they experience a
near rigid shift with any nearby nucleus at $R_i$

$$r_i^{\Delta \lambda} = r_i + \sum_{\alpha=1}^{N_n} [R_\alpha^{\Delta \lambda} - R_\alpha] w_\alpha(r_i) , \quad (9.6)$$

where

$$w_\alpha(r_i) = \frac{F(|r_i - R_\alpha|)}{\sum_{\beta=1}^{N_n} F(|r_i - R_\beta|)} \quad (9.7)$$

and

$$\sum_{\alpha=1}^{N_n} w_\alpha(r_i) = 1 . \quad (9.8)$$

The function $F(r)$ is any sufficiently rapidly decaying function, commonly chosen to be $r^{-4}$. Such a transformation acts to keep the new paths of the walkers in the displaced system away from destabilising regions of $\Psi_T(\vec{r}, \lambda + \Delta \lambda)$ near the nuclear positions. Whilst the reduction in noise is significant, the solution is not perfect; in the displaced system the weights of walkers must be accumulated over only a limited history of time steps to keep statistical fluctuations finite.

The remainder of this chapter presents an alternative method of correlating the dynamics of DMC walkers using the phenomenon of stochastic coherence. Our website, http://www.cmth.ph.ic.ac.uk/people/t.poole/research.html, has a number of videos supporting this chapter, and snapshots from these are displayed in Appendix C.
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9.3 Stochastic coherence

Dynamical systems are well renowned for being extremely sensitive to their initial conditions. The double pendulum\textsuperscript{160} is a classic example of how the behaviour of one of the simplest possible physical systems can exhibit completely different behaviour for very similar starting configurations. In more complex systems, involving a larger number of degrees of freedom, initially similar trajectories are almost guaranteed to diverge exponentially quickly. One quantity that characterises this instability is the Lyapunov exponent, $\kappa$, defined by

$$|\delta Z(t)| \approx e^{\kappa t} |\delta Z(t = 0)|,$$  \hspace{1cm} \text{(9.9)}

where $\delta Z(t = 0)$ is an initial infinitesimal separation between two trajectories. The first video on our website provides an example of this phenomenon, where two non-interacting, frictionless balls slide over a complex energy landscape. Initially the balls are coincident, with a tiny difference in their starting velocities. Displayed beneath the dynamics is a synchronised plot of the separation of the two balls, which shows an approximately exponential divergence in their positions. This is the key signature of a system with a positive Lyapunov exponent.

It would be reasonable to expect that adding a source of random noise to a dynamical system would increase the Lyapunov exponent. For the general case the addition of noise does indeed make the system more susceptible to divergence, but when all trajectories are subjected to identical random kicks then it is possible to observe the inverse. If the stochastic kicks from
a common source of noise exceed a certain frequency, and the trajectories occupy the same convex region of potential, initially distinct trajectories converge exponentially quickly in time.\textsuperscript{37} In this case, irrespective of the initial conditions, the final trajectories become identical and are dependent upon the stream of random numbers only.

This stochastic coherence effect is demonstrated in the second video on our website. Here the potential landscape and initial conditions are identical to that of the first video, but every few time steps the balls are stopped and restarted with identical, randomly selected velocities. This regular restarting of the dynamics acts as a damping force which coerces the balls into regions near the minima of the potential. Whilst sharing a convex region of potential, the accelerations of the two balls act to bring the trajectories closer; both the balls will accelerate towards a local minimum in the potential, with the ball furthest from the minimum experiencing a larger acceleration. For a sufficiently short time step, the next restart of the dynamics will begin with a smaller separation between the balls.

The third video on the page illustrates the robustness of this procedure. For this simulation the balls are initially placed in distinct, well separated minima in the potential, before being subjected to the same sequence of restarts with random velocities. These random kicks provide a means for both balls to explore the potential landscape and, despite their large initial separation, the trajectories coalesce rapidly once both balls occupy the same convex region of potential.

This approach is particularly well suited to the importance sampled Langevin dynamics of equation (4.21), which generates configuration updates of the
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form

\[ \vec{r}(t + \Delta t) = \vec{r}(t) + v(\vec{r}(t))\Delta t + \xi \sqrt{\Delta t}, \quad (9.10) \]

where \( v(\vec{r}(t)) \) is the drift velocity,

\[ v(\vec{r}(t)) = \frac{\nabla_{\vec{r}} \Psi_T(\vec{r}(t))}{\Psi_T(\vec{r}(t))}, \quad (9.11) \]

\( \Delta t \) is the DMC time step, and \( \xi \) is the diffusive component consisting of independent random electron displacements drawn from a Gaussian distribution of unit variance. Thus, each time step, each DMC walker experiences a purely random translation in configuration space which is dependent on \( \Delta t \) only, and exactly the same diffusive moves can be used in different DMC calculations to correlate the trajectories of the walkers without introducing a bias. Unlike the Newtonian dynamics of the previous systems, the current time step in Langevin dynamics is independent of the velocities of previous time steps, making it similar in form to Newtonian dynamics that are restarted stochastically at every time step.

The remainder of this section presents a new formulation for the divergence of correlated walkers in the DMC algorithm. Compared to equation (9.10), which governs the motion of a walker initially at \( \vec{r}(t) \), a displaced walker at \( \vec{r}(t) + \Delta \vec{r}(t) \) experiences a configuration update of

\[ \vec{r}'(t + \Delta t) = \vec{r}(t) + \Delta \vec{r}(t) + v(\vec{r}(t) + \Delta \vec{r}(t))\Delta t + \xi \sqrt{\Delta t}. \quad (9.12) \]

Correlating the two walks by choosing identical random diffusive vectors \( \xi \).
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gives an expression for the divergence of the walkers with time,

\[
\Delta \vec{r}(t + \Delta t) = \vec{r}'(t + \Delta t) - \vec{r}(t + \Delta t) = \Delta \vec{r}(t) + [v(\vec{r}(t) + \Delta \vec{r}(t)) - v(\vec{r}(t))] \Delta t .
\]

(9.14)

Taking the \( \Delta t \to 0 \) limit to produce a time derivative, as done in equation (5.21), yields the rate of change of the divergence

\[
\frac{d\Delta \vec{r}(t)}{dt} = v(\vec{r}(t) + \Delta \vec{r}(t)) - v(\vec{r}(t)) ,
\]

(9.15)

which, using the Taylor expansion shown in equation (5.5) for small \( \Delta \vec{r} \), and adopting the Einstein summation convention, yields

\[
\frac{d\Delta \vec{r}_i(t)}{dt} = \left[ \partial_j v_i(\vec{r}(t)) \right] \Delta \vec{r}_j(t) ,
\]

(9.16)

where \( i \) and \( j \) are indices running over all \( 3N_e \) components, with \( N_e \) the number of electrons. A more useful quantity is the rate of change of the magnitude squared of \( \Delta \vec{r}_i(t) \),

\[
\frac{d[\Delta \vec{r}_i(t)]^2}{dt} = 2\Delta \vec{r}_i(t) \frac{d\Delta \vec{r}_i(t)}{dt} ,
\]

(9.17)

which, using the definition of the drift velocity from equation (9.11) can be expressed as

\[
\frac{d[\Delta \vec{r}_i(t)]^2}{dt} = 2\Delta \vec{r}_i \left[ \partial_j \frac{\partial_i \Psi_T(\vec{r})}{\Psi_T(\vec{r})} \right] \Delta \vec{r}_j .
\]

(9.18)

If the trial wave function is a good approximation to the fixed-node ground
state, then the Langevin dynamics will be sampling configurations roughly distributed according to $|\Psi_T(\vec{r})|^2$. The effect of the drift velocity acting on a separation $\Delta \vec{r}_j$ stems from the matrix $\partial_j \frac{\partial \Psi_T(\vec{r})}{\Psi_T(\vec{r})}$, which can be averaged over the distribution of configurations,

$$
\int \Psi_T^2(\vec{r}) \partial_j \frac{\partial \Psi_T(\vec{r})}{\Psi_T(\vec{r})} d\vec{r} .
$$

Integration by parts over a nodal pocket of $\Psi_T(\vec{r})$ gives

$$
\int \Psi_T^2(\vec{r}) \partial_j \frac{\partial \Psi_T(\vec{r})}{\Psi_T(\vec{r})} d\vec{r} = -2 \int [\partial_i \Psi_T(\vec{r})][\partial_j \Psi_T(\vec{r})] d\vec{r} ,
$$

which, when applied to an arbitrary, fixed separation $\Delta \vec{r}_j$, produces

$$
-2\Delta \vec{r}_j(t) \int [\partial_i \Psi_T(\vec{r})][\partial_j \Psi_T(\vec{r})] d\vec{r} \Delta \vec{r}_j(t) = -2 \int [\Delta \vec{r}_i(t)\partial_i \Psi_T(\vec{r})]^2 d\vec{r} .
$$

Equation (9.21) is strictly negative and shows that, on average, correlated walkers with a separation of $\Delta \vec{r}$ will be driven together by the Langevin dynamics. In the previous examples of Newtonian dynamics, the trajectories coalesce via acceleration when both share a convex region of potential. For the Langevin dynamics of the DMC walkers, the trajectories are brought together in the same way by the drift velocity when sampling concave regions of $|\Psi_T(\vec{r})|^2$. Given that a stochastic representation of $|\Psi_T(\vec{r})|^2$ inevitably involves more configurations near the concave peaks of the wave function, it is intuitive that the average effect is to converge the sampling in the two correlated simulations. The fourth video on our website illustrates this process using Langevin dynamics to sample an arbitrary function, shown inverted.
for easier comparison with the other videos.

### 9.4 Implementation

This phenomenon can be turned into a correlated sampling scheme by imposing the same diffusive configuration updates in otherwise distinct DMC calculations at $\lambda$ and $\lambda + \Delta \lambda$. The appeal of this approach is that, unlike other methods, the trajectories of correlated walkers are free to evolve according to the drift velocity from a trial wave function appropriate for the displaced system, $\Psi_T(\bar{r}, \lambda + \Delta \lambda)$. As the configurations sampled in each correlated calculation are not fixed, there is no requirement for a weighting scheme analogous to that of equation (9.2). This is an important advantage as the exact DMC correlated sampling weighting involves the ratio of the modulus squared of inaccessible DMC wave functions. Furthermore, even good approximations to the DMC wave functions can produce wildly varying weights if a change in $\lambda$ has a significant effect on the nodal surface.

To keep correlated walkers synchronised with those in the original simulation requires imposing a common set of Metropolis move rejections. These acceptances introduce a bias in the correlated system and must be corrected via an additional weighting of the walkers. The reweighting scheme required is most easily explained as a generalisation of the scheme used in VMC correlated sampling.

The expression for a VMC correlated sampling total energy difference in equation (9.2) can be obtained from a weighting applied on each configuration update. During a VMC simulation the steady state distribution of walkers
emerges from the detailed balance condition in equation (3.11),

\[ n(\vec{r})T(\vec{r}' \leftarrow \vec{r})P(\vec{r}' \leftarrow \vec{r}) d\vec{r} d\vec{r}' = n(\vec{r}')T(\vec{r} \leftarrow \vec{r}')P(\vec{r} \leftarrow \vec{r}') d\vec{r}' d\vec{r} \], \quad (9.22)

where the probability of proposing a move from \( \vec{r} \) to \( \vec{r}' \) is \( T(\vec{r}' \leftarrow \vec{r}) \), the probability of acceptance is \( P(\vec{r}' \leftarrow \vec{r}) \), and \( n(\vec{r}) \) is the density of walkers at \( \vec{r} \). The equilibrium distribution is then given by

\[ \frac{n(\vec{r})}{n(\vec{r}')} = \frac{P(\vec{r} \leftarrow \vec{r}')T(\vec{r} \leftarrow \vec{r}')}{P(\vec{r}' \leftarrow \vec{r})T(\vec{r}' \leftarrow \vec{r})}, \quad (9.23) \]

and the imposition of the Metropolis rejection criteria from equation (3.13),

\[ P_M(\vec{r}' \leftarrow \vec{r}) = \min \left( 1, \frac{T(\vec{r} \leftarrow \vec{r}')\pi(\vec{r}')} {T(\vec{r}' \leftarrow \vec{r})\pi(\vec{r})} \right), \quad (9.24) \]

yields an equilibrium walker density that is proportional to the probability density of the sampled wave function,

\[ \frac{n(\vec{r})}{n(\vec{r}')} = \frac{|\Psi_{T}(\vec{r})|^2}{|\Psi_{T}(\vec{r}')|^2}. \quad (9.25) \]

When performing correlated sampling in VMC, the paths taken by walkers sampling the reference wave function, \( \Psi_{T}(\vec{r}) \), are used to evaluate a similar wave function, \( \Psi_{T}^{\Delta \lambda}(\vec{r}) \). The condition for detailed balance in the new system is given by

\[ n^{\Delta \lambda}(\vec{r})T^{\Delta \lambda}(\vec{r}' \leftarrow \vec{r})P^{\Delta \lambda}(\vec{r}' \leftarrow \vec{r}) d\vec{r}' d\vec{r} \]

\[ = n^{\Delta \lambda}(\vec{r}')T^{\Delta \lambda}(\vec{r} \leftarrow \vec{r}')P^{\Delta \lambda}(\vec{r} \leftarrow \vec{r}') d\vec{r} d\vec{r}', \quad (9.26) \]
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and the inclusion of walker paths from the reference system requires a weighting of the transition rates to preserve detailed balance,

\[ n^\Delta \lambda \langle \mathbf{r} \rangle w_{\text{VMC}}(\mathbf{r}' \leftarrow \mathbf{r}) T(\mathbf{r}' \leftarrow \mathbf{r}) P(\mathbf{r}' \leftarrow \mathbf{r}) d\mathbf{r}' d\mathbf{r} \]
\[ = n^\Delta \lambda \langle \mathbf{r}' \rangle w_{\text{VMC}}(\mathbf{r} \leftarrow \mathbf{r}') T(\mathbf{r} \leftarrow \mathbf{r}') P(\mathbf{r} \leftarrow \mathbf{r}') d\mathbf{r} d\mathbf{r}' . \]

(9.27)

As the walkers in the correlated system must accept moves according to the Metropolis rejection criteria of those in the reference system, the steady state solution is given by

\[ \frac{n^\Delta \lambda \langle \mathbf{r} \rangle}{n^\Delta \lambda \langle \mathbf{r}' \rangle} = \frac{w_{\text{VMC}}(\mathbf{r} \leftarrow \mathbf{r}') |\Psi_T(\mathbf{r})|^2}{w_{\text{VMC}}(\mathbf{r} \leftarrow \mathbf{r}) |\Psi_T(\mathbf{r}')|^2} = \frac{|\Psi_T^\Delta \lambda (\mathbf{r}')|^2}{|\Psi_T^\Delta \lambda (\mathbf{r})|^2}, \]

(9.28)

which, adopting the notation

\[ \Psi_{\text{T ratio}}(\mathbf{r} \leftarrow \mathbf{r}') = \Psi_T(\mathbf{r}')/\Psi_T(\mathbf{r}) , \]

(9.29)

returns a weighting of

\[ \frac{w_{\text{VMC}}(\mathbf{r} \leftarrow \mathbf{r}')}{w_{\text{VMC}}(\mathbf{r} \leftarrow \mathbf{r})} = \frac{|\Psi_{\text{T ratio}}^\Delta \lambda (\mathbf{r} \leftarrow \mathbf{r})|^2}{|\Psi_{\text{T ratio}}^\Delta \lambda (\mathbf{r}')|^2} . \]

(9.30)

This weighting is simple to incorporate into a correlated sampling VMC algorithm: initially, each walker has a unit weight which is updated on a transition from \( \mathbf{r} \) to \( \mathbf{r}' \) (determined by the dynamics of the reference system) via

\[ w_{\text{VMC}}(\mathbf{r}') = \frac{|\Psi_{\text{T ratio}}^\Delta \lambda (\mathbf{r}' \leftarrow \mathbf{r})|^2}{|\Psi_{\text{T ratio}}(\mathbf{r}')|^2} w_{\text{VMC}}(\mathbf{r}) . \]

(9.31)

Equation (9.31) produces a weighting that is equivalent to that of conven-
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The required weightings of the transitions in the new system are thus given by

\[
\frac{w_{\text{DMC}}(\vec{r}')}{w_{\text{DMC}}(\vec{r})} = \frac{|\Psi_{\text{ratio}}^{\Delta\lambda}(\vec{r}' \leftarrow \vec{r})|^2}{|\Psi_{\text{ratio}}^{\Delta\lambda}(\vec{r} \leftarrow \vec{r}')|^2} \left( \frac{|T_{\lambda}(\vec{r}')|}{|T_{\lambda}(\vec{r})|^2} \right) \cdot
\]

\[
= \frac{w_{\text{VMC}}(\vec{r}')}{w_{\text{VMC}}(\vec{r})} \cdot
\]

\[
= \frac{P_{\text{DMC}}^{\Delta\lambda}(\vec{r}' \leftarrow \vec{r})}{P_{\text{DMC}}^{\Delta\lambda}(\vec{r} \leftarrow \vec{r}')},
\]

(9.36)
which, in a similar way to equation (9.31), can be applied using

\[ w_{\text{accept}} = \frac{P^\Delta_M(\vec{r}' \leftarrow \vec{r})}{P^\Delta_M(\vec{r}' \leftarrow \vec{r}'')} \]  
\[ w_{\text{reject}} = 1, \]  

(9.37) (9.38)

on each configuration update decision. This procedure produces a more stable weighting scheme than that of equations (9.4) and (9.5), and one which is immune from zeros in the numerator or denominator.

Despite this improvement, the inclusion of these new weights still results in an algorithm that is too noisy to be useful. One solution is to limit the fractional change in the weight introduced by equation (9.37) in a similar way to the drift velocity in equation (4.31). However, whilst this approach improves the performance of the correlated sampling scheme, the simulations presented in this chapter are performed without Metropolis rejection in the reference calculations.

Keeping the correlated and reference calculations synchronised also requires identical walker branching decisions in the two simulations. Correlated walkers entering the branching algorithm of equation (4.14),

\[ N_{\text{spawn}} = w_{\text{out}} = \text{INT}(w_{\text{in}} + \eta), \]  

(9.39)

have a weight of \( w_{\text{in}} + \Delta w_{\text{in}} \), where \( w_{\text{in}} \) is the weight of the reference walker and \( \Delta w_{\text{in}} \) is the accumulated weight difference between the correlated and reference systems. This can be handled as in Section 8.3 by introducing a fractional change of the weight in the correlated system commensurate with
the fractional change of the weight in the reference system,

\[ w_{\text{out}}^{\Delta} = \frac{w_{\text{out}}}{w_{\text{in}}} w_{\text{in}}^{\Delta}, \]  \hspace{1cm} (9.40)

where the output weight \( w_{\text{out}}^{\Delta} \) is split evenly among the \( N_{\text{spawn}} = w_{\text{out}} \) walkers such that each spawned walker has a weight of

\[ w_{\text{spawn}}^{\Delta} = \frac{w_{\text{out}}}{w_{\text{in}}} (w_{\text{in}} + \Delta w_{\text{in}}) \frac{1}{N_{\text{spawn}}} \]

\[ = 1 + \frac{\Delta w_{\text{in}}}{w_{\text{in}}}. \]  \hspace{1cm} (9.41)

Averaging the effect of this splitting over multiple branching events,

\[ \langle w_{\text{out}}^{\Delta} \rangle = [w_{\text{in}} - \left\lfloor w_{\text{in}} \right\rfloor] \frac{\left\lfloor w_{\text{in}} \right\rfloor}{w_{\text{in}}} + 1 \frac{1}{w_{\text{in}}} [w_{\text{in}} + \Delta w_{\text{in}}] \]

\[ + [1 - (w_{\text{in}} + \left\lfloor w_{\text{in}} \right\rfloor)] \frac{\left\lfloor w_{\text{in}} \right\rfloor}{w_{\text{in}}} [w_{\text{in}} + \Delta w_{\text{in}}] \]  \hspace{1cm} (9.42)

\[ = w_{\text{in}} + \Delta w_{\text{in}}, \]

shows that this procedure preserves the expected value of the correlated weight at each point in the simulation.

The simplest possible route to a working correlated sampling algorithm is to store the state of the pseudorandom number generator at the start of the reference calculation and the result of each subsequent stochastic decision made over the course of a simulation. A correlated calculation can then be performed by setting the pseudorandom number generator to the same initial state as the reference calculation and selecting the results of any stochastic decisions using the store of data. Random numbers are still generated for the
predetermined decisions to ensure parity between the two simulations, where identical random numbers in each simulation mean that the diffusive configuration updates and the orientation of the pseudopotential integration grids can be reproduced exactly in the correlated system. As integration grids are only required to evaluate the non-local components of any pseudopotentials, which have a fixed cut-off distance from the nucleus, it is possible to arrive at situations where grids are constructed in only one of the correlated or reference calculations; if the vector $\Delta \mathbf{r}$, giving the separation of an electron in the original calculation and the corresponding electron in the correlated calculation, crosses the surface of a sphere at the non-local cut-off distance from a pseudopotential nucleus, then only a single calculation requires non-local components. For well designed pseudopotentials the effect on the total energy should be small, but the random number generators lose their synchronisation. The fix with the smallest storage overhead is to generate random numbers for integration grids irrespective of electron-nucleus distances in both the reference and correlated simulations.

A similar problem is encountered when a configuration update which is accepted in the reference calculation forces a walker in the correlated system to cross the nodal surface of $\Psi_{\lambda \gamma}(\vec{r})$. Whilst this clearly violates the fixed-node approximation, allowing a small number of walkers to transfer to different nodal pockets should not have a significant effect on the total energy. The more damaging consequence, in terms of a correlated sampling algorithm, is that the divergent drift velocity in regions where the wave function is small could act to separate reference and correlated walkers. This effect can be mitigated by limiting either $\Delta \mathbf{r}$ or the difference in the drift
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velocities in the same manner as the drift velocity itself. Such an approach ensures that the effect of the limiting vanishes as the correlated and reference calculations become identical, and provides a mechanism where walkers that have crossed the nodal surface are biased towards returning to their original nodal pocket. The expression for the limiting from equation (4.31) is given by

$$x_{\text{lim}}(\bar{r}) = \sqrt{1 + \frac{2a|x(\bar{r})|^2 \Delta t}{a|x(\bar{r})|^2 \Delta t}} - 1 x(\bar{r}) ,$$

(9.43)

where $x(\bar{r})$ is the limited quantity. Compared to drift velocity limiting, where $a$ is typically unity, here $a$ must be selected to represent a length scale appropriate for $x(\bar{r})$.

As with the AD approach discussed in Chapter 8, the efficient storage of data is key to the performance of the correlated sampling algorithm. Rather than LIFO stacks, the restoration of correlated sampling data requires first-in, first-out (FIFO) stores which function very similarly; data is initially stored in RAM and, when the capacity of the memory is exceeded, the stores save the contents held in memory to disk. An ideal simulation would be able to perform an entire DMC calculation without the stores exceeding the available RAM and, again, the easy parallelisation of Monte Carlo methods allows the memory requirements to be split over multiple nodes of HPC machines. However, in this case, there is no requirement to perform completely independent parallel DMC calculations; a single equilibrated distribution of walkers can be used as the starting point for multiple subsequent calculations using different streams of random numbers. The total memory demand is given by
9. CORRELATED SAMPLING DIFFUSION MONTE CARLO

Per time step

Per walker

* The weight
* The number of walkers spawned

Per electron:

· If the move was accepted
· *The move acceptance probability and result*
· *The position*
· *The drift velocity*

where the items in italics are only necessary if Metropolis rejection reweighting or a type of drift velocity or separation limiting are required.

9.5 Results

Figure 9.1 displays total energy derivative calculations using correlated sampling finite differences. All Slater-Jastrow trial wave functions for the DMC total energy evaluations are based on HF orbitals using the same optimised aug-cc-pVDZ-CDF Gaussian basis set and Dirac-Fock QMC pseudopotentials as the AD calculations on the alkanes in Chapter 8. The Slater determinant of each trial wave function is generated using GAMESS with Jastrow factors optimised for each O-H separation with CASINO. Each energy evaluation is produced by a simulation containing 1200 walkers performing 120000 time steps of 0.02 a.u. The finite difference derivatives use a step size of 0.004
Figure 9.1: The top pane displays the variation in the DMC total energy of a water molecule as a function of the oxygen-hydrogen distance during a symmetric stretch. Shown in the bottom pane are derivatives calculated using finite difference correlated sampling calculations with a step size of 0.004 bohr.

bohr, where the Slater determinant component of the wave function is regenerated at the perturbed geometry. In the absence of correlated sampling the resultant errors in the derivatives are an order of magnitude larger, with the error reduction increasing as the step size decreases. For this particular system, the calculation of derivatives using step sizes smaller than 0.0004 bohr suffers from numerical noise, where the precision of the energy difference decreases and the denominator of equation (9.3) amplifies any discrepancies.

The correlated sampling simulations of Figure 9.1 are performed without any form of limiting described by equation (9.43). Restricting differences in drift velocity or walker separation has no noticeable effect on the results, with the stochastic coherence being sufficient to keep the correlated walker synchronised with the reference trajectories. In this case the total memory
Figure 9.2: This figure shows the separation of the correlated and reference trajectories averaged over all electrons and all walkers on each time step of a DMC simulation of a water molecule. The geometry is taken from figure 9.1 with an initial O-H separation of 1.66 bohr and a correlated displacement of 0.002 bohr. Each simulation contains 1200 walkers performing 3600000 time steps of 0.02 a.u. The inset zooms in on the start of the simulation.

requirement for each of the correlated sampling calculations in Figure 9.1 is 6.34 GB, which is trivially distributed over multiple nodes of an HPC cluster.

Figure 9.2 displays the stochastic coherence between correlated and reference trajectories for an H$_2$O system taken from Figure 9.1. Here an O-H displacement of 0.002 bohr is used for the correlated perturbation and the number of DMC time steps is increased to 3600000. The first 10 a.u. of simulation time shows an exponentially fast convergence to a state where the average electron separation assumes a constant system and perturbation dependent value, giving the average effect of displacing the nuclei on all electron trajectories. As with the total energy evaluations of Figure 9.1, no limiting of drift velocities or electron separations is required to maintain the
Figure 9.3: The variation of the standard error in the correlated sampling total energy difference computed in Figure 9.2 over a limited history of local energies taken from the previous 2400 a.u. of simulation time.

correlation shown in Figure 9.2.

A feature of existing DMC correlated sampling schemes is an increasing variance in the estimate of a total energy difference with simulation time due to the weighting of electronic configurations. This effect is mitigated by computing the weights, which approximate the ratio of the DMC wave functions in each system, using information obtained over only a limited history of time steps. In simulations using stochastic coherence to correlate walkers this weighting is not required, and the variance of energy difference estimators remains constant over the course of a simulation. Figure 9.3 displays the variation in the standard error of the energy difference computed during the simulation producing Figure 9.2. Here each standard error is obtained from the difference in local energies of the previous 2400 a.u. of simulation
time, showing that with increasing simulation time the fluctuations in the correlated energy difference remain constant.

Despite these promising results for a single water molecule, correlated sampling DMC simulations of more complex systems are problematic. When using this technique to study periodic, high pressure hydrogen structures, it is observed that walkers lose synchronisation catastrophically a short way into a correlated calculation. Removing the periodic boundary conditions, so that the system becomes a collection of 8 closely spaced pseudo-hydrogen atoms, shows no significant improvement in performance. In this case limiting either the drift velocity difference or the electron separations delays the point of catastrophic failure, but even very tightly limited simulations eventually fail. The same behaviour is found for a system containing more than a single water molecule, indicating that this instability is not system specific.

Logging proposed configuration updates that cross the nodal surface of the trial wave function in both the correlated and reference systems reveals no clear link between node crossings and decorrelation, but it seems possible that the divergence of the drift velocities in regions near the nodes is responsible. A better correlated sampling strategy would be to propagate the reference and correlated walkers simultaneously. This would allow potentially problematic configuration updates to be re-proposed in the reference system, stabilising the calculation at the expense of a small time step error. Such an approach would also eliminate the substantial memory requirement of larger correlated sampling DMC calculations. However, the small set of established DMC codes are all ill suited to handling two concurrent trial wave functions and, as the trial wave function is used throughout the DMC algorithm, it is
difficult to manually encapsulate it into a self contained quantity.

It is also possible that the wave functions of larger systems are simply too complex for stochastic coherence to work. Equation (9.21) shows that on average correlated trajectories are driven together, but this may not be sufficient to guarantee convergence. As the dimensionality increases, the probability of finding a divergent degree of freedom in the dynamics at each time step also increases. Thus, maintaining correlated dynamics becomes far more difficult, and the cohesive action of the synchronised noise is insufficient to converge the trajectories of the correlated walkers. Further work is required to better understand the failure of the correlated sampling scheme, and to determine if, via some careful approximations, the method can be successfully applied to larger systems.

9.6 Extrapolation to zero step size

The finite difference approach of the previous section can be used to formulate a direct differentiation of the DMC algorithm by considering the divergence of two correlated walkers with similar trial wave functions as the finite difference step size tends to zero. Equations (9.11) and (9.14) show that, when coupled by the diffusive component of their dynamics, the divergence of two trajectories is governed solely by the difference between the correlated, \( \Psi_T^{\lambda} = \Psi_T(\lambda + \Delta \lambda, \vec{r}) \), and reference, \( \Psi_T(\lambda, \vec{r}) \), trial wave functions. As \( \Delta \lambda \) tends to zero the correlated total energy tends to the reference total energy
and exact derivatives can be calculated using

\[
\frac{dE_{\text{DMC}}}{d\lambda} \bigg|_{\lambda} = \lim_{\Delta\lambda \to 0} \left\{ \frac{E_{\text{DMC}}(\lambda + \Delta\lambda) - E_{\text{DMC}}(\lambda)}{\Delta\lambda} \right\} . \tag{9.44}
\]

Each time step the divergence, \( \Delta \vec{r} \), of two initially coincident correlated walkers is given by

\[
\begin{align*}
\Delta \vec{r}_0 &= 0 \\
\Delta \vec{r}_{n+1} &= \Delta \vec{r}_n + \left[ \mathbf{v} (\lambda + \Delta\lambda, \vec{r}_n + \Delta \vec{r}_n) - \mathbf{v} (\lambda, \vec{r}_n) \right] \Delta t . \tag{9.45}
\end{align*}
\]

For small \( \Delta\lambda \) a Taylor expansion of the first term in the square brackets yields

\[
\Delta \vec{r}_{n+1} = \Delta \vec{r}_n + \left[ \frac{\partial \mathbf{v}}{\partial \lambda} \bigg|_{\lambda, \vec{r}_n} \Delta \lambda + (\nabla \otimes \mathbf{v})^T \bigg|_{\lambda, \vec{r}_n} \cdot \Delta \vec{r}_n \right] \Delta t , \tag{9.46}
\]

generating an expression for the variation of the walker paths with respect to \( \lambda \) as \( \Delta\lambda \to 0 \),

\[
\begin{align*}
\frac{d\vec{r}_0}{d\lambda} &= 0 \\
\frac{d\vec{r}_{n+1}}{d\lambda} &= \frac{d\vec{r}_n}{d\lambda} + \left[ \frac{\partial \mathbf{v}}{\partial \lambda} \bigg|_{\lambda, \vec{r}_n} + (\nabla \otimes \mathbf{v})^T \bigg|_{\lambda, \vec{r}_n} \cdot \frac{d\vec{r}_n}{d\lambda} \right] \Delta t . \tag{9.47}
\end{align*}
\]

The divergence of the correlated walks causes a corresponding divergence in the weights accumulated along each trajectory. Conventional weight accumulation is governed by

\[
G_w(\vec{r}' \leftarrow \vec{r}, \Delta t) = \exp \left( -\frac{1}{2} [E_L(\vec{r}') + E_L(\vec{r}) - 2E_T] \Delta t \right) , \tag{9.48}
\]
from equation (4.27). Working with the natural logarithm of the weight, \( \mu_i \), gives expressions that are amenable to a treatment similar to that performed on the walker dynamics,

\[
\begin{align*}
\mu_0 &= 0 \\
\mu_{n+1} &= \mu_n - \frac{\Delta t}{2} \left[ E_L(\lambda, \bar{r}_{n+1}) + E_L(\lambda, \bar{r}_n) - 2E_{Tn} \right].
\end{align*}
\] (9.49)

By applying the same energy shifts to both the reference and correlated walks, the divergence of the weights is given by

\[
\begin{align*}
\Delta \mu_0 &= 0 \\
\Delta \mu_{n+1} &= \Delta \mu_n - \frac{\Delta t}{2} \left[ E_L(\lambda + \Delta \lambda, \bar{r}_{n+1} + \Delta \bar{r}_{n+1}) - E_L(\lambda, \bar{r}_{n+1}) \\
&\quad + E_L(\lambda + \Delta \lambda, \bar{r}_n + \Delta \bar{r}_n) - E_L(\lambda, \bar{r}_n) \right]
\end{align*}
\] (9.50)

where a Taylor expansion of the terms inside the square brackets produces

\[
\begin{align*}
\Delta \mu_{n+1} &= \Delta \mu_n - \frac{\Delta t}{2} \left[ \left. \frac{\partial E_L}{\partial \lambda} \right|_{\lambda, \bar{r}_{n+1}} \Delta \lambda + \nabla E_L|_{\lambda, \bar{r}_{n+1}} \cdot \Delta \bar{r}_{n+1} \\
&\quad + \left. \frac{\partial E_L}{\partial \lambda} \right|_{\lambda, \bar{r}_n} \Delta \lambda + \nabla E_L|_{\lambda, \bar{r}_n} \cdot \Delta \bar{r}_n \right].
\end{align*}
\] (9.51)
The variation of the accumulated weight with $\lambda$ is thus given by

\[
\frac{d\mu_0}{d\lambda} = 0
\]

\[
\frac{d\mu_{n+1}}{d\lambda} = \frac{d\mu_n}{d\lambda} - \frac{\Delta t}{2} \left[ \frac{\partial E_L}{\partial \lambda} \bigg|_{\lambda, \bar{r}_{n+1}} + \nabla E_L \big|_{\lambda, \bar{r}_{n+1}} \cdot \frac{d\bar{r}_{n+1}}{d\lambda} \right] + \frac{\partial E_L}{\partial \lambda} \bigg|_{\lambda, \bar{r}_n} + \nabla E_L \big|_{\lambda, \bar{r}_n} \cdot \frac{d\bar{r}_n}{d\lambda},
\]

which, expressed in terms of the weights, is

\[
\frac{dw_0}{d\lambda} = 0
\]

\[
\frac{dw_{n+1}}{d\lambda} = w_{n+1} \left( \frac{1}{w_n} \frac{dw_n}{d\lambda} - \frac{\Delta t}{2} \left[ \frac{\partial E_L}{\partial \lambda} \bigg|_{\lambda, \bar{r}_{n+1}} + \frac{\partial E_L}{\partial \lambda} \bigg|_{\lambda, \bar{r}_n} \right] + \nabla E_L \big|_{\lambda, \bar{r}_{n+1}} \cdot \frac{d\bar{r}_{n+1}}{d\lambda} + \nabla E_L \big|_{\lambda, \bar{r}_n} \cdot \frac{d\bar{r}_n}{d\lambda} \right).
\]

Equations (9.47) and (9.53) can now be used to generate an expression for the derivative of the DMC total energy of equation (4.30),

\[
\frac{dE_{DMC}}{d\lambda} = \frac{d}{d\lambda} \left( \sum_{i=1}^{N} E_L(\bar{r}_i) \frac{w_i}{\sum_{j=1}^{N} w_j} \right) = \sum_{i=1}^{N} \left( \left[ \frac{\partial E_L}{\partial \lambda} \bigg|_{\lambda, \bar{r}_i} + \nabla E_L \big|_{\lambda, \bar{r}_i} \cdot \frac{d\bar{r}_i}{d\lambda} \right] w_i + \left[ E_L(\lambda, \bar{r}_i) - E_{DMC} \right] \frac{d\mu_i}{d\lambda} \right) \sum_{j=1}^{N} w_j
\]

(9.54)

which can be manipulated into the form of a typical DMC property estimator,

\[
\frac{dE_{DMC}}{d\lambda} = \sum_{i=1}^{N} \left( \frac{\partial E_L}{\partial \lambda} \bigg|_{\lambda, \bar{r}_i} + \nabla E_L \big|_{\lambda, \bar{r}_i} \cdot \frac{d\bar{r}_i}{d\lambda} + \left[ E_L(\lambda, \bar{r}_i) - E_{DMC} \right] \frac{d\mu_i}{d\lambda} \right) \frac{w_i}{\sum_{j=1}^{N} w_j}
\]

(9.55)
Whilst the introduction of local energy and drift velocity limiting increases the complexity of equation (9.55), its fundamental form remains tractable. The final component of the derivative calculation is the propagation of differential information through walker branching events, which can be handled as described in Section 8.3.

The implementation of this scheme in an established DMC code is not straightforward, as the derivatives of the walker weights require the gradient of the local energy. Second derivatives of the trial wave function are used to evaluate the electronic kinetic energy, but third derivatives, required for the gradient of the kinetic energy, are not part of the standard DMC algorithm. The extraction of these derivatives is a task well suited to AD, which can be applied to the evaluation of the local energy without requiring a comprehensive overhaul of established DMC software packages. Whilst the derivatives required to evaluate equation (9.55) are available from the bespoke DMC algorithm developed for the application of AD in Chapter 8, the direct differentiation strategy outlined in this section has not been rigorously tested.
Chapter 10

Conclusions

10.1 Summary

The important properties of small atoms and molecules are determined by the quantum mechanical interactions of the electrons and nuclei. Extremely accurate predictions of these properties can often be obtained using the post-Hartree–Fock methods of quantum chemistry, but the computational cost of these methods scales particularly poorly with system size, making applications to collections of molecules impracticable. Furthermore, despite recent progress in this area,\textsuperscript{69–71} the treatment of solids using quantum chemistry methods remains problematic. There is, therefore, a fairly hard limit to the predictive power of quantum chemistry, whereas the extended quantum properties of large and periodic systems underpin many of the important fundamental processes of chemistry, physics and biology.

An alternative, and comparably accurate, method of determining electronic structure is provided by QMC methods. Compared to quantum chem-
istry approaches the computational cost of QMC scales relatively modestly with system size, allowing the quantum treatment of systems which are orders of magnitude larger. Furthermore, QMC methods are inherently easy to parallelise, making them far more suitable for modern HPC architectures. Despite this significant advantage, and the ability to treat solids, a more widespread adoption of QMC methods has been hindered by a lack of accurate and efficient atomic forces, which are required for efficient structure relaxation and molecular dynamics simulations. Without the ability to calculate forces it is not possible to obtain many temperature dependent or bulk properties which are essential to modelling a system on a larger, physically realisable scale.

This thesis provides a new, efficient procedure for calculating exact derivatives within QMC methods, using the programming technique of AD. By applying chain rule differentiation to the source code underlying a computed function, AD allows access to derivatives of functions that are too complex to tackle algebraically. In particular, the reverse mode of AD can obtain derivatives with a spectacular efficiency when treating algorithms with a large number of inputs, as all the derivatives of a single selected program output can be obtained, simultaneously, in a small multiple of the time taken to compute the output itself. However, a straightforward application of AD to the DMC algorithm produces derivatives that neglect the important contribution from the stochastic decisions inherent to Monte Carlo methods.

The output from algorithms which use random numbers to make probabilistic decisions typically contains discontinuities, as, for a fixed stream of random numbers, changes to an input parameter can affect the outcome
of the decisions. This causes step changes in the output, where either side of the discontinuity represents a calculation where a different decision was made. Taking a numerical derivative of the output, using AD or any other approach, neglects the important contribution to the desired, macroscopic gradient from the discontinuous jumps. The macroscopic gradient is obtained from differentiating the expectation value of the function, which is shown to differ from to the expectation value of a numerical derivative. Thus, even in the limit where a stochastic function has an infinite length, a straightforward differentiation cannot capture the gradient of the expectation value of the function.

This thesis contains a strategy for calculating derivatives of stochastic functions which incorporates the effect of probabilistic decisions. Applying this approach to the AD expressions corresponding to the DMC algorithm yields exact and efficient estimations of DMC atomic forces. These forces are validated by performing DMC force calculations involving 26 electrons in a non-trivial system of non-local pseudopotentials, which demonstrate that applications to even larger systems containing thousands of electrons could be possible. The efficiency of the force calculations also enables DMC molecular dynamics simulations, making it possible to watch chemical reactions with unprecedented accuracy and determine properties of multiple, dynamically interacting molecules. These developments increase the utility and scope of DMC simulations by providing new functionality, and will spur the adoption of QMC methods by a far larger circle of the scientific community.

The biggest drawback to the calculation of DMC derivatives using AD is the difficulty of an implementation. To calculate exact derivatives AD
must be applied to the entirety of the DMC algorithm which, if not initially
designed for this procedure, can be a prohibitively complex process. Addi-
tionally, following a successful implementation of AD, subsequent software
development can be far more burdensome.

This thesis also explores a different way of calculating derivatives of DMC
calculations using correlated sampling and the phenomenon of stochastic co-
herence. The primary benefit of this method is that an incorporation into ex-
isting DMC codes requires only minor modifications. However, the rather sig-
nificant drawback is that the proposed correlated sampling approach breaks
down for systems larger than a single water molecule. An alternative ap-
proach is the direct calculation of derivatives obtained from taking the limit
of a correlated sampling step size to zero. This process produces iterative
expressions for calculating estimates of derivatives on each time step of a
DMC simulation, allowing derivatives to be treated on the same footing as
conventional DMC property estimators. Whilst these expressions necessitate
higher order derivatives of functions than those typically required by the
DMC algorithm, the calculation of these derivatives is primarily an exercise
in algebra.

10.2 Further work

Having demonstrated the potential of DMC force calculations using AD, an
obvious extension of the work in this thesis is to apply the method to bigger
and more interesting systems. Any effects which rely upon the correlated
action of multiple electrons, such as van der Waals interactions, are diffi-
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cult to capture using cheaper, single-electron methods like HF or DFT, and become more important at system sizes too large to be treated with the multi-electron methods of quantum chemistry. There exists many approximate extensions to DFT which incorporate dispersion effects, but these typically require empirical information or first-principles reference data from calculations beyond the original level of theory. This makes QMC methods the best suited tools for obtaining high accuracy results in solids or large molecules where dispersion interactions play a major role in determining the properties of the system.

Whilst this thesis has concentrated on the calculation of atomic forces, the application of reverse mode AD simultaneously provides total energy derivatives with respect to all other simulation parameters. This presents a unique opportunity to optimise the trial wave function within DMC using the derivatives of the total energy with respect to its basis set and basis set coefficients. Compared to conventional wave function optimisation in VMC, which by construction focusses on improving the wave function where its magnitude is large, an optimisation in DMC would target the nodal surface directly, allowing a more systematic improvement of the DMC total energy. However, conventional gradient based optimisation strategies are ill suited to applications with stochastic errors in the derivatives and, compounding the problem, the errors in the derivatives do not go to zero with the magnitude of the derivatives. Structural relaxations using DMC forces face exactly the same difficulties, with previous determinations of equilibrium geometries employing a scheme, based on Bayesian inference, which uses evaluations of the total energy only. This scheme can be extended to incorporate
stochastic energy gradients, allowing optimisations of systems with a large number of degrees of freedom, but a working implementation is yet to be demonstrated.

Another useful quantity obtained automatically from reverse mode AD is the total energy derivative with respect to the DMC time step. To obtain highly accurate DMC properties it is necessary to extrapolate results to a time step of zero size,\textsuperscript{73} where the associated time step error vanishes. This procedure typically involves fitting a trend to multiple DMC calculations performed using different time steps. Whilst it is unlikely that the computational overhead of AD would make this process any more efficient in isolation, any gradient calculations provide information about the variation of the total energy with the time step for zero extra cost.

As discussed in Section 9.5, the correlated sampling technique presented in this thesis may be improved if walkers in the correlated system are able to evolve in parallel with those in the reference system. However, the direct differentiation scheme derived in the following section has the potential to be far more useful, as repeated evaluations of correlated calculations are no longer required to calculate energy gradients with multiple degrees of freedom. All the functionality required to implement and test this method is provided by the AD expressions used for the DMC force calculations in this thesis. If accurate and reliable derivatives can be obtained this way, then integration into existing QMC software packages is relatively straightforward, providing an alternate route to atomic forces without the implementation and maintenance burden of AD.
Appendix A

The diffusion Monte Carlo code

A.1 Obtaining the code

The DMC code used to perform the AD force calculations presented in this thesis can be obtained from the author, thomas.poole10@imperial.ac.uk, on receipt of a valid CASINO developers licence.
A. THE DIFFUSION MONTE CARLO CODE

A.2 Code information

Total number of commits: 951 (average 2.7 commits per active day)

![Bar chart showing the relative number of commits made during each hour of the week.]

Figure A.1: A representation of the relative number of commits made during each hour of the week.

Total lines of (non-library) code: 28832
- 87% Fortran 90
- 13% Python

Libraries used:
- dSFMT: double precision SIMD-oriented Fast Mersenne Twister pseudorandom number generator
- Tapenade: automatic AD engine

Dependencies:
- An MPI implementation: a message passing interface for parallelisation
- GAMESS: to generate trial wave functions
- CASINO: to optimise trial wave functions
A. THE DIFFUSION MONTE CARLO CODE

Figure A.2: A call graph of the significant functions in the forwards pass of the DMC code (a duplicate of Figure 8.2).

A.3 Function definitions

The functions shown in Figure A.2 are separated into a hierarchy of modules dependent upon they type of information they provide. Each function is specified by a module name, either \texttt{dmc}, \texttt{energy}, \texttt{wavefunction\_utils}, \texttt{jastrow}, \texttt{pseudopotentials} or \texttt{orbitals}, followed by a double colon and the function name. Terminal functions are those which directly use the inputs to the DMC algorithm, including the nuclear positions, the orbital coefficients, and the Jastrow factor parameters.

The orbital evaluation functions, \texttt{eval\_orbitals}, \texttt{eval\_d\_orbitals} and \texttt{eval\_lap\_orbitals}, are all supplied with an integer specifying an electron and a position in space. In turn they calculate the orbital value, the gradient of the orbital with respect the electron position, and the Laplacian of the or-
bital with respect the electron position. These quantities are predominantly used in combination with the $\bar{D}_{ji}$ matrix of Section 4.4.3, which provides an efficient means of updating electronic configurations and calculating the local energy and drift velocity of equations (4.4) and (4.20) respectively.

The orbital values propagate through a Slater determinant in `eval.sm` to the initial evaluation of the $\bar{D}_{ji}$ matrix in `eval.dbar`. After the first time step of the DMC simulation, updates to the electronic configuration trigger corresponding updates to $\bar{D}_{ji}$ via `update_dbar` and `eval.dbar_ratio`. Here the latter function is combined with `exp.jastrow_ratio` to obtain the ratio of trial wave functions either side of a single electron move, which is required for the Metropolis rejection.

Orbital gradients and Laplacians feed into expressions for the drift velocity and local energy via ratios of $\bar{D}_{ji}$ matrices computed in the functions `eval.lap_dbar_over_dbar` and `eval.grad_dbar_over_dbar`, with the function `eval.grad_dbar_over_dbar_1e` treating single elections. The calculation of the single electron drift velocity in `eval.drift.velocity_1e` requires the gradient of the Jastrow factor from `grad.jastrow_1e`, in addition to the determinental component from the orbitals. The same is true for the efficient evaluation of the electronic kinetic energy in `eval.ke.vd`, which necessitates a previous evaluation of the drift velocity. Thus, both the gradient and Laplacian of the Jastrow factor are required from `grad_and_lap.jastrow`, and evaluations of the local energy return the drift velocity at no extra cost. In addition to the kinetic energy, the local energy in `calculate.drift.eloc` also requires the electron-electron and electron-nucleus potential energies, obtained from `eval.potecomps` and `ionic.potential` respectively, with the
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latter handling the contributions from any pseudopotentials. The final energy component comes from `eval_nn.potential_energy`, which is evaluated once to determine the static interaction energy between the nuclei.
Appendix B

Extended energy curve fits

This appendix displays the extent of the fits to DMC energies displayed in Figures 8.7, 8.8 and 8.9.
Figure B.1: The full extent of the average fit and gradient of 30 independent series of DMC total energies for the ethane molecule in Figure 8.7. Each series was composed of 17 total energy evaluations of the same precision as the data series shown, spaced evenly over the range of the fit.

Figure B.2: The same information as in Figure B.1 for the propane molecule in Figure 8.8.
Figure B.3: The same information as in Figure B.1 for the butane molecule in Figure 8.9.
Appendix C

Stochastic coherence examples

This appendix contains snapshots from the videos displayed on our website,
http://www.cmth.ph.ic.ac.uk/people/t.poole/research.html.
C. STOCHASTIC COHERENCE EXAMPLES

Figure C.1: Snapshots from a simulation of two non-interacting, frictionless balls sliding over an energy landscape. The balls are initially coincident, with a tiny difference in their starting velocities. Below the visualisation of the dynamics is a plot of the logarithmic distance between the balls.
Figure C.2: Snapshots from a simulation identical to that shown in Figure C.1 but where the balls are stopped every few time steps and restarted with identical, randomly selected velocities.
Figure C.3: Snapshots from a simulation identical to that shown in Figure C.2 but where the balls are initially placed in different, well separated minima in the potential.
Figure C.4: Snapshots of two balls sampling a 2D function (shown inverted) using Langevin dynamics, where the same diffusive component is used for both balls. Below the visualisation of the dynamics is a plot of the logarithmic distance between the balls.
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