A robust direct-forcing immersed boundary method with enhanced stability for moving body problems in curvilinear coordinates
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Abstract
A robust immersed boundary method for semi-implicit discretizations of the Navier-Stokes equations on curvilinear grids is presented. No-slip conditions are enforced via momentum forcing, and mass conservation at the immersed boundary is satisfied via a mass source term developed for moving bodies. The errors associated with an explicit evaluation of the momentum forcing are analysed, and their influence on the stability of the underlying Navier-Stokes solver is examined. An iterative approach to compute the forcing term implicitly is proposed, which reduces the errors at the boundary and retains the stability guarantees of the original semi-implicit discretization of the Navier-Stokes equations. The implementation in generalized curvilinear coordinates and the treatment of moving boundaries are presented, followed by a number of test cases. The tests include stationary and moving boundaries and curvilinear grid problems (decaying vortex problem, stationary cylinder, flow in 90° bend in circular duct and oscillating cylinder in fluid at rest).
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1. Introduction

Immersed boundary (IB) methods have become an established approach for modelling complex and moving geometries. The main advantage and the popularity of these methods are due to their simplicity and efficiency. Unlike body-conforming methods which require a body-fitted grid and remeshing in moving boundary problems, a structured Cartesian grid is adopted for the IB method. The effect of the body surface is included through the addition of boundary forces in the Navier-Stokes equations. Use of structured grids greatly simplifies the task of grid generation, particularly for moving bodies and leads to more efficient computational algorithms with better convergence and stability properties. The present work focuses on the use of IB in the context of semi-implicit Navier-Stokes solvers, which are commonly adopted in simulations of moderate- and high-Reynolds number flows.

IB methods can be grouped into continuous forcing and discrete forcing approaches [1]. The first immersed boundary method was developed by Peskin [2] and was applied to elastic boundaries moved by the fluid. Modifications to this approach for use with rigid boundaries were proposed by Beyer and Leveque [3] and Goldstein et al. [4] and employed feedback forcing to drive the velocity at the boundary to rest. However, these methods produced spurious oscillations and were subject to severe stability constraints. Another drawback of continuous forcing methods is the fact that a sharp representation of the boundary cannot be obtained since smoothing functions are used to transmit the forcing to the fluid, effectively spreading the location of the boundary. This is undesirable, especially when modelling high-Reynolds-number flows in which thin boundary layers need to be resolved accurately.

Mohd-Yusof [5] proposed a discrete derivation of the forcing term, in what is now commonly referred to as direct forcing. Other discrete forcing approaches exist, such as immersed interface methods (IIM) and Cartesian grid methods. However, the direct forcing approach remains most popular due to its simplicity and enhanced stability compared to other immersed boundary methods. Many variants of direct forcing methods have therefore appeared in the literature [6, 7, 8, 9, 10, 11, 12, 13] and have been implemented in the framework of the fractional step algorithm which is commonly employed for solving the Navier-Stokes equations [7, 8, 9, 14].
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The accuracy and stability of direct forcing approaches used in conjunction with fractional step depend on the formulation of the fractional-step method, the computation of the forcing term and the treatment of mass conservation at the boundary. The two implementations of the fractional step method, referred to as the $p$-form, which neglects the pressure term in the intermediate velocity equation, and the $\Delta p$-form, which includes the pressure term from the previous time step, are both used extensively. However, only IB conditions applied in conjunction with the $\Delta p$-form are second-order accurate in time, whereas the $p$-form is only first-order accurate. The computation of the forcing term should be viewed relative to the temporal discretization of the governing equations. Explicit schemes for the solution of the Navier-Stokes equations are straightforward to implement, however they are limited by the viscous stability constraint. Therefore, most fractional step methods apply a semi-implicit approach where the diffusive terms are treated implicitly — these are the focus of the present work. In this context, implicit evaluation of the IB forcing term is not straightforward unless a simplified interpolation is adopted, for example the one used by Fadlun et al. [7]. Kim et al. [8] proposed an alternate approach where they provisionally advance the velocity field explicitly in order to compute the forcing term and then add it to the semi-implicit momentum equations. Their method has a clear advantage in terms of algorithmic efficiency. However, this approach can potentially reduce the stability limit of the numerical scheme due to the mismatch in the temporal discretization of the IB forcing and the governing equations.

In the present study, the errors in the computation of the forcing term are analysed and a stable second-order accurate direct forcing method is proposed. The current method consists of an iterative approach which decreases the errors at the boundary and enhances stability. The proposed method has been developed for use in a generalized curvilinear system allowing a wide range of complex geometries to be modelled efficiently on structured grids. The treatment of moving boundaries is also presented for completeness, and builds on the recent literature.

Sharp-interface IB methods are known to suffer from spurious force oscillations (SFOs) in moving body problems [15, 16, 17, 18, 19, 20]. Lee et al. [18] identified two main sources of spurious oscillations: (i) The first source is the temporal discontinuity in the velocity which arises as a point from the fluid becomes solid and its velocity is suddenly changed to satisfy the no-slip condition at the IB. (ii) The second source is the spatial discontinuity in the pressure field which arises due to the momentum forcing and which contaminates the fluid field when a point from the solid becomes fluid. Seo and Mittal [19] found the major source of oscillations to be the violation of mass conservation near the immersed boundary. In order to suppress spurious oscillations, Yang and Balaras [16] proposed a field-extension approach in which the pressure and velocity at solid points becoming fluid were extrapolated from the surrounding fluid. Uhlmann [15] combined the direct forcing approach at Lagrangian points with discrete delta functions [2]. Lee et al. [18] showed that the addition of a mass source/sink inside the solid equally suppressed the SFOs, and Seo and Mittal [19] applied a cut-cell method to improve local mass conservation and reduce spurious oscillations. In the present method, an extension of the mass source term by Kim et al. [8] for use with moving boundaries is applied. Recently, a similar method applied to cells cut by the boundary was presented by Lee and You [20], and the differences will be discussed.

In summary, the stability of explicit and implicit forcing methods in the semi-implicit discretization of the Navier-Stokes equations is examined. An iterative implicit scheme is proposed, which is shown to have favourable stability properties. The method is capable of handling complex geometries on curvilinear grids and moving body problems. The paper is organized as follows: In Section 2, the governing equations and discretization scheme are presented. The accuracy of the IB boundary conditions in the fraction step method is discussed. In Section 3, the stability of explicit and implicit forcing methods is examined. An error analysis of explicit forcing methods is performed and the proposed implicit forcing approach is then presented. The stability of both methods is studied for flow over a stationary cylinder. The implementation of the immersed boundary conditions, the modifications required for extension onto curvilinear coordinates, and the treatment of moving boundaries are described in Section 4. In Section 5, numerical tests which validate the accuracy of the method are presented. Finally in Section 6, some conclusions are drawn.

2. Governing equations and semi-implicit discretization

In order to satisfy both the no-slip and no-penetration conditions at the immersed boundary, a momentum forcing, $f$, and a mass source term, $q$, are applied to the Navier-Stokes equations, similar to the method by Kim et al. [8]. The forcing term sets the velocity at points surrounding the boundary, which are referred to as IB points, to a particular value such that the velocity at the surface of the immersed body satisfies the boundary conditions. Cells containing the immersed boundary do not satisfy mass conservation without appropriate treatment. Therefore a mass source is added in order to ensure that mass is conserved [8].

The governing equations for unsteady incompressible flow are the momentum and continuity equations given
where \( x_i \) are the Cartesian coordinates, \( u_i \) are the corresponding velocities, \( p \) is the pressure, \( f_i \) are the momentum forcing components and \( q \) is the mass source term. The flow equations are solved on a staggered curvilinear grid using a volume flux formulation [21]. The equations are spatially discretized by a second-order finite-volume scheme and advanced in time with a second-order semi-implicit fractional step method that uses Adams-Bashforth for the convective terms and Crank-Nicolson for the diffusive terms. The flow solver has been extensively validated and adopted in direct numerical simulations of transitional and turbulent flows [22, 23, 24].

A number of approaches can be adopted for transformation of the governing equations from Cartesian to curvilinear coordinates, each with different methods of discretization, choice of dependent variables and grid layouts. For example, Cartesian velocities, contravariant velocities or volume fluxes, could be chosen as the dependent variables. While volume fluxes are used in our work, for generality and in keeping with the literature on IB methods, the discretized equations will be shown in Cartesian coordinates. Extension of the direct forcing method to curvilinear grids is independent of the coordinate transformation used and will be discussed in Section 4.1.

The fractional step method decouples the solution of the momentum equations (Eq. (1)) from that of the continuity equation (Eq. (2)) by solving them separately in two steps. An intermediate velocity field which is not divergence-free is computed first and subsequently corrected with a pseudo-pressure, \( \phi \), such that continuity is satisfied.

The discretized equations are given by

\[
\frac{\hat{u}_i - u_i^{n-1}}{\Delta t} = \frac{1}{Re} \left( \alpha L(\hat{u}_i) + \beta L(u_i^{n-1}) \right) - G p^{n-1} - \gamma N(u_i^{n-1}) - \delta N(u_i^{n-2}) + f_i^n \tag{3}
\]

\[
DG\phi^n = \frac{1}{M} (D\hat{u} - q^n) \tag{4}
\]

\[
u_i^n = \hat{u}_i - \Delta t G\phi^n \tag{5}
\]

\[
p^n = p^{n-1} + \phi^n \tag{6}
\]

where \( N(u_i^n) \) is the discrete form of the convective term, \( L \) is the discrete Laplacian operator, \( D \) is the discrete divergence operator, and the weighting coefficients depend on the numerical scheme adopted (\( \alpha = \beta = 1/2 \) for Crank-Nicolson, \( \gamma = 3/2, \delta = -1/2 \) for Adams-Bashforth and \( \gamma = 1, \delta = 0 \) for Euler).

Two slightly different forms of the fractional step method exist. The first, referred to as the \( p \)-form [25, 26], neglects the pressure term in Eq. (3) and then solves the Poisson equation for pressure. The method adopted here, the \( \Delta p \)-form, includes the pressure term from the previous time step when computing the intermediate velocity field and then determines the pressure difference from the Poisson equation [27, 28]. Although the distinction may seem subtle, the appropriate form of the immersed boundary conditions differs for the two variants of the fractional step method. Note that in direct forcing methods the forcing term, \( f_i \), is constructed such that \( \hat{u}_i \) satisfies the immersed boundary conditions rather than \( u_i^n \). Following the analysis by Kim and Moin [26], enforcing \( \hat{u}_i = U_i^n \) on the immersed boundary \( \Gamma \), where \( U_i^n \) is the boundary velocity, is second-order accurate when the \( \Delta p \)-form of the equations is used. The same condition is only first-order accurate in the \( p \)-form, but has nonetheless been used in the literature (e.g. [29, 14]). Following a similar analysis to Kim and Moin [26], a second order accuracy can be achieved in the \( p \)-form by enforcing the immersed boundary condition, \( \hat{u}_i = U_i^n + \Delta G\phi_i^{n-1} \) (the derivation is deferred to Appendix A). In this work, we adopt the \( \Delta p \)-form of the fractional step method, and ensure second-order accuracy by enforcing \( \hat{u}_i = U_i^n \) on the immersed boundary.

### 3. Stability of explicit and implicit forcing methods

#### 3.1. Explicit forcing

The evaluation of the momentum forcing, \( f_i^n \) in Eq. (3), must be consistent with the temporal evaluation of the intermediate velocity equation. Any disparity can introduce errors near the immersed boundary. In this section, explicit evaluation of \( f_i^n \) is examined when the intermediate velocity equation is also advanced explicitly in time and, after, for the more common case of a semi-implicit discretization of the momentum equation.
Consider a fractional step algorithm where the intermediate velocity equation is discretised with an explicit scheme (instead of the semi-implicit scheme provided in Eq. (3)). In this case the intermediate velocity, \( \hat{u}_i \) (ex) is governed by,

\[
\frac{\hat{u}_i(\text{ex}) - u_i^{n-1}}{\Delta t} = \frac{1}{Re} \left( \gamma L(u_i^{n-1}) + \delta L(u_i^{n-2}) \right) - Gp^{n-1} - \gamma N(u_i^{n-1}) - \delta N(u_i^{n-2}) + f_i^n(\text{ex}).
\] (7)

Both \( f_i^n(\text{ex}) \) and \( \hat{u}_i(\text{ex}) \) are unknown, but the velocity field \( \hat{u}_i(\text{ex}) \) at non-IB points can be computed since, at these points, \( f_i^n(\text{ex}) = 0 \). Replacing \( u_i \) by the target velocity at IB points, \( U_{IB}^n \), the forcing term is obtained from:

\[
\begin{align*}
\frac{f_i^n(\text{ex})}{\Delta t} &= \frac{U_{IB}^n - u_i^{n-1}}{\Delta t} - \frac{1}{Re} \left( \gamma L(u_i^{n-1}) + \delta L(u_i^{n-2}) \right) + Gp^{n-1} + \gamma N(u_i^{n-1}) + \delta N(u_i^{n-2}) \quad \text{at IB points,} \\
\frac{f_i^n(\text{ex})}{\Delta t} &= 0 \quad \text{elsewhere,}
\end{align*}
\] (8)

and added to Eq. (7) to solve for the intermediate velocity field. Substituting Eq. (8) into Eq. (7) shows that the scheme is consistent, and no error is introduced at the boundary,

\[
\begin{align*}
\hat{u}_i(\text{ex}) &= U_{IB}^n \quad \text{at IB points,} \\
\hat{u}_i(\text{ex}) &= u_i^{n-1} - \left( \frac{1}{Re} \left( \gamma L(u_i^{n-1}) + \delta L(u_i^{n-2}) \right) + Gp^{n-1} + \gamma N(u_i^{n-1}) + \delta N(u_i^{n-2}) \right) \Delta t \quad \text{elsewhere.}
\end{align*}
\] (9)

Since explicit schemes are limited by the viscous stability constraint, fractional step methods often apply a semi-implicit approach, in which the diffusive terms are treated implicitly (Eq. (3)). Evaluating the forcing term is less straightforward because \( \hat{u}_i \) at non-IB points, which are required to enforce \( \hat{u}_i = U_{IB}^n \) at the IB points by interpolation, now depend on \( \hat{u}_i \) at the IB points. This dependence comes through the second-order derivatives in the implicit diffusive terms. The solution proposed by Kim et al. [8] was to obtain the forcing by provisionally discretizing the intermediate velocity equation (Eq. (3)) explicitly in order to find an approximation, \( \hat{u}_i \), of \( u_i \),

\[
\frac{\hat{u}_i - u_i^{n-1}}{\Delta t} = \frac{1}{Re} \left( \gamma L(u_i^{n-1}) + \delta L(u_i^{n-2}) \right) - Gp^{n-1} - \gamma N(u_i^{n-1}) - \delta N(u_i^{n-2}) + f_i^n(\text{ex}).
\] (10)

The velocity \( \hat{u}_i \) at non-IB points is no longer dependent on \( \hat{u}_i \) at IB points. The latter can be set via interpolation (\( \hat{u}_i = U_{IB}^n \)) and used to evaluate the forcing term, as in Eq. (8). The error introduced by the explicit forcing term can be viewed from two perspectives: The error in \( f \) itself which was examined by Kempe and Fröhlich [30]. Alternatively, here we focus on the error in the intermediate velocity which can be derived by substituting Eq. (8) into Eq. (3). This yields the following expression at the immersed boundary,

\[
\hat{u}_i = U_{IB}^n + \frac{\Delta t}{Re} \left( \alpha L(\hat{u}_i) + \beta L(\hat{u}_i^{n-1}) - \gamma L(u_i^{n-1}) - \delta L(u_i^{n-2}) \right).
\] (11)

Due to the implicit treatment of the diffusive term in the intermediate velocity equation, this error also affects neighbouring non-IB points. The error due to the explicit treatment of the diffusive terms in the calculation of \( f_i^n \) can render the scheme unstable in two scenarios: (i) in low-Reynolds-number flows; (ii) in turbulent flows where the resolution near boundaries can render the viscous stability constraint more restrictive [7].

The stability of two explicit schemes for the computation of the forcing term is compared in section 3.3: (i) Explicit 1, where the diffusive terms in Eq. (8) for \( f_i^n(\text{ex}) \) are discretised using the Euler method (\( \gamma = 1, \delta = 0 \)) and (ii) Explicit 2, where the diffusive terms are discretised using the Adams-Bashforth scheme (\( \gamma = 3/2, \delta = 1/2 \)).

3.2. Implicit forcing

In order to avoid introducing errors by the IB forcing in the context of the semi-implicit fractional step method, implicit evaluation of \( f_i^n \) is required,

\[
f_i^n = \frac{U_{IB}^n - u_i^{n-1}}{\Delta t} - \frac{1}{Re} \left( \alpha L(\hat{u}_i) + \beta L(\hat{u}_i^{n-1}) \right) + Gp^{n-1} + \gamma N(u_i^{n-1}) + \delta N(u_i^{n-2}).
\] (12)

If interpolation at the immersed boundary is performed along a grid line, the forcing term can be recast in such a way that only the intermediate velocity equation needs to be inverted [7]. However, for arbitrary complex geometries, interpolation is generally performed along the normal to the boundary in order to remove any ambiguity over the direction of interpolation. For interpolation along the surface normal, the method by Fadlun et al. [7] leads to a large
sparse matrix, which adds substantially to the computational cost [9, 16]. An extension to curvilinear coordinates presents a similar challenge to this scheme.

An alternative solution for the implicit calculation of the momentum forcing is to adopt an iterative strategy [20, 31]. Here we propose an iterative approach which can be derived by splitting the intermediate velocity equation into two steps which fully recover Eq. (3),

\[
\frac{\tilde{u}_i - u^{n-1}_i}{\Delta t} = \frac{1}{Re} \left( \alpha L(\tilde{u}_i) + \beta L(u^{n-1}_i) \right) - Gp^{n-1} - \gamma N(u^{n-1}_i) - \delta N(u^{n-2}_i) + f^{n-1}_i
\]

(13)

\[
\frac{\tilde{u}_i - \tilde{u}_i}{\Delta t} = \frac{\alpha}{Re} \left( L(\tilde{u}_i) - L(\tilde{u}_i) \right) + \delta f^n_i.
\]

(14)

In the first step, an approximation, \(\tilde{u}_i\), of the intermediate velocity is determined. This velocity field does not satisfy the exact boundary conditions at the immersed boundary since the forcing applied is that from the previous time step. In the second step, the forcing is updated and the no-slip constraint at the immersed boundary is satisfied.

The exact expression for \(\delta f^n_i\) is obtained from Eq. (14) by applying the no-slip constraint at the immersed boundary (\(\tilde{u}_i = U^n_{IB}\) at IB points):

\[
\delta f^n_i = \frac{U^n_{IB} - \tilde{u}_i}{\Delta t} - \frac{\alpha}{Re} \left( L(\tilde{u}_i) - L(\tilde{u}_i) \right).
\]

(15)

Since the diffusive term, \(L(\tilde{u}_i)\), in Eq. (15) is unknown, an iterative method is required to solve for \(\tilde{u}_i\) and \(\delta f^n_i\) implicitly. An approximation to \(L(\tilde{u}_i)\) is made by setting

\[
\tilde{u}_i = U^n_{IB}\quad\text{at the forcing points},
\]

\[
\tilde{u}_i = \tilde{u}_i\quad\text{elsewhere}.
\]

(16)

The first term in the forcing (Eq. (15)) drives the velocity at the boundary to the target value (i.e. it enforces the no-slip boundary constraint) while the second term ensures that the diffusive term at the boundary and, hence, the velocities \(\tilde{u}_i\) at surrounding non-IB points are correct.

The algorithmic implementation for the method is given below and, in the following section, the stability of the proposed scheme (Implicit) is compared to that of the explicit forcing methods (Explicit 1 and Explicit 2) given in section 3.1.

**Algorithm 1 Implicit iterative scheme for the evaluation of the forcing term**

\[
f^{n,0}_i = 0 \quad \text{or} \quad f^{n,\text{ex}}_i
\]

for \(k = 1\) to \(nk\) do

\[
\hat{u}^k_i = \frac{u^{n-1}}{\Delta t} + \Delta t \left( \frac{\alpha}{Re} L(\hat{u}^k_i) + \frac{\beta}{Re} L(u^{n-1}_i) - Gp^{n-1} - \gamma N(u^{n-1}_i) - \delta N(u^{n-2}_i) + f^{n,k-1}_i \right)
\]

\[
\tilde{u}_i = U^n_{IB}\quad\text{at IB points and} \quad \hat{u}^k_i = \tilde{u}_i\quad\text{elsewhere}
\]

\[
f^{n,k}_i = f^{n,k-1}_i + \frac{\Delta t}{\Delta t} - \frac{\alpha}{Re} \left( L(\hat{u}^k_i) - L(\hat{u}^0_i) \right)
\]

end for

\[
f^n_i = f^{n,nk}_i
\]

\[
\tilde{u}_i = \frac{u^{n-1}}{\Delta t} + \Delta t \left( \frac{\alpha}{Re} L(\tilde{u}_i) + \frac{\beta}{Re} L(u^{n-1}_i) - Gp^{n-1} - \gamma N(u^{n-1}_i) - \delta N(u^{n-2}_i) + f^n_i \right)
\]

In order to verify the spatial and temporal accuracy of the current IB method, simulations of a 2D unsteady flow are performed. We consider a decaying vortex problem [32], given by

\[
\begin{align*}
u(x, y, t) &= -\cos(\pi x) \sin(\pi y)e^{-2\pi^2 t/Re} \\
v(x, y, t) &= \sin(\pi x) \cos(\pi y)e^{-2\pi^2 t/Re},
\end{align*}
\]

(17)

in a square domain of length \((-1.5L \leq x \leq 1.5L, -1.5L \leq y \leq 1.5L)\) with the immersed boundary located at \((x = \pm L, y = \pm L)\), where \(L\) is the size of the vortex (see Fig. 1). The Reynolds number based on the maximum velocity and the size of the vortex is \(Re = 500\). The initial field and the velocities at the domain boundaries and at the immersed boundary are prescribed using the analytical solution.

For the spatial accuracy test, a grid refinement study is performed using five uniform Cartesian grids \([13^2, 25^2, 49^2, 97^2]\). In order to test the temporal accuracy of the scheme, various computational time steps are examined \([10, 5, 2.5, 1.25, 0.625] \	imes 10^{-3}\) on the finest grid. The number of iterations in the implicit forcing scheme is set to \(nk = 5\). The \(L_2\) and \(L_\infty\) norms
Figure 1: Computational domain, grid (every fourth line in \(x\) and \(y\) of the finest grid are shown) and immersed boundary for decaying vortex problem. Contours of spanwise vorticity from \(-6.0\) to \(6.0\) with intervals of \(0.6\) at \(t = 0\).

Figure 2: \(L_2\) (——) and \(L_\infty\) (— — —) norms for the \(u\) (□) and \(v\) (○) velocities versus (a) grid spacing, and (b) time step.

of the \(u\) and \(v\) velocities, measured relative to the exact solution, are computed at time \(t = 0.1\) everywhere in the fluid enclosed by the immersed boundary as well as on the immersed boundary itself. The error norms are given by

\[
L_2 = \left[ \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} (u_{i,j}^{num} - u_{i,j}^{exact})^2 \right]^\frac{1}{2}, \quad L_\infty = \max|i[u_{i,j}^{num} - u_{i,j}^{exact}]|.
\]  

(18)

Fig. 2a and b show the spatial and temporal convergence of the two norms, alongside reference lines displaying first and second-order rates of convergence. The results demonstrate that the IB scheme is second-order accurate in both space and time, and hence preserves the order of accuracy of the numerical method used for the solution of the Navier-Stokes equation.

In order to verify the convergence of the iterative scheme, the error in the intermediate velocity at the immersed boundary is evaluated. The \(L_2\) and \(L_\infty\) error norms are plotted versus number of iterations in Fig. 3, where zero iterations corresponds to the conventional explicit forcing. The error at the boundary diminishes rapidly with iterations. After four iterations, the error is approximately five orders of magnitude smaller than that due to the explicit IB method.

3.3. Stability

The stability of the explicit and the proposed implicit forcing schemes is examined for flow around a stationary circular cylinder. In all cases the intermediate velocity equation is discretized using Adams-Bashforth for the convective terms and Crank-Nicolson for the diffusive terms. The three schemes described in Sections 3.1 and 3.2 for the evaluation of the forcing term are compared: (i) Explicit 1, (ii) Explicit 2 and (iii) Implicit. A uniform Cartesian grid with \(769^2\) points is employed on a \(4D \times 4D\) domain, where \(D\) is the cylinder diameter, with the cylinder located
at the centre. Free-slip is applied at the top and bottom boundaries and the simulations are performed at Reynolds numbers $Re_D = [20, 40]$, based on the diameter of the cylinder, $D$, and the far-field velocity, $U_\infty$. Different time steps are examined in order to determine the maximum allowable $\Delta t$ for stability for each scheme.

Table 1: Stability of the IB methods at different time steps for flow over a stationary cylinder at $Re_D = [20, 40]$.

<table>
<thead>
<tr>
<th>$Re_D$</th>
<th>$\Delta t$</th>
<th>Implicit</th>
<th>Explicit 1</th>
<th>Explicit 2</th>
<th>CFL</th>
<th>$\Delta t/Re \Delta x^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.00110</td>
<td>unstable</td>
<td>unstable</td>
<td>unstable</td>
<td>0.402</td>
<td>2.028</td>
</tr>
<tr>
<td></td>
<td>0.00105</td>
<td>stable</td>
<td>unstable</td>
<td>unstable</td>
<td>0.384</td>
<td>1.935</td>
</tr>
<tr>
<td></td>
<td>0.00045</td>
<td>stable</td>
<td>unstable</td>
<td>unstable</td>
<td>0.164</td>
<td>0.829</td>
</tr>
<tr>
<td></td>
<td>0.00040</td>
<td>stable</td>
<td>stable</td>
<td>unstable</td>
<td>0.146</td>
<td>0.737</td>
</tr>
<tr>
<td></td>
<td>0.00030</td>
<td>stable</td>
<td>stable</td>
<td>unstable</td>
<td>0.110</td>
<td>0.553</td>
</tr>
<tr>
<td></td>
<td>0.00025</td>
<td>stable</td>
<td>stable</td>
<td>stable</td>
<td>0.091</td>
<td>0.401</td>
</tr>
<tr>
<td>40</td>
<td>0.0022</td>
<td>unstable</td>
<td>unstable</td>
<td>unstable</td>
<td>0.831</td>
<td>2.028</td>
</tr>
<tr>
<td></td>
<td>0.0021</td>
<td>stable</td>
<td>unstable</td>
<td>unstable</td>
<td>0.793</td>
<td>1.933</td>
</tr>
<tr>
<td></td>
<td>0.0009</td>
<td>stable</td>
<td>unstable</td>
<td>unstable</td>
<td>0.340</td>
<td>0.829</td>
</tr>
<tr>
<td></td>
<td>0.0008</td>
<td>stable</td>
<td>stable</td>
<td>unstable</td>
<td>0.302</td>
<td>0.737</td>
</tr>
<tr>
<td></td>
<td>0.0006</td>
<td>stable</td>
<td>stable</td>
<td>unstable</td>
<td>0.226</td>
<td>0.553</td>
</tr>
<tr>
<td></td>
<td>0.0005</td>
<td>stable</td>
<td>stable</td>
<td>stable</td>
<td>0.189</td>
<td>0.401</td>
</tr>
</tbody>
</table>

The test cases reported in table 1 are specifically designed to test the viscous stability limit of the forcing methods, without approaching the CFL limit for convective instability. The motivation is to determine whether the inconsistency in the discretization of the viscous term in the intermediate velocity equation and in the expression for the forcing term can lead to instability. Below is a summary of the results:

1. Stability depends on the discretization scheme used for the diffusive terms in the equation for $f^n$. The implicit iterative method remains stable for larger $\Delta t$ than the explicit methods. Compared to the explicit method of Kim et al. [8], the implicit approach remains stable up to approximately 2.5 times larger $\Delta t$, and up to four times the maximum allowable $\Delta t$ of the Adams-Bashforth explicit method.

2. Stability is limited by the viscous stability constraint rather than the convective CFL, since errors are introduced in the diffusive terms (see Eq. (11)). The implicit method remains stable for $\Delta t < 2.0Re \Delta x^2$. The explicit forcing methods lower the stability of the overall algorithm even though forcing is only applied in a small region of the flow. Explicit method 1 remains stable for $\Delta t < 0.75Re \Delta x^2$ and explicit method 2 is stable for $\Delta t < 0.5Re \Delta x^2$.

In this example, only one iteration was performed for the evaluation of the implicit forcing term, which reduced the errors at the immersed boundary by two to three orders of magnitude and only required an additional 50% of the computational cost required for the evaluation of an explicit force. This added cost is insignificant for two reasons: First, it becomes marginal when normalised by the overall cost of the time step, where the most expensive element is the solution of the pressure equation. Second, the added cost is easily offset by the enhanced stability of the scheme. For example, the results in table 1 show that the implicit force evaluation can increase the simulation $\Delta t$ by 2.5 times relative to the explicit forcing scheme.

Figure 3: $L_2$ (——) and $L_\infty$ (• • •) norms for the $\hat{u}$ (□) and $\hat{v}$ (○) velocities at the immersed boundary versus number of iterations.
Next, errors in $u$ and $v$ velocities around the cylinder are examined at $Re_D = 40$ in order to verify the source of the instability. Since there is no exact solution for this flow, the solution obtained with the implicit iterative method using the smallest time step is used as the benchmark. Fig. 4 shows line contour plots of the $u$ and $v$ errors for the three methods with $\Delta t = 0.001$. Flood contours of the wall-normal diffusive terms from the benchmark case have also been plotted and demonstrate that the errors leading to instability occur in regions where the diffusive terms are largest, which reaffirms the role of the viscous term in the instability of the explicit forcing scheme.

In order to validate our findings, we examined the stability of a one-dimensional unsteady heat diffusion problem. Starting with zero initial condition, the temperature was suddenly increased to unity at one boundary. In addition, we applied a forcing term to set the temperature at a given point in the domain to a prescribed value. The spacial discretization was a second-order central differencing scheme and time advancement was performed using Crank-Nicolson. Without the forcing term, a Crank-Nicolson discretization is unconditionally stable. Explicit forcing by Euler method was benign in this simple problem. However, explicit forcing by Adams-Bashforth reduced the stability boundary. The case of the Navier-Stokes equations is clearly more complex and the explicit forcing was demonstrated to reduce the finite stability region of the Crank-Nicolson discretization of the viscous terms.

4. Implementation in curvilinear coordinates and for moving boundaries

The complete description of the iterative IB method presented in Section 3 requires two further considerations: implementation in curvilinear coordinates and treatment of moving boundaries. Both elements are presented in this section, and are followed by test cases for validation.

The immersed boundary is represented as a three-dimensional triangulated surface. Velocity points are classified into fluid or solid via a ray tracing algorithm which establishes whether a point lies inside or outside the geometry based on the number of times a ray starting from the point and passing by an arbitrary point in the domain intersects the surface. Solid points with at least one neighbour in the fluid are classified as IB points where the forcing, $f_i$, is to be applied. The cells cut by the immersed boundary are classified as IB cells.

In order to calculate the forcing term at an IB point, the velocity $U_{IB}^n$ such that the immersed boundary conditions are satisfied must be determined. The evaluation of $U_{IB}^n$ uses linear extrapolation from the velocity at the mirror point, $u_M$, and the velocity at the surface point, $U^n_\Gamma$:

$$U_{IB}^n = \frac{(a + b)}{a} U^n_\Gamma - \frac{b}{a} u_M.$$  

(19)
Here, \(a\) and \(b\) are the distances of the mirror and the IB points to the surface respectively (see Fig. 5). The location of the mirror point is determined following a similar approach to that by Mittal et al. [33], which ensures the method works with highly complex geometries, and the mirror point velocity is computed by interpolation of the eight surrounding velocity points.

![Figure 5: 2D schematic showing the definition of IB points and IB cells and the interpolation scheme applied in the present method, including the mirror point, surface point and interpolation points used for calculation of the mirror point velocity.](image)

### 4.1. Implementation in curvilinear coordinates

Certain geometries are better-suited to curvilinear rather than Cartesian grids. Curvilinear IB methods are particularly useful in bioflow problems which often involve complex geometries, e.g. flow in a mechanical heart valve [34] or flow in the respiratory airways [35]. A curvilinear grid can improve efficiency by minimising the number of grid points outside the fluid domain, can have a more natural alignment with the streamlines which is desirable for the accuracy of the solution, and might provide a better wall-normal resolution than a Cartesian grid. This last advantage is particularly beneficial in simulations of turbulent flows.

The main issues when applying IB methods on a curvilinear grid are (i) the identification of the host cell for a particular point of interest and (ii) the interpolation method. On a Cartesian grid, identification of host cells is a trivial procedure. On a curvilinear grid, however, there is no explicit relation between a physical position and the grid cell that contains it. Therefore a search algorithm is required in order to determine the cell location of the mirror points. The algorithm is based on ‘tetrahedrization’, whereby each cell is split into six tetrahedrons (or two triangles in 2D) [36]. The cell search is confined to ten surrounding cells in each dimension in order to speed up the algorithm. This approach is particularly advantageous in moving boundary problems since it avoids global search for host cells as the IB and mirror points move through the flow.

The second required modification is in the interpolation scheme for the evaluation of the velocity at the mirror points. Trilinear interpolation can be applied on curvilinear grids by mapping the grid points from physical space to a rectilinear computational space. Alternatively, an inverse distance weighting scheme can be adopted in physical space directly, where the weights of the eight surrounding velocity points are calculated as a function of the Euclidean distances, \(d_i\), to the mirror point. In this case, the velocity at the mirror point \(u_M\) is given by,

\[
u_M = \begin{cases} 
\sum_{i=1}^{N} \frac{u_i/d_i^2}{\sum_{i=1}^{N} 1/d_i^2} & \text{if } d_i > \epsilon \text{ for all interpolation points} \\
u_i & \text{if } d_i < \epsilon \text{ for one interpolation point},
\end{cases}
\]

where \(u_i\) is the velocity at an interpolation point and \(\epsilon\) is the minimum tolerance for \(d_i\). When the distance between the mirror point and an interpolation point is very small, the computational error becomes significant as \(d_i \approx 0\). Therefore if a distance is less than \(\epsilon\), the velocity is set to that of the interpolation point and all other interpolation points are given zero weighting [37].

When all the surrounding points are in the fluid, the interpolation to the mirror point is straightforward. If any of the points is in the solid, it can be ignored, but the interpolation accuracy deteriorates. Instead, the interpolation point within the solid is replaced by the nearest surface point. This approach would not be feasible with a standard trilinear interpolation scheme.

The method presented is capable of handling complex geometries on curvilinear grids. For example, we have applied the IB scheme in simulations of the flow in realistic extrathoracic airways [35]. However, for validation purposes, canonical test cases which can be reproduced by the readers are presented in Section 5.
4.2. Treatment of moving boundaries

The two main challenges encountered with moving boundaries are the treatment of freshly-cleared cells and the spurious force oscillations. Freshly-cleared cells arise when the moving boundary withdraws from the fluid and cells which were inside the solid at the previous time step are relocated in the fluid. The flow variables at these points do not have a valid time history, and therefore special treatment is required for the momentum equation in these cells. In order to ensure the correct flow field around a moving boundary, the intermediate velocity in the freshly-cleared cells is obtained by interpolation between the immersed boundary and a point in the fluid.

In order to reduce spurious force oscillations at the boundary, a mass source/sink is applied inside the solid [8]. The mass source term proposed by Kim et al. [8] can be formulated for moving body problems [18]. This expression can also be extended in order to take into account the solid fractions of the cell faces.

\[
q'' = \frac{1}{\Delta V} \sum_{i=1}^{6} \left[ \omega \beta_i (\hat{u} - U_i^n) + \psi \beta_i (\hat{u} - U_i^0) \right] \cdot n \Delta S_i,
\]

where \(\Delta V\) is the cell volume, \(\Delta S_i\) is the area of each cell face, \(n\) is the unit normal vector outward at each cell face and \(\beta_i\) is the fraction of the cell face inside the solid. The coefficient \(\omega = 1\) for IB points and 0 otherwise, and \(\psi = 1\) for fluid points and 0 otherwise.

\[
q'' = \frac{1}{\Delta V} \sum_{i=1}^{6} \beta_i \hat{u} \cdot n \Delta S_i + U_i^n \cdot n_\Gamma \Delta \Gamma_i,
\]

which is equivalent to

\[
q'' = \frac{1}{\Delta V} \sum_{i=1}^{6} \beta_i (\hat{u} - U_i^0) \cdot n \Delta S_i,
\]

where \(n_\Gamma\) and \(\Delta \Gamma_i\) are the surface outward unit normal vector (pointing towards the fluid), and the area of the boundary within the cell, respectively. For the two-dimensional example shown in Fig. 6, the mass source terms in the three cells are

\[
q_{i,j} = \frac{1}{\Delta x \Delta y} \left( u_{i,j+1} \frac{\Delta y_{i,j}}{\Delta y} - v_{i,j} \frac{\Delta x_{i,j}}{\Delta x} + U_{i,j} \cdot n_{i,j} \Delta \Gamma_{i,j} \right),
\]

\[
q_{i+1,j} = \frac{1}{\Delta x \Delta y} \left( -u_{i+1,j} \frac{\Delta y_{i,j}}{\Delta y} + u_{i+2,j} \Delta y - v_{i+1,j} \Delta x + v_{i+1,j+1} \frac{\Delta x_{i+1,j}}{\Delta x} + U_{i+1,j} \cdot n_{i+1,j} \Delta \Gamma_{i+1,j} \right),
\]

\[
q_{i+2,j} = \frac{1}{\Delta x \Delta y} \left( -u_{i+2,j} \Delta y + u_{i+3,j} \Delta y - v_{i+2,j} \Delta x + v_{i+2,j+1} \Delta x \right).
\]
The first term on the right-hand-side of Eq. (22) mimics the cut-cell/virtual cell-merging technique [19] without requiring construction of new polyhedral cells. It ensures that the continuity equation is satisfied for the fraction of the cell inside the fluid by excluding the contribution from the solid region. Since two neighbouring cells which share a common face have the same value of the surface flux, but with opposite signs, the global contribution of this term vanishes [8]. The second term in Eq. (22) ensures that the continuity equation is satisfied for moving body problems by including the flux at the boundary. Eq. (22) can be interpreted as an expression of the source term from a grid-based reference frame. Cast in the form (23), it can be interpreted as the source term relative to the moving body.

While the mass source term (Eq. (22)/(23)) appears similar to that by Huang and Sung [38] for stationary boundaries or by Lee and You [20] for moving bodies, two important differences should be noted, and they relate to global mass conservation and the suppression of spurious force oscillations on staggered grids. The first notable distinction is that the method by Lee and You [20] was developed for collocated grids, on which the mass source term was applied in IB cells only. This is not the case in our method for staggered grids, where the mass source term in Eq. (22) (or (23)) is applied to IB cells (cut by the boundary) as well as any adjacent cells that share the IB fluxes at their common cell face, in order to satisfy global mass conservation. Second, unlike Huang and Sung [38] and others who compute the source term at IB points only, the present approach applies the forcing and mass source terms throughout the solid region. Specifically, the first term in Eq. (22) is evaluated at all solid and IB cell faces, as shown in Eq. (24). This requirement avoids a temporal discontinuity in the velocity of solid points suddenly becoming IB points, which we demonstrate in Appendix B. The benefit of the present approach has been remarked in some previous studies: For example, Kim and Choi [39] reported that this choice improved the stability of their simulations at high-Reynolds-number; Liao et al. [17] showed that applying the forcing term throughout the solid reduces the otherwise large spurious oscillations that arise when the forcing is applied on the immersed boundary only.

5. Numerical examples

5.1. Pulsatile flow in 90° circular bend

Pulsatile flow in a circular duct with a 90° bend is simulated in order to validate the immersed boundary method on curvilinear coordinates. The non-dimensional parameters that characterize this flow are the Reynolds number, \( Re_d = \frac{U D}{\nu} \), the Womersley parameter, \( \alpha = \frac{D^2 (\frac{\Omega}{\nu})^{3/2}}{2} \), and the curvature ratio, \( \delta = \frac{D}{R_c} \), where \( D \) is the pipe diameter, \( U \) is the instantaneous bulk velocity, \( \nu \) is the kinematic viscosity, \( \Omega \) is the angular frequency and \( R_c \) is the radius of curvature of the pipe axis.

![Figure 7: The geometry and the grid for pulsatile flow in a circular 90° pipe bend. Every fourth gridline of the coarse grid has been plotted.](image)

A sinusoidally varying flow rate (200 < \( Re_d < 800 \), \( \alpha = 7.8 \)) is applied at the inlet of the pipe with curvature ratio, \( \delta = \frac{1}{6} \), for comparison with available body-fitted and experimental data from the literature [34, 40]. The velocity profile at the inlet, \( x = 0 \), is computed from the Womersley solution for fully-developed pulsatile flow in a circular pipe given by

\[
u_{inlet}(r,t) = 2\left[1 - r^2\right] + \frac{A_0}{r} \frac{1}{i\Omega} \left[1 - \frac{J_0\left(ar^{3/2}\right)}{J_0\left(ar^{3/2}\right)}\right] e^{i\Omega t}, \tag{25}
\]
\[ A_0 = Q_{\text{max}} \frac{4\rho}{\pi D^2} \Omega \left[ 1 - \frac{2}{\rho^{3/2} \alpha} J_0(\alpha r^{3/2}) \right]^{-1} e^{-i\Omega t_{\text{max}}}, \]  

where \( A_0 \) is the amplitude of pulsation; \( J_0 \) denotes the Bessel function of the first kind and order zero; \( r \) is the normalised radial distance from the pipe centre; \( \rho \) is the fluid density; \( Q_{\text{max}} \) is the flow rate at the maximum bulk velocity or, equivalently, the maximum Reynolds number [41].

Figure 8: Pulsatile flow in a circular 90° pipe bend. Streamwise velocity profiles normalized by the median bulk velocity. -- -- --: 129 × 97 × 97 grid; - - - - -: 257 × 129 × 129 grid; - - - body-fitted data [34]; • experimental measurements [40]. (a) \( t = 0 \); (b) \( t = T/4 \); (c) \( t = T/2 \); (d) \( t = 3T/4 \). \( R \) is the radial distance from the centre of bend curvature, and \( R_i \) and \( R_o \) are the inner and outer radius of the bend, respectively.

Simulations were performed on three successively finer curvilinear grids: 129 × 97, 129 × 129 and 257 × 129 × 129 in the streamwise, \( \xi \), and transverse, \( \eta \) and \( z \), directions. The grids are stretched in the streamwise direction in order to provide a higher resolution inside the bend. The geometry and the grid are shown in Fig. 7. The pulsatile flow cycle is divided into 2000 time steps, corresponding to \( \text{CFL}_{\text{max}} = \{0.51, 0.63, 0.82\} \) on the coarse, medium and fine grid, respectively.

Profiles of the streamwise velocity normalised by the median bulk velocity are shown in Fig. 8, at three different locations along the bend, \( \theta = \{0°, 45°, 90°\} \). Four different time instants are shown, \( t = \{0, T/4, T/2, 3T/4\} \). The results are plotted alongside body-fitted data [34] and experimental measurements [40]. The figures demonstrate excellent agreement between our IB results and the body-fitted data even on the coarsest mesh, and establish the accuracy of our IB method in complex, 3D curvilinear flow simulations.
5.2. Oscillating cylinder in fluid at rest

In order to demonstrate the ability of the proposed immersed boundary method to handle moving boundaries, simulations of a cylinder oscillating in a fluid at rest are presented and compared to both numerical and experimental results from the literature. In this configuration, the flow parameters are the Reynolds number, \( Re_D = U_{\text{max}}D/\nu = 100 \), and Keulegan-Carpenter number, \( KC = U_{\text{max}}/fD = 5 \), where \( U_{\text{max}} \) is the maximum velocity of the cylinder, \( D \) is the diameter of the cylinder, \( \nu \) is the kinematic viscosity of the fluid, and \( f \) is the frequency of oscillation. The streamwise location of the cylinder is given by \( x(t) = -A \sin(2\pi ft) \), where \( A \) is the amplitude of the oscillation. The cylinder is located at the centre of a 50\( D \times 50D \) domain. A 512\( \times \)512 non-uniform Cartesian grid is employed, with a minimum local spacing \( \Delta x_{\text{min}} = \Delta y_{\text{min}} = 0.02D \) in the vicinity of the cylinder.

![Figure 9: In-line oscillating cylinder in a fluid at rest at four different phase angles: (a) \( 0^\circ \); (b) \( 96^\circ \); (c) \( 192^\circ \); (d) \( 288^\circ \). At left, pressure contours from -1.1 to 0.6 with intervals of 0.09. At right, spanwise vorticity contours from -26.0 to 26.0 with intervals of 0.95. ——, positive; ——, negative.](image)

Pressure and spanwise vorticity contours around the oscillating cylinder at different phase angles are shown in Fig. 9. The contours are in good qualitative agreement with the results reported by Dütsch et al. [42] and thus demonstrate good prediction of the general flow characteristics. As the cylinder starts to move to the left, two boundary layers are formed at the top and bottom of the cylinder (see Fig. 9e). These boundary layers later shed, forming two counter-rotating vortices behind the cylinder (Fig. 9f). The cylinder then begins to move in the opposite direction, breaking the existing vortices apart (Fig. 9g) while at the same time developing new boundary layers which shed on the other side of the cylinder (Fig. 9h).

In order to assess the accuracy of the IB method near the moving boundary and the ability of the proposed mass source term to suppress spurious force oscillations, the drag force acting on the cylinder is examined. The pressure force and skin friction are computed using the pressure and velocity gradients at the centres of the surface triangles,
which are obtained by linear extrapolation from the outer fluid along the surface normal. Fig. 10 shows the time evolution of the total drag force along with its constituent pressure and shear contributions predicted by the present IB method with and without mass source term. Without a mass source, larger spurious oscillations in the drag force can be observed. The SFOs are due to the pressure component of the drag, while the shear force remains smooth. With the mass source term, a smoother solution of the pressure drag is obtained. Very good agreement with boundary-fitted data from the literature [42] is observed, which demonstrates the ability of the current IB method to accurately predict the body forces on a moving object.

The effect of grid spacing on the magnitude of the SFOs is examined on three different Cartesian grids \{257^2, 513^2, 1025^2\} with local spacing in the vicinity of the cylinder equal to 0.04D, 0.02D and 0.01D respectively. The time step is fixed to \(\Delta t U_{\text{max}}/D = 0.005\), which corresponds to CFL_{max} \approx (0.29, 0.44, 0.76). As shown in Fig. 11a, the magnitude of oscillations rapidly decreases as the grid is refined. In addition, smaller oscillations are observed with the mass source term. The effect of time step on the SFOs is also examined using three different time steps \{0.0025, 0.005, 0.01\} on the
513^2 grid, where CFL$_{\text{max}} = \{0.21, 0.44, 0.85\}$. The results are shown in Fig. 11b. A decrease in spurious oscillations is observed with increasing time-step, which is consistent with the behaviour reported in the literature [18, 19, 20]. For all time-step sizes, the solution obtained with the mass source term is much smoother.

Finally, the velocity profiles are plotted across the cylinder at various streamwise locations and three different phase-angles, alongside the body-fitted results and experimental data of Dutsch et al [42] (see Fig. 12). Very good agreement is observed between the profiles obtained with the immersed boundary method and the results from the literature.
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Figure 12: In-line oscillating cylinder in a fluid at rest at three different phase angles: (a) 180°; (b) 210°; (c) 330°. At left, streamwise velocity. At right, vertical velocity. — current IB method; — body-fitted results [42]; symbols are experimental data [42]: ■, $x = -0.6D$; ▲, $x = 0.0D$; ◆, $x = 0.6D$; ●, $x = 1.2D$.

6. Summary

In the present study, the accuracy and stability of direct forcing methods used in conjunction with the fractional step algorithm are shown to depend on the variant of the fractional step method and the computation of the forcing term. An iterative scheme is presented and shown to have favourable stability properties compared to explicit forcing in the semi-implicit discretization of the Navier-Stokes equations. The method is also effective for stationary and moving boundary problems, and is applicable on curvilinear grids.

A mismatch in the temporal discretization of the momentum equation and the forcing term is shown to introduce errors near the immersed boundary which can destabilise the scheme. In the semi-implicit fractional step method, the implicit discretization of the viscous terms in the Navier-Stokes equations requires an implicit forcing term. Otherwise, the stability of the scheme can be compromised. An implicit iterative scheme is proposed that decreases the errors at the boundary and, as a result, enhances stability.

A variant of the mass source approach [8] is adopted for use with moving boundaries, which improves local mass conservation near the IB and suppresses spurious force oscillations in moving body problems. The momentum
forcing and mass source terms are applied throughout the solid region in order to satisfy mass conservation in cells cut by the boundary and remove the incompressibility constraint inside the solid. This requirement avoids temporal discontinuities in the velocity which can otherwise arise when solid points suddenly become IB points as a result of the boundary movement.

The IB method presented can be applied in generalized curvilinear systems, which facilitates efficient simulations of a wide range of complex geometries. The convergence, second-order accuracy and enhanced stability of the method are demonstrated through a number of test cases.

Appendix A. Immersed boundary method in fractional step algorithm: \(p\) versus \(\Delta p\)-form

Using the same analysis as that performed by Kim and Moin [26], and introducing a forcing term on the right-hand-side of the intermediate velocity equation, \(\hat{u}\), is regarded as an approximation of the continuous function, \(u^*\), that satisfies:

\[
\frac{\partial u^*_i}{\partial t} = -\frac{\partial u^*_i}{\partial x_j} + \frac{1}{Re} \frac{\partial^2 u^*_i}{\partial x_j^2} + f^*_i,
\]

where \(\alpha = 0\) for the \(p\)-form of the fractional step method, and \(\alpha = 1\) for the \(\Delta p\)-form. Therefore,

\[
\hat{u}_i \approx u^*_i(x, t_{n-1} + \Delta t) = u^*_i(x, t_{n-1}) + \Delta t \left( \frac{\partial u^*_i}{\partial t} + \frac{1}{2} \Delta^2 \frac{\partial^2 u^*_i}{\partial t^2} + O(\Delta t^3) \right) + \left( \frac{\partial u^*_i}{\partial x_j} - \frac{p^*}{Re} \frac{\partial}{\partial x_j} + f^*_i \right) + \frac{1}{2} \Delta^2 \frac{\partial}{\partial t} \left( \frac{\partial u^*_i}{\partial x_j} - \frac{p^*}{Re} \frac{\partial}{\partial x_j} + f^*_i \right) + O(\Delta t^3). \tag{A.2}
\]

Since \(u^*_i(x, t_{n-1}) = u_i(x, t_{n-1})\), the above equation becomes,

\[
\hat{u}_i = u_i(x, t_{n-1}) + \Delta t \left( \frac{\partial u_i}{\partial t} + \frac{1}{2} \Delta^2 \frac{\partial^2 u_i}{\partial t^2} + O(\Delta t^3) \right) + \left( \frac{\partial u_i}{\partial x_j} - \frac{p}{Re} \frac{\partial}{\partial x_j} + f_i \right) + O(\Delta t^2) \tag{A.3}
\]

Eq. (A.3) demonstrates that the immersed boundary conditions, which are applied on \(\hat{u}\) rather than \(u_i(x, t_0)\), are second-order accurate in the \(\Delta p\)-form, \(\hat{u}_i = u_i(x, t_0) + O(\Delta t^2)\), but only first-order accurate in time in the \(p\)-form, \(\hat{u}_i = u_i(x, t_0) + O(\Delta t^2)\).

Kim and Moin [26] demonstrated that if boundary conditions are inconsistent with the governing equations the solution can incur considerable numerical errors. For global boundaries, they proposed the appropriate treatment of the boundary conditions for the intermediate velocity field, \(\hat{u}_i = u^*_i + \Delta t \phi_i^{n-1}\), in order to maintain second-order accuracy. Similarly, a second-order accurate IB method in the \(p\)-form of the fractional step method would therefore require the intermediate velocity at the immersed boundary to be computed according to,

\[
\hat{u}_i = U_i^* + \Delta t \phi_i^{n-1}, \tag{A.4}
\]

where \(U_i^*\) and \(\phi_i\) are the velocity and pseudo-pressure at the immersed boundary, respectively.

Appendix B. Forcing and mass source terms for moving boundaries

We demonstrate, using a simple example, the need to apply the forcing and mass source terms throughout the solid region in order to avoid a temporal discontinuity in the velocity of solid points suddenly becoming IB points. First, we consider the case where the mass source terms are computed from IB fluxes only (Fig. B.13). This approach can lead to a temporal discontinuity in the velocity of solid points that suddenly become IB points due to the boundary motion.
The temporal velocity discontinuity subsequently leads to spatial oscillations in the pressure near the boundary and SFOs \(^1\). In Fig. B.13a, the continuity equations at time \(t^n\) are given by,

\[
\begin{align*}
\text{cell 1:} & \quad u_1^n \Delta y - u_1^n \Delta y + v_2^n \Delta x - v_2^n \Delta x - q_1^n \Delta x \Delta y = 0, \\
\text{cell 2:} & \quad u_2^n \Delta y - u_2^n \Delta y + v_2^n \Delta x - v_2^n \Delta x - q_1^n \Delta x \Delta y = 0.
\end{align*}
\]

where \(q_1^n = \frac{1}{\Delta x \Delta y} (u_2^n \Delta y + \beta_s v_2^n \Delta x - \beta_x v_1^n \Delta x - U_1^n \Delta y)\) and \(q_2^n = \frac{1}{\Delta x \Delta y} (-u_2^n \Delta y - v_2^n \Delta x + v_4^n \Delta x)\) are the source terms in those cells\(^2\), and \(\beta_x = \Delta x / \Delta x\). The continuity equations reduce to,

\[
\begin{align*}
U_2^n \Delta y - u_1^n \Delta y + v_2^n \Delta x - v_2^n \Delta x = 0 & \quad \text{in cell 1,} \\
u_2^n \Delta y = 0 & \quad \text{in cell 2.}
\end{align*}
\]

At the next time step (Fig. B.13b), solid point \(u_3\) becomes an IB point and its velocity is set to satisfy the no-slip condition at the boundary via a second-order interpolation:

\[
u_3^{n+1} = U_3^{n+1} + O(\Delta x^2).\]

The velocity \(u_3\) therefore jumps from \(u_3(t^n) = 0\) to \(u_3(t^{n+1}) \approx U_3^{n+1} + O(\Delta x^2)\). This simple example demonstrates the temporal discontinuity in velocity that takes place when the mass source term is computed from IB fluxes only.

The temporal discontinuity in \(u_3\) is eliminated by including all IB and also all solid fluxes in the mass source term in Eq. (22). In the above example, at time \(t^n\) (Fig. B.13a), the source term and the continuity equation for the IB cell 1 are unchanged from above:

\[
\begin{align*}
q_1^n = \frac{1}{\Delta x \Delta y} (u_2^n \Delta y + \beta_s v_2^n \Delta x - \beta_x v_1^n \Delta x - U_1^n \Delta y), \\
u_2^n \Delta y - u_1^n \Delta y + v_2^n \Delta x - v_1^n \Delta x - q_1^n \Delta x \Delta y = 0 & \quad \text{in cell 1.}
\end{align*}
\]

In the solid cell 2, however, the source term should be \(q_2^n = \frac{1}{\Delta x \Delta y} (u_2^n \Delta y - v_2^n \Delta x + v_4^n \Delta x)\). In terms of the fractional step method, this source term explicitly balances the divergence in that cell,

\[
D \delta q_2^n = 0,
\]

and the pressure Poisson equation reduces to,

\[
DG \phi_2^n = 0.
\]

By virtue of the staggered grid arrangement, the same treatment carries over to all adjacent solid cells. The above expression for the solid cells can equivalently be described as eliminating the incompressibility constraint from those

---

\(^1\)Note that the source of SFOs here is different from that reported by Lee et al. [18]. In that work, the temporal discontinuity arises from enforcing the no-slip condition on fluid points that become IB points.

\(^2\)Note that the velocities \(u^n_1\) are unknown until Eqs. 4 and 5 are solved, therefore the intermediate velocities \(\hat{u}_i\) are used to compute the mass source instead, without affecting the second-order accuracy of the scheme [8].
cells (but not from IB cell 1). Finally, note that the momentum forcing is also applied to all solid points to set their velocities to the body velocity. If the forcing term is evaluated explicitly, this step is only approximate. However, in the implicit forcing method described above, the intermediate velocity inside the solid is set exactly to the body velocity. As a result, the divergence-free constraint is automatically satisfied in solid cells away from the boundary and the mass source term in those cells vanishes. The mass source term is only non-zero in (a) cells cut by the boundary (e.g. cell 1 in Fig. B.13) in order to satisfy the continuity equation in the fluid fraction of the cell; and (b) adjacent solid cells (e.g. cell 2 in Fig. B.13) in order to explicitly balance the divergence in that cell and remove the incompressibility constraint as in the rest of the solid.

Note that approaches (21) and (22)/(23) yield different mass source terms in the solid cells adjacent to the boundary, e.g. cell 2 in Fig. B.13. In this cell, the source term (21), is equivalent to enforcing the incompressibility constraint, \( u_2^a \Delta y - U_{n} \Delta y = 0 \). With the herein proposed method (Eq. (22)/(23)), the source term annuls the continuity constraint entirely since \( q_2^a \equiv D \dot{u} \). This cell is therefore consistent with the treatment of the remaining solid region.

The above discussion is further supported by a numerical example of flow around an oscillating cylinder. Two approaches are considered: In the first, the momentum forcing and the mass source term take into account IB points only, which is expected to lead to pressure oscillations. In the second, the forcing and the mass source given by Eq. (22)/(23) are implemented at IB cells and throughout the solid, which is expected to eliminate SFOs. The Reynolds number is \( Re_D = U_{max}/\nu = 100 \), and the Keulegan-Carpenter number is \( KC = U_{max}/fD = 5 \), where \( U_{max} \) is the maximum velocity of the cylinder, \( D \) is the diameter of the cylinder, \( \nu \) is the kinematic viscosity of the fluid, and \( f \) is the frequency of oscillation. The streamwise location of the cylinder is given by \( x(t) = -A \sin(2\pi f t) \), where \( A \) is the amplitude of the oscillation. The cylinder is located at the centre of a \( 50D \times 50D \) domain. A \( 513^2 \) Cartesian grid is employed, with local spacing of \( 0.02D \) in the vicinity of the cylinder, and the time step is set to \( \Delta t U_{max}/D = 0.005 \).

![Figure B.14: Pressure coefficient along the surface of an oscillating cylinder. Symbols correspond to mass source applied only near the immersed boundary; lines correspond to mass source applied everywhere in solid domain. \( tU_{max}/D = 4.975 \) (○, ---); \( tU_{max}/D = 4.985 \) (□, - - -); \( tU_{max}/D = 4.995 \) (△, - - -).](image)

Fig. B.14 shows the pressure coefficient along the surface of the cylinder at three consecutive time steps for the two cases. When the mass source term only accounts for IB fluxes, a temporal discontinuity in the velocity arises resulting in spatial oscillations in the pressure. For this case, significant oscillations in the pressure coefficient along the cylinder surface can be observed in Fig. B.14. The temporal discontinuity in velocity is removed and a smooth pressure coefficient is observed for the case where the mass source and forcing terms are applied at IB cells and throughout the solid region.
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