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SUIIMARY, 

The USC of comPutors in chemical plant design has 

largely centred around' process flow sheet design, vessel 

design anrl the output of production documentation from the 

layout an(', routing phases, The work reported in this thesis 

identifies a number of problems concerned with the layout 

and routing Phases and as such attempts to bridge the gap 

in the design Process, 

Three Separate problem areas are tackled: firstly .the 

vessel layout problem; secondly, the pipe routing problem; 

and thirdly, the visualisation of a digital model of a 

chemical plant, 

The vessel layout problem is tackled by modelling 

each vessel as a collection of simple modules which have 

relative positional constraints imposed in order to 

represent differing Vessel sizes and shapes, The same 

system of constraints is used in order that relative or 

absolute constraints can be imposed on the layout as a 

whole, Intelligent search procedures are Used to optimise 

the. layout, and because of the combinatorial explosion 

inherent in such problems, facilities are provided for the 

user to specify additional constraints which reduce the 

solution time, 

The pipe routing problem is tackled by using a 

shortest route algorithm that generates minimal routes on 

an automatically generated network, This network is so 

constructed that all obstacles in space are avoided by the 
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routed pipes, Algorithms for routing branched pipes with 

three or more terminal nozzles are presented, The routing 

algorithm P are designed such that constraints on a routing 

scheme can he incOrpoiAld by the user defining.. favou rabic 

or unfavoUrshle volumes for routing pipes, An algorithm for 

jointly minimising tho cost Of pipe and bends is also 

presented, 

The chapter concerned with visualisation describes a 

novel hidden-line algorithm which is capable of handling a 

reasonably complex scene, A chemical plant is defined as a 

collection of polygons which approximate the surfaces of 

the vessels and other items in the scene, This algorithm 

has wider application than the chemical engineering 

industry evil as such iv significantly superior to other 

published hidden-line algorithms, The computation time 

increases a little more than linearly with scene 

complexity, 
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TUC USE C1' COMPUTERS IV CHEMICAL ENGINEERING DESIGN. 

- 10 - 



1,1 Introrluction. 

It has long been realised that the design process of 

a Chemical plant contains many tasks which are amenable to 

the application of computer techniques, In Particular some 

aspects o!! the etesign process amount to well defined 

numerical problems which can be translated in A straight 

forward manner into a program suitable for a computer, 

Other areas Of the design process are not so easy to 

automate, either because the numerical problems are 

difficult to solve as a problem in numerical analysis, or 

because the tank is not well specified and relies on such 

factors as the engi,neers inherent knowledge of the problem, 

Into this latter 'category falls the area of Plant layout 

end pipe routing, which is the subject of this thesis. 

Although we are concerned with plant layout problems in 

general, it is relevant to examine the whole of the desinn 

process with respect to process plants, 

It is possible to segment the design process of a 

chemical plant into five riain phases, The reason for this 

segmentation is in order to break down a large problem into 

a series of smaller problems which can be tackled in • 

sequence, This therefore assumes that every phase can be 

tackled independently provided the reqUired results of 

earlier phases have been determined, In practice, any 

design solution is iterative, there being a requirement for 

feedback from later Phases to an earlier phase, but the 

amount of iteration permitted to the designer has to be 

limited by deadlines imposed on the design task which are 

dictated by the overall requirements of getting a new plant 

on stream, Therefore any contribution that can shorten the 
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tine taken for each design step will allow more design 

alternatives to be evaluated and hence a better solution 

should result, 

The five phases of chemical plant layout design can 

be categorised as follows! 

1) Process flow shoot and vessel design, 

2) Layout of main plant items and support structure, 

3) Pipe routing, 

4) Detailed positioning of pipe fittings and instrumentation, 

5) Documentat1.0n, 

The two areas that have been tackled using computer 

techniques are phases 1 and 5, A number of systems now 

exist to evaluate Process flow sheets and many companies 

have their own vessel design programs, The area that has 

received most publicity is the automatic produc tion of 

isometric pipe drawings, bills of quantities and 

fabrication schedules, These are areas many companies have 

found possible to isolate and replace by computer methods, 

but the input to such systems has to be coded manually and 

hence much Or the potential profitability is lost, Here 

then lies one of the advantages of providing a computer 

based Vessel layout and pipe routing system, all the input 

which is now coded manually for the documentation systems 

can be replaced by automatic procedures, 
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1,2 The Scope of this Thesis. 

The layout And routing Problems are special in one 

sense, in that design constraints are largely geometric and 

the problems to he solved are combinatorial in nature, as 

opposed to functional, In no sense is it possible to write 

down a solution of the problem as a function of a few input 

parameterS, as one can with some vessel design procedures, 

Thus the problems to be solved are severe, however three 

main problem areas are tackled here, All three are 

considered as self contained problems and in all cases 

wholly automatic solutions have been sought, 

Chapters 2,3 and 4 attempt to provide solutions to 

tho vessel layout problem, the pipe routing problem and the 

visualisation problem of a design held by the computer, A 

fifth chapter is included to assess the importance and 

practicability of the results of chapters 2 to 4 and to 

suggest ways in which the algorithms devised can be 

incorporated in an integrated layoutt routing and detailing 

system, 
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CHAPTER 2 

ALGORITHMS FOR PLANT LAYOUT, 
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2,1 IntrodUction, 

The Vessel layout problem is a particular kind of 

assignment problem, Assignment problems arise in many 

fields, for example in the electrical industry where it is 

required to arrange electrical components on a printed 

circuit board or in the shiP'-building industry where it is 

required to layoUt shapes on sheets of metal in order to 

produce hull components, Layout problems in general have a 

number of features in common, They deal with the.geometric 

arrangement of components in two or three dimensions, The 

resulting arrangement must satisfy certain constraints, and 

some objective function must be minimized, Layout problems 

differ from one' another 	because the constraints are 

different or the objective function is different. For 

example, Vergin and Rogers (1) describe a procedure that 

takes no account of clashing items, Nearly all solutions to 

layout problems are based on some combination of exhaustive 

search techniques and heuristic programming, For example 

flemelak (2) gives a very involved recipe as opposed to 

Nillier and Connors (3) who use a search approach in a 

manner similar to the methods described in this thesis, 

Vollmenn and Buffs (4) identified many of the fundamental 

problems and common misconceptions concerned with solving 

layout problems automatically, We will outline hero what 

particular features are characteristic of vessel layout in 

the chemical IndustrY, 

A chemical plant is a three dimensional arrangement 

of components consisting of the main Plant items, A main 

plant item in usually a vessel, but could just as easily be 

any large item which is not permitted to occupy the same 
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space as another component. The components in the layout 

are connected by pipes which abut onto defined nozzle 

positions and it is required to minimize the cost of piping 

required to connect up the plant, Other costa might also be 

included in the-ohjective function for example the cost of 

support structures, erection costs and running costs, 

The essential thing about any cost is that it should 

be computable and if automatic layout procedures are to be 

used, then it is necessary that the computation can be 

carried out ,quic%ly, since a large number of alternative 

solutions will need to be evaluated in the optimisation 

procedure, 

The constraints imposed by the vessel layout problem 

effect the permitted position of the vessels, For example a 

vessel might require to be fixed at a certain location or 

restricted to a certain defined area of the plant, A 

relative constraint, might be imposed affecting the relative 

positions 0.1'; two items, ror example two vessels might not 

be permitted to be placed within a certain distance of one 

another, 

In this chapter, approaches are proposed for solving 

those prohlems which are efficient provided that the size 

of problem tackled is not toolarge, Simplifications are 

made in deining the Problem before it can be tackled and 

in doing thin there is the inherent risk of solving a 

different prOblem from the one intended, 

The following basic information is assumed at the 

start of the vessel layout phase: 

(a) the process flow sheet which defines schematically the 
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manner in which the vessels are to be connected 

(b) vessel diMensions 

(c) site dimensions 

(d) terminal positions of pipes on vessels 

(a) estimates of the cost per unit length of pipes 

(f) relative end absolute constraints imposed on the vessel 

positions 

2,2 Backgound and nasic.Assumptions, 

The vessels of a chemical plant comprise an 

assortment of object types that vary in size and shape, 

Although the problem might be considered as a three 

dimensional ono, in practice many problems are essentially 

two dimensional since the level of each vessel is fixed in 

order to satisfy pressure drop conditions, when units are 

Permitted to vary in level then they can either be 

considered as being independant of the two dimensional. 

layout Problem or the problem can be discrotized in layers 

corresponding to the various levels of support structure in 

many plants, In this case we have a two and a half 

dimensional problem, There is in general an infinite number 

of possible ways to place a set of vessels on a given site, 

but it is convenient to adopt the use of n grid such that 

each vessel can only be Placed at a discrete number of 

positions on the site, Thusr  if for simplicitY's sake, we 

can assume that all vassels are the same size then each can 

be represented by a square unit which is permitted to 

occupy any on the discrete positions on the grid, 

If each grid position is called a node end if there 
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are M nodes and n units (m > n) then there are ml/(m-n)1 

ways of arranging the units on the nodes, 

For ouch configuration of units there is an 

associated cost function which is taken to be the weighted 

sum of the piping lengths between all the units, In the 2D 

case, the pipe length between two units occupying node 

. positions if  And J (coordinates XL,Y-L,,iX) ,Yj ) is taken to be 

+D 

whore ID,  Is some correction factor that could be included 

to account for the amount of extra piping that might be 

needed to avoid other units or to account for the fact that 

Pipes do not emerge from a grid point but from the sides of 

the units, 

At this stAg© no account is taken of the number of 

bends, since it is impossible to estimate unless a detailed 

design of each pipe is separately undertaken. 

Since in general we are considering placing in! units 

on 	finl nodes m 	n, then we have 	(m 	n) 	dummy units 

occupying the unused nodes and those have no pipework 

associated with them. The problem is to determine that 

configuration of units that has the minimum value of the 

cost function associated with it, 

In order to formalise the above outline then; 

' let the set of units be; 	U MI Ri f  pu2 f  • • 

let the net of nodes bel 	N m In1  ,n11„,,nm) 
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consider any placement p of the set of units U on the set 

of nodes N, 

P 	(Pi ?Pa 11.••Plni P.6 N and is the position of unit i. 

C 

P is a Permutation of N, 

Once the number of units is more than about eight the idea 

of finding the optimum permutation by means of an 

exhaustive search becomes impractical, A number of 

approaches have been suggested which are based on taking a 

subset of the placement and improving the global costs by 

rearranging the Units in the subset. If one chooses a 

number of suhsetsand proceeds by improving the layout in 

an iterative manner, eventually a stage will be reached 

whore no further improvement can be made within the 

framework of the method used and a local optimum will be 

reached, 

Now let U5 consider any subset of the units' 

U n (U 	U 	• e I ult.] 
	

ren 

and the Placement of ui is 

Pt 	(Pollvo.orPiri 

then the idea is to rearrange  the units of U1 on the node 

position of P
I 	

such that the resulting global costs are 

minimized, 

Let us  examine how the cost of the piping is made up. 

First, the cost of any ono pipe running between unit 1 and 

unit j i5 Cij,L(pi:,p,i) 	where eq is the cost per length of 

the pipe en0 L(Pi,pi) is the length of Pipe needed to go.  
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man i for job j is IR'. With one man per job, the idea is to 

maximize IR-, 

The problem can be cast in this form since the cost 

of piping fox each unit uE U, can be computed for each node 

belonging to NI  irrespective of the positions of the other 

members of U1  , There is an efficient algorithm for solving 

the assignment problem for numbers of units up to at least 

twelve (see 7), 

The important thing to remember with these approaches 

is that the optimum solution is not necessarily a global 

solution, and that the final solution will depend on the 

initial conriguration and the order in which the subsets 

are taken for rearranging, 

However, it is intuitively obvious that a better 

solution is more likely to result if larger subsets are 

chosen rather than smaller ones, thus such methods depend 

on the existence of efficient algorithms for finding the 

minimum placement of a subset, 

The above discussion has not taken account of 

positional constraints, The method of unconnected subsets 

no longer applies in the presence of constraints, Pair 

swopping is very inefficient for constrained problems 

because it is necessary to permute larger subsets of units 

than two 1.n order to maintain satisfaction of the 

constraints, The ability to include constraints is 

important, since Among other things It allows the facility 

to handle Vessels of different shapes and sizes without 

further ooMplication, 
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between pi,  and pj , If the expression Cq,L(P,PJ) is denoted 

K.. 

 

than the total cost is 

"-K4 	

14eul 

K  t 	 Ktv 
ijeUz 	jell !  

i<j 	i<j 
	

i6u2  

es 	 C  1 	 c 2. 	4 	C3 

Hence if we are only rearranging the elements  of 

U , we need not consider c in the process Of finding a 

minimum since it remains constant, Thus in the general case 

it is only necessary to find the minimum of (ci +C3) in 

order to find a new placement of Ul , 

The simplest apPlication of this approach is to take 

a pair of nodes, and find the minimum Of the two 

alternative Placements (see 5), If this process is 

continued for all possible pairs of nodes until no further 

improvement can ))e made no matter what pair of units is 

switched then some local optimum solution will have been 

reached, Thin solution might depend on the initial starting 

configuration and the order in which the pairs are 

switched, An extension of this idea.is to iterate through 

all possible groups of three or more in a like manner, The 

larger the subsets taken , the longer it will take, but of 

course a better solution is to be expected, Another 

approach in to choose the subsets of units U1 such that its 

elements are unconnected to each other (see 6), Now the 

problem of finding the beat Placement of ul  becomes the 

classical assignment problem, This problem can be cast as 

follows, There are 'n' men for In' jobs and the rating of 
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Consider first unit 
U=1 

is U 
acceptable in 
location L 

Yes 

No 

Yes 

No 

Find next available locat-
-ion L for unit U 

New 
minimum 
solution 

Consider next unit 
U=U+1 

Consider previous unit 
unless U=1 

U= U-1 

U = I, 

FIG. 2-I : FLOW CHART OF SEARCH PROCEDURE 

No more 

V 
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1 6 
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0 

FIG.2-2: INTERMEDIATE STAGE OF BASIC SEARCH ALGORITHM 
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2,3 A Tree...structured Search Algorithm, 

Although it is just conceivable that for some small 

problems, an exhaustive search of all permutations could be 

undertaken, it is obvious that a more sophisticated, faster 

approach is needed for larger problems, Therefore a way is 

needed of accelerating the search to such an extent that 

the procedure will terminate in is reasonable time, As a 

basis, a straight forward method of building up a layout 

scheme is considered and then various methods are proposed 

for accelerating the Procedure, A flowchart of the basic 

search procedure appears in figure 2-1, 

Units are numbered sequentially before the search 

begins, this being the order in which they will be brought 

into the solution, This order is important, because it can 

have a marted effect on the speed of solution, Imagine the 

Procedure at on intermediate stage where we have placed 

four units on four nodes and anticipate placing the fifth 

unit as shown in figure 2-2, 

If I, is a prospective location for placing the fifth 

unit, then wo can calculate the cost of all pipes, shown 

full, running between the first five units, In addition we 

can also obtain some lower bound for the costs of all 

pipes, shown dotted, connecting units 1 to 5 and units with 

sequence numbers greater than 5 (i,e, those units which are 

yet to be placed). A simple lower bound could be the 

shortest length which each Pipe could pcisibly taRe, this 

being the distance between adjacent grid locations, 

We now have a lower bound estimate of the total cost 

of the optimal solution with the first five units placed in 
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those locations, :Mould this estimate be greater than some 

solution previously found to the whole problem, then it is 

clearly not necessary to leave unit 5 in this position, and 

so it can be moved to the next available pesitiOn and the 

procedure repeated, If however, the lower bound estimate is 

less than the previous estimate, then we can carry on and 

try to place the 6th unit, when all available locations for 

unit 5 have been investigated, then we step back, to unit 4 

and advance its position in a similar manner, 

This procedure amounts to a tree-structured search of 

all possible solutions with tests conducted at each node of 

the tree in order to decide whether to pursue a particular 

branch further, 

Positional constraints can be easily incorporated in 

the above scheme by testing whether the position of a unit 

is acceptable at the same time as tasting the cost. 

If the constraint is an absolute one, then this is 

very straight forward indeed, however, if the constraint is 

relative then it depends on whether the other unit involved 

in the constraint has been placed or not, Constraints could -

involve more than two units, and in general such 

constraints can only be tested for the last member of the 

group placed, 

If we examine the efficiency of the procedure, with 

reference to figuro 2-2, then it can be seen that unit 5 

. has 11 availblo locations, It is desirable that most of 

those 11 options are rejected without preceding to unit 6. 

The lower hound test is one way of achieving this 

reduction, but also constraints can become very helpful 
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here, In fact the more constraints imposed on the layout, 

than in general a quicker solution time is to be expected, 

In the extreme, when all units are constrained to lie in 

Particular grid locations, the above procedure takes 

Virtually no time at all, but then it would be a poor show 

if it did not, 

In order that the solution be obtained quickly, then 

it is adventageoUs if those units which are tightly 

constrained are placed before those which are loosely 

constrained, Thus those units whose position is fixed 

should be placed first, The criteria for which units should 

follow is not so clear, but good rules for choosing an 

ordering depend on the cost of the connections with units 

already placed, In particular if a rigid sub-assembly of 

units is indicated by constraining the distances between 

units in each sub-assembly to have a fixed value, then a 

good rule in to place large sub-assemblies prior to small 

ones, 

A further point which needs clarifying and which also 

has an important bearing on the speed of solution is the 

target cost, One approach is. to commence with a very large 

target cost, If this is done, then the first solution found 

by the search will usually not be optimal, but it will be a 

solution satisfying the constraints, This first solution 

gives a new, more meaningful, target cost, The target cost 

gets smaller as More new solutions are found and so the 

lower bound test becomes more effective and the progression 

of the search accelerates, 

A way or deliberately accelerating the solution is to 
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sub-optimise, In other words, whenever a new solution is 

found, a target cost is set which is less than the new 

minimum 'ValUe. This approach is acceptable if one can say 

that a solution within say 5% of thee minimum is 

satisfactory, These Possibilities are illustrated in the 

tent examples in section 2,5 

An alternative approach to the above is to start with 

a very low target cost, This might be the sum of all the 

lower bognd costs for each pipe, However, there is a risk 

that this target cost is less than the minimal solution, in 

which case no solution will be found, but the search may be 

accomplished quickly, If this happens, then the target cost 

can be raised by a small amount and the search recommenced, 

By adopting low target values, the effectiveness of the 

lower bound test in maximised, however, for each increment 

in the target cost, the search time gets longer. 

So far We have discussed the effects on the speed of 

solution of the placement order of the units, the 

positional constraints, and the size of the target cost, A 

fUrther factor which affects speed is the quality of the 

lower bounds used, The lower bounds suggested have the 

advantage of being simple to compute, but in many cases are 

too low and hence lead to long search times, The following 

section shows how higher lower bounds can be obtained, 

2,4 Computing Improved Lower Bounds, 

The method adopted for computing improved lower 

bounds is recursive in nature, Having placed a subset of 

the units we require a lower bound estimate of the cost of 

Pipes connected to those units not yet Placed, Thus one 

- 27 - 



Order of placement 
for initial problem 

Subproblem '6' 

Subproblem '5' 

Subproblem '4' 

Subproblem '3'  

Subproblem '21  

FIG.2-3: UNIT ORDERINGS FOR IMPROVED LOWER BOUND 
CALCULATIONS. 
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could consider the problem of computing this lower bound as 

a sub-problem which in order to be solved generates its own 

sub-problem and so on, Therefore in order to solve the 

initial problem it is required that all sub-problems of 

that problem have already been solved. It is then to be 

hoped that the lower bounds resulting from this lead to a 

smaller nUmber of allowable placements at each stage of the 

algorithm, 

The example in figure 2-3 illustrates the sequence of 

sub-problems solved, The volution to sub-Problem 12 1  is in 

fact the solUtion to the original problem since all units 

and pipes are present, The order in which the units are 

Placed in each sub-problem is important if the lower bounds 

computed from previously solved sub-problems are to be 

used, For example, the ordering for sub-problem 1 4 1  was 

generated as follows. Subs-problem 1 4 1  is required in order 

to generate the lower bound to be used when trying to place 

units 2 and 3 in sub-Problems 1 3 1  and 1 2 1  respectively, so 

unit 4 is the first unit, Following unit 4 is unit 3 which 

although It has a smaller sequence number is connected to 

unit 4 and is therefore included with this sub-problem, The 

sequence is terminated by vessels 5,2 and 6, Note that the 

pipe connecting units 2 and 3 is not included. If the 

ordering or sub-problem 1 4 1  is now examined it can be seen 

that the lower bounds found in subproblems 151 and Iv e. re 

Used when placing units 3 and 2 respectively. We still need 

a lower bound for placing unit 5 in this sub-problem. This 

is calculated as the minimum for sub-problem 1 6 1  plus the 

lower boUnd estimate for the pipe connecting unit 5 to unit 

2, 
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SEARCH PROCEDURE 

Was 
search 

completed 

LOWERBOUND 	No 	Was a 
=-. TARGET 	 solution found 
TA RGET=TARGET4 

Yes 

LOWERBOUND = 
minimum found 

Ir---  
i Consider Subproblem for 

previous unit U.T: U— 

No More 

0 

Consider subproblem 
for last unit U 

Compute initial 
LOWER BOUND 
TARGET= LOWERBOUND 

FiG.2-4 1 STRATEGY FOR FINDING IMPROVED 
LOWER BOUNDS 
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The strategy for solving the complete problem is 

shown in figure 2^4, A particular feature of this strategy 

is that it caters for the eventuality of a sub-problem 

being too difficult to solve, and when this arises, the 

highest target value which resulted in a completed search 

is used, In order to measure whether a sub-problem is too 

difficult, a count is incremented every time the solution 

moves forward after a successful unit placement. Before 

each sub-problem is commenced, a limit is set on the number 

of forward steps allowed in the basic search algorithm, If 

this limit is exceeded then the search procedure exits 

before completion, This feature is important because in 

some cases, bad orderings can arise within a sub-problem, 

and it is not worth spending an excessive amount of time 

finding a solution, 

It is clear that each sub-problem is free of any 

constraints end costs which may be imposed on it by the 

rest of the layout and hence the lower bound computed may 

well be less than the contribution of the sub-problem in 

the completed layout, 

2,5 Results of Test Runs, 

In order to provide experience of the use of the 

techniques described above, the search procedure was 

implemented, and then this was embedded in a second system 

to investigate the acceleration obtained by computing 

. improved lower bounds, The input to these systems comprises 

a list or pipe connection costs followed' by lists of 

relative and absolute constraints, pipe connections and 

relative constraints are only permitted between pairs of 
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units,Branched pipes are analogous to constraints 

involving more than two units and can only be. handled in 

the test program bY replacing the branched pipe by a set of 

pipes connecting pairs of units, In some cases, this 

representation can give a good approximation, but in others 

it is poor, Vessels of differing size and shape are handled 

bY rigid suh"assemblies of units, with contraints imposed 

to maintain a fixed distance between units, however pipe 

terminal points are restricted to be from the centre of the 

units only, 

Layouts are generated bY the test program on a two 

dimensional, rectangular grid, The extension to three 

dimensions is straight forward, but this would lead to a 

large increase in problem size, This increase could be 

offset to some extent by constraining many Vessels to be on 

specific levels of the grid, 

There are seven types of constraint that are 

permitted between pairs of units, If Id,  is the distance 

between units, xl ,y1  and x2,y2  are the coordinates of the 

two units, then the seven constraints aret 

d n specified value 

d < specified value 

d > specified value 

x1 n X2 

X 1  4 xa  

Yi p  Y2 

YI 4  Y2 

In addition, six types of absolute constraint can be 

imposed on unit positionsg 

x n specified value 
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Minimum cost:: 26 

Constraints : 	<3i V1  <3 

FIG. 2-5: EXAMPLE I 
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Minimum cost::52 

Constraints : X I  <4; YP  < 3 

FIG. 2-6 EXAMPLE 2 
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Minimum costr-23 

Constraints: X9 <S; Y4 <3 

FIG.2-7 : 	EXAMPLE 3 
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FIG. 2-8 : 	 EXAMPLE 4(a) 
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FIG. 2-9 : 	 EXAMPLE 4( b) 
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x < specified value 

X > specified value 

y m Specified value 

y < specified value 

y > specified value 

In all the test examples, the grid size is taken to 

be unity and pipe lengths are computed as the sum of the 

distances between Unit centres along the grid directions, 

The five test problems are illustrated in figures 2-5 

to 2-10, In some cases, constraints are imposed on the 

layout to avoid searching for symmetrical solutions, For 

example in example 1, unit 1 is constrained to lie within 

one quadrant of the layout, When vessels are introduced 

comprising more than one unit then these are handled bY 

fixed distance constraints, In example 3, the vessel 

comprising units 13,14 and 15 is specified bY fixing the 

three distances (13,14)(14,15) and (13,15), As already 

mentioned, the basic measure of efficiency is taken to be 

the number of stops forward in the search Procedure, 

Example li This example was tackled for two orderings of 

the units an follows: 

(a) 1 2 3 4 5 6 7 8 9 10 11 12 

(b) 6 11 2 4 3 1 5 7 8 12 9 10 

When the simple search procedure was applied to this 

problem, 	(a) took 2552 stops and (b) took 4085 steps, thus 

illustrating the marked effect of the ordering on the 

solution time, In both cases, the initial target cost was 

high, As an experiment, 	(b) was solved given the minimum 

target of 26, bUt the number of steps were reduced bY a 

small amount to 3973. 
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When the method of improved lower bounds was applied 

to the two orderings, the final problem took 229 and 2189 

steps respectively. In the case of (a) this represents a 

marked acceleration in the solution speed, however one 

sub-problem of (a) took over 6000 steps because the 

ordering was particularly bad, Overall, the method of 

improved lower bounds took significantly longer for (a) and 

slightly longer for (b). 

Example 2i This example was deliberately chosen as a case 

which would benefit from the method of improved lower 

bounds, When the simple search method was applied to this 

problem, it Was fairly quick to find a minimal solution, 

but this was lucky because there are many alternative 

solutions with the same minimum value, ;:_However, after 

finding 	the 	minimum, 	the • search was nowhere near 

terminating after a further 150000 stops, when the program 

was halterl, When the method of improved lower bounds was 

tried, the final subproblem took only 21357 stops to 

complete the search, This acceleration is easily explained 

by comparing the lower bounds used* 

simple lower bounds/ 

improved 

41 	39 

lower 

36 	33 

bounds/ 

30 27 24 21 18 15 12 9 6 3 

51 	49 45 	41 37 33 29 25 21 17 14 11 7 3 

For the first few units placed, the simple lower bounds are 

9 or 10 lower than the improved lower bounds, which means 

many more fruitless placements for these units, 

Example 3i This example illustrates the use of fixed 

distance constraints in order to handle vessels of 

. differing sizes and shapes, The simple search procedure 
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took 100354 stops when starting with a high target cost, 

but it found the solution in 32879 steps when given the 

minimum cest of 23 as a target, The method of improved 

lower bounds took 29465 steps for the 	stage, however, 

the total stops taken for all sub-problems leading up to 

tho final problem was very much more than this, 

Example 4; This example is tackled for two differing sets 

of constraints, the constraints in 4(b) being more severe 

than in 4(a), In neither case did the simple search 

terminate after 150000 steps, even with a low target value. 

However, both problems Were solved by the method of 

improved lower bounds, taking 33511 and 57767 steps 

respectively for the final stage, For many of the 

sub-problems tackled, no solution was found within the 

proscribed limit of 25000 steps, The improved lower bounds 

were only marginally above the simple lower bounds, but 

this was enough to cause a significant acrIeleration in the 

search, 

Example 5i This example is a heavily constrained Problem 

whore the final pipe costs are very much higher than the 

simple lower bound estimates, The simple search procedure 

took a total of 85091 steps, but the final stage of the 

method of improved lower bounds took only 2477 steps, 

These results show that for simple Prob1(:ms, 

intelligent search methods can find optimal solutions in a 

reasonable time, In some cases, the method of improved 

lower bounds takes longer overall than does the simple 

search proonclUre, but in those cases whore it takes less, 

the simple search procedure could take hours or even days 
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to find a solution, A useful point in favour of these 

methods is that the designer can provide /help' in the form 

of additional constraints whenever a problem is encountered 

which takes an excessive amount of time to solve, These 

additional constraints have the effect of restricting the 

search to a smaller number of options, 
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CHAPTER 3 

ALGORITHMS FOR PIPE ROUTING. 
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3,1 Introduction, 

Chapter 2 was concerned with finding' the optimal 

laYout Of vessels on a site, and in so doing it was found 

necessary to make simplifications to the costing functions 

in order to gain maximum speed of solution. At the end of 

this first stage, very little is known about where each 

individual pipe will run, although crude estimates have 

been made of the costs of each pipe, based on the fact that 

most pipes run orthogonally in directions parallel ti the 

coordinate axes of the plant. The first stage assumed that 

estimating piping costs was essentially a two dimensional 

problem, but to obtain an absolute estimate of costs as 

opposed to a relative one for different two dimensional 

layout representations, it is of course necessary no to 

find optimal pipe routes in three dimensions. In the layout 

stage costs were simplified in the hope that an 'opti: 

layout so Found Would be close to the true optimum if more 

sophisticated cost procedures are used, 

Thi0 chapter is concerned with obtaining a better 

estimate of the cost of pipes associated with a fixed 

layout of vessels, The resulting output of this phase will 

give the ))road scheme of pipe routes such that the basic 

geometry of each route is known, and hence the positions of 

Pipe bridges and racks can be determined, and a cost 

estimated for then, Procedures have been developed which 

will route simple pipes and branch pipes cptirr.ally such 

that the pipes avoid any prescribed obstacles in space. 

The criteria for assessing a good piping 

configuration are not always defined by engineers in 
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economic terms, Ilowever the engineer will often wish to 

incorporate certain desirable features in the design which 

he himself can only express in a qualitative way. it would 

in fact seem more logical if costa could be ascribed to 

these various alternative qualitative desires since overalil 

cost is what we are trying to minimise, To take this to 

extremes would mean that if any mandatory constraint is 

broken, then this will incur an infinite cost, It has 

therefore been attempted to develop pipe routing procedures 

such that qualitative constraints can be interpreted bY 

adjusting the costing mechanisms of the routing procedures, 

Using this notion it is found that bY adjusting costs, 

either automatically or interactively, the routing 

algorithms can be influenced so as to choose the most 

desirable of 	number of otherwise equal alternatives and 

by extending this principle the Problem of minimising 

support costs can he tackled, 

Again in this second phase of the overall design it 

has been necessary to make certain simplifications and 

assumptions before tackling the problem, Thus the problem 

is presented as finding optimal solutions to an approximate 

representatiOn of the true problem in the real world, In 

Some cases procedures have been found which find the true 

global optimum to these approximate problems, but in others 

it has been Pound necessary to devise heuristic procedures, 

or recipes, which find an optimal or near optimal solution 

for most Of the time. The methods used involve a form of 

hill climbing by improving and updating an cx;.ting 

solution until no further improvement can be made, thus 

finding a local optimum,. In these cases the excessive 
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amount of computation which obtaining a guaranteed global 

optimum might take cannot be justified, 

The procedures Used to determine optimal pipe routes 

depend to a large extent on the shortest route algorithm, 

That is, given any network whose elements have positive 

lengths, then find the shortest path through the network 

from a start node s to a terminal node t,; However the 

problem of routing a single pipe optimally is presented as 

finding the shortest route in space between two terminal 

points, The first stage of setting up the problem is to 

replace the spatial representation of the plant by a three 

dimensional network, the elements of which are oriented in 

one of the three orthogonal directions which constitute the 

basic of coordinates for the site. This constraint is 

imposed for practical reasons, but should a more general 

form of network be employed, then the procedures used to 

find optimal routes are still valid, 

It is fortunate that the shortest route problem is a 

solved problem for which solutions can be obtained quickly, 

and it in therefore very useful to exploit, By a simple 

extension on this algorithm we can find the minimal 

spanning tree of a subset of three nodes of a graph and by 

a further extension of this second procedure we can derive 

a procedure to find approximate optimal solutions for the 

minimal spanning tree for larger subsets of nodes, Further, 

by a simple extension Of the network it is possible to find 

the minimal route between two nodes with respect to pipe 

length ant the cost of bends, This bend minimising 

algorithm can be extended in the same way to find minimal 

spanning trees for more than two nodes, 
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The basic tools used in this chapter are a three 

dimensional grid or network on which the pipes are to be 

routed and a series of pipe routing algorithms. The network 

is set up such that any route is guaranteed to miss any 

prescribed obstacles in space and such that the basic 

topology of the route in space has a unique mapping onto 

the corresponding route in the network, 	(the converse 

mapping is not unique), However it is permitted at this 

stage for there to be mutual clashing between the Pipes 

themselves, that is routes may cross or run concurrently, 

The latter of these two violations is equivalent to 

saying in the real world context that the two pipes run 

along the same pipe bridge or pipe rack. Thus at this stare 

of the design it is assumed that for each element of the 

network there is adequate space to accomodate all the pipes 

that run along it, It is therefore foreseen that in the 

0800 Of a compact plant where space is at a premium, these 

procedures may become inadequate, 

The discussion so far has only been concerned with 

the optimal routing of a single pipe, whether it has two or 

more terminals, and no mention has been made of the 

optimisation of the piping configuration as a whole, At the 

present time a realistic economic assessment of any 

particular piping configuration is hard to come by. However 

rules can be formulated which impose constraints on 

individual pipe runs, for example stress criteria must be 

satisfied, Also the over'al'l scheme must be satisfactorY 

from the point of view of pipes running along similar 

routes, SUch that support costs can be MinimiSed. In 

addition it may be known before any routing commences that 
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certain parts of the plant are more favourable for routes 

than others, because a support already exists there, for 

example there may be an existing pipe bridge or the pipe 

may be supported by a vessel, These possibilities can be 

expressed quantitatively by assigning artificial costs to 

the elements of the basic three dimensional network; in 

other words elements which are considered favourable for 

pipe routes can have low costs assigned to them and 

elements which are unfavourable have high costs, Thus any 

priori assignment of costs to the elements of the network 

will inflUence the routing of each pipe such that it tends 

to take the more favourable route, Of course the difficulty 

now arises as to lust what quantitative values to assign to 

those qualitative desires, This gets us hack to the problem 

of what is the objective function, what, are we  trying to 

optimise? In its simplest form we wish to minimise the cost 

of each individual pipe run together with the costs of 

supporting those pipes, With regard to the first of these 

items it in assumed that a subroutine exists which, given 

the topology of a PiPe route and other necessarY 

information (e,g, desirable pressure drops, and piping 

coots) 	will assign sizes to the various branches of the 

route, 

The problem of minimising support costs is a little 

more nebulous and no overall algorithm which finds a joint 

global optimum has been derived, However it has been found 

that pipes can be encouraged to follow similar routes to 

each other ))1,  reducing the costs of elements along which 

pipes have aireadY been routed, The size of such reductions 

may change from problem to problem and this is possibly a 
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cane where ,intervention in an interactive manner may be 

useful, Some experiments for this research have been 

conducted by reducing costs automatically and the solutions 

derived can bo soon to route many of the pipes together, 

However by manipulating these elemental costs 

interactively, the user could in a short space of time 

evaluate a number of different alternative solutions, and 

Could intervene in the design process whenever he considers 

the machine to have produced an unsatisfactory 

configuration, 

3,2 Outline of Related Problems and Methods, 

There are. a number of 	problems 	posed in the 

literature which are of a similar nature to finding a 

shortest pipe route when posed in the manner given in the 

introduction, The shortest route problem has already been 

mentioned net', the methods Used to solve this problem can 

Clearly be Used directly in the case of a pipe with two 

terminals only(e.g, 8), Nicholson 	(9) 	has proposeo an 

efficient method of solving the shortest route problem 

which compares very favourably with alternative methods, In 

particular his method is particularly efficient in cases 

whore one requires to find the shortest route between two 

nodes which may be fairly close togethr in a very large 

network, since the method only searches that part of the 

network near the terminal nodes, Farbey et al (10) proposed 

an efficient teethed f.or finding all the shortest routes in 

a network, but it in too time consuming for finding only a 

few shortest routes, 

The. shortest route problem needs extending if it is 
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to cater for the wider range of problems posed in the 

routing of branch pipes, Usually the piping configuration 

needed to span several terminals is in the form of an 

undirected tree, i.e. there are several branches, but no 

loops in the Pipe. Thus it would seem that the work done bY 

Kruskal 	(see 11) 	(and later repeated bY  Loberman and 

Weinberger (12)) on minimal spanning trees should be of 

relevance, xrus%alls constructions find the minimal 

spanning tree of all the nodes of an undirected graph, 

Loberman and Weinberger, although setting out to find 

the minimal total wire length for connecting terminals, in 

fact only do so provided that wires are restricted to go 

directly from one terminal to another, In short, they re 

finding the ninimal spanning tree of the complete graph Of 

all the terminal nodes, If one allowed auxiliary terminals 

to be included in the c;raph (whose position needs 

determined 1)Y the minimisation procedure) then wiring 

configurations could be found which require less wire than 

their method, 

In the case of pipe routing one requires to find a 

minimal spanning tree of e subset of nodes of a finite 

graph, similarly, the problem of Loberman and weinberger 

could have been posed as finding the minimal length of wire 

required to connect a finite subset of nodes of an infinite 

graph, the graph being the complete graph of all points in 

space, i.e, an infinite number of nodes and elements. 

Therefore because Kruskalls constructions are not 

sufficiently general, it is not possible to apply the 

method to the Problem of finding minimal branch pipes. 
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One other related problem which is worth exploration 

is the Transhipment problem (see II), in which it is 

required to ship goods from a set of nodes called origins 

to another set. of nodes called destinations. Goods are 

permitted to be 'transhipped' via other nodes of the 

network to accomplish this task, The branch Pipe problem 

has a number of similarities to the transhipment problem, 

Firstly both problems have their solutions in the form of a 

tree, Secondly, the cost of each element of the tree is the 

product o.t the original network element length and a cost 

factor, powever, in order to cant the branch pipe Problem 

as a transhipment problem, one needs to assume that unit 

Pipe costs are proportional to flow rate. The complete 

solution is then a tree which embraces all the nodes of the 

network, however, many branches of the tree will have zero 

valued elements and are not really part of the required 

solution, in addition, this tree solution, although being 

topologically connected, may in practice be disconnected 

duo to some ,basic variables having zero values 

(degeneracy), Even if the above assumption and inadequacies 

are accepted the size of problem generated is likely to be 

prohibitive, for example pantzig gives an example with 8 

nodes, typically a chemical plant may generate networks of 

500 nodes leading to a 500x500 tableau. This tableau would 

consist largely of null entries but the search time needed 

to move from One basic solution to the next would be large. 

The brief conclusion to this section is that it does 

not seem possible to solve the branch pipe problem by 

aPPlYing any published methods directly, 
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FIG.3-1: FLOW CHART OF SIMPLE PIPE 
ROUTING SYSTEM 
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3,3 Structure of Simple Pipe Routing System 

in order to introduce the various stages of the 

routing algorithms we refer to the flow chart in figure 

3-1, This illustrates the simple pipe routing system that 

wan implemented to test the algorithms, The remainder of 

this chapter will be devoted to describing in some detail 

the workings of each stage of the flowchart, General 

requirements of each stage and the particular attributes 

and shortcomings or the working program will be given, 

3,4 Input Derinitions, 

The Unit definitions used have been restricted for 

the sake of simplicity, The vessels are represented by 

cylinders of given length and radius, The position of the 

cylinder in space is given by the coordinates of the end 

points of its central axis, and the direction of this e.xie 

is constrained to lie parallel to one of the three 

coordinate directions, 

Any given pipe is specified by a list of terminal 

points, each terminal being associated with a vessel, 

Terminal points of pipes  are always assumed to start on the 

central axis of the vessel, The vessel has ends 1 and 2 

(i,e, bottom and top) end the pipe is defined by two 

orientations, the first orientation is relative to the 

vessel and can be one of three options, either the pipe 

emerges from the top, bottom, or side of the vessel. The 

second orientation is the spatial one and the pipe is 

oonstraine0 to go up, down, or horizontally, This simple 

syntoM doen not cater for all the cases that would arise in 

real situations but has flexibility to enable the 
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formulation of realistic problems, In specifying the two 

orientations of the PiPe nozzles, care must be taken to 

ensure that those are compatible, 0,g, a Pipe coming out of 

the side of a vessel whose axis is vertical must be 

oriented hOrizontallY in space, thus Yielding fOUr possible 

directions in which the Pipe may emerge from the vessel, 

It will be assumed that sufficient information is 

available for the desired performance of the pipe, such 

that for a given tree topology, it is possible to determine 

PiPe costs per unit length for each branch of the pipe, In 

this research this has been done by assuming that a Pipe 

cost depends only on the quantity of fluid flowing through 

it, and thus for each terminal, the quantity of fluid 

entering or leaving the pipe et that point is given, Thus 

the sum or all flows over all the terminals should be zero, 

Clearly this is a simplification, but the routing 

procedures themselves do not depend on the method of 

costing used, 

3,5 Algorithm to set up the Network of Permissible Routes. 

The basis of nearly all that is described 

subsequently in this chapter is the network of permissible 

routes, ir one describes two points in space which have to 

be connected optimally, subject to avoiding any number of 

obstacles, then the solution space for searching is 

infinite. An mentioned before, in the case of chemical 

plant layOut, there is usually the practical restriction 

• that the majority of pipes run in the three orthogonal 

directions, ;Towever, even with this restriction, the number 

of alternatives is still infinite, Hence there in a need to 
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FIG.3-2: STAGES IN THE GENERATION OF THE ROUTING NETWORK 
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discretise space in the form of a network, such that this ' 

network represents adequately the space available for 

routing Pipes, However, there is no unique way of 

representing apace in this manner, 

The network generation procedure now proposed is 

based on logical considerations and usually produces a 

sensible network, AnY inadequacies in the algorithm would 

best be remedied by allowing the user to intervene in an 

interactiVe manner, adding, deleting and moving network 

elements at will, 

The procedtire is probably best described with 

reference to figure 3-2, Although these are two dimensional 

diagrams, they should serve to illustrate the workings.of 

the algorithm in three dimensions. 

The first stage of the algorithm is to take every 

vessel (i,o, cylinder) and enclose it in a rectangular box 

which just contains it 	Therefore the extreme coordinates 

of the bok in the XeY & Z directions are the same as the 

extreme coomlinaten of the vessel, It is assumed that the 

space occupied by this box is inviolable. 

The second stage Of the algorithm is to set up three 

sets of planes, each set being orthogonal to x,Y or Z, Each 

plane corresponds to one of the two extremum values of each 

box in each direation, Redundant planes (i.e. those which 

are coplanar with previously generated planes) are removed. 

In addition to these planes, six boundary planes are 

inserted, two for each coordinate direction and these are 

arranged at 
	

specified distance from the smallest and 

largest extremum Values in each direction, 
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The whole plant is now confined in a box, bounded by 

the six boundary planes as shown in figure .3-2(a). In 

addition this box is divided into a finite number of 

smaller boxes (henceforth termed 'space 'boxes1 ), each 

bounded by six of the internal planes inserted at the 

extremum valUes of the vessels, Thus we have succeeded in 

discretising the space occupied by the plant into a set of 

boxes, some og which are wholly inviolable and others which 

contain only vacant space, 

The network is now generated from the discrete set of 

boxes by representing each box by a node at its centre 

point and each face separating two adjacent boxes by an 

edge joining the centre points of the two adjacent boxes, 

Clearly any node positioned within en inviolable box is 

never used by the .routing algorithm, the reason for 

including such nodes is to save on computer storage space, 

It is more economical to store the complete network in a 

regular and well structured form then to store only the 

relevant part of the network in the form of a generalised 

list structure, 

A problem which arises at this stage is the number of 

superfluous planes of network elements caused by vessel 

extremum points not quite lining up, The original purpose 

of the network was to represent the main corridors of space 

running between plant items by elements of a network, thus 

a ProcedUre is required which eliminates all planes of 

network elements which are considered redundant in this 

context, Hence it might first he useful to define What is 

meant by a corridors 
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A corridor consists of all the space boxes bounded by 

any two adjacent parallel planes, provided that any two 

vessels lying on each side of the corridor have extremum 

values lying in the boundary planes of the cOrridor. 

Using this definition, it is therefore necessary to 

remove from further consideration all network elements 

which correspond to a Plane of space boxes not constituting 

a corridor, The above definition can be expressed 

mathematically in another manner, thus Yielding a simple 

procedure Por selecting those parts of tho network 

representing corridors and rejecting the rest, To simplify 

the formulation it is assumed that the six bounding planes 

are generated from a large tnegativel box which encloses 

the plant, The term 'negative' is here used to mean that 

the exterior only of the box is inviolable, 

If wo wish to examine the set of space boxes between. 

two adjacent planes orthogonal to one of the three 

coordinate axes, then consider the ordered set A of bits, 

whore each bit represents one of the space boxes, A bit is 

set to 1 if it corresponds to an inviolable box and 0 if it 

is vacant space, Now let Al and A2 be the corrsponding bit 

patterns for the two sets of space boxes on either side of 

A (the one being tested), then A corresponds to a corridor 

IE sand only IP 

A v Al # Al A v A2 %t A 

This provides a very simple method of detecting a 

corridor, The bit patterns for each potential corridor can 

be stored compactly in machine words and these can be 

tested Very nPficientlY with the machine 'OR' function. 
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FIG. 3-3:METHODS OF CONNECTING NOZZLES 
TO THE NETWORK 
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The stage has now been reached whereby all planes of 

network elements corresponding to a corridor, have been 

detected, If these elements only are included in the 

network of allowable routes then at leaet!one is assured 

that all vessels are confined in a box which contains no 

other vessel and the edges of this box are elements of the 

network of feasible routes, It might be considered at this 

stage that if all other network elements are eliminated 

then the resulting network may be too coarse 

representation of the space available for routing pipes. 

ror this reason it is possible to arrange that some of the 

planes of elements are left in provided they lie at a 

distance greater- than a specified minimum from the nearest 

adjacent corridor, 

There is now only one problem left to complete this 

spatial rePrerientation and that is if one is going to route 

pipes along the elements of the network then ono needs to 

connect the nozzle positiona on the vessels to the network. 

Two methods of providing the link between nozzles and 

network have peen investigated and these are described with 

reference to figure 3.3, 

The first method lends to the simpler solution which 

enables all cases to be catered for, This method in simply 

to insert two planes for each nozzle position, For example 

if the nozzle is constrained to point in the direction X, 

than planes are inserted orthogonal to V and Z such that 

the y and Z coordinates of the nozzle lie in the inserted 

planes, Doing this ensures that there is a node directly in 

line with the nozzle with no obstruction between it and the 

nozzle. To 	outo a pipe from a nozzle to the network 
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becomes trivial since it requires a single straight piece 

of pipe, OP course adding network elements in.this manner 

enlarges the storage required for holding the network, This 

does not arise in method two, 

Method two is less elegant than method 1, but 

although it is not always sufficiently general, it does 

have the advantage of not requiring so much store, It was 

mentioned above that every vessel is confined in a box. 

Thus if one considers a pipe emerging from a nozzle it must 

meet one of the six faces of the enclosing box, If one now 

considers the four corner nodes of this face then the 

problem is to route the pipe from the nozzle to these 

corner nodes (the case might arise whore by coincidence the 

centre of the nozzle passes through a network element or 

node), This is done by generating a small piece of local 

network which is then interfaced with the main network, 

An example of the inadequacy of this second method is 

the cape where the nozzles of a two terminal pipe are 

located in adjacent space boxes such that they both impinge 

on the same face, Clearly the pipe should go straight 

through the Pace instead of via a corner node, To cater for 

this situation renders the method even less elegant and in 

the case of routing branch pipes it becomes totally 

impractical, ror this reason the first method is greatly to 

be preferred and subsequent references to the network 

assume that this is the method implemented in the test 

program, 
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F1G.3-4: INTERNAL. NODE OF NETWORK WITH 
6 ADJACENT NODES 
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3,0 Otorage StructUre for Networks, 

It was mentioned above that some of the nodes stored 

in the network will never be used by the routing 

procedureS, The reason for including them is economy of 

storage, This section gives the details of this advantage. 

There are three sets of information relating to the network 

which need to be stored, firstly the Positions of the nodes 

in space, secondly the connectivity, and thirdly the costs 

or lengths ascrib©d to the network elements, 

In general, anY node of the network is connected to 

up to six adjacent nodes, Because the complete network is 

held in store such that all nodes are numbered in a logical 

sequence, it is possible to calculate from the node number 

the row, column and level in which the node lies, 	(row, 

column and level being associated with xeY and 
	axes 

respectively), Therefore in order to determine the 

positions oP. the nodes, it is only necessary to store the 

single coordinate of each row, column and level, 

Each node in the network is connected to up to 6 

adjacent nodes, as shown in figure 3-4, It is possible to 

calculate all six adjacent node numbers without storing the 

adjacency relationships explicitly (in the case of boundary 

nodes some of these don't exist), Therefore if these six 

adjacent nodes have a relative numbering system ouch that 

in the positive X,Y and Z directions they are numbered 

1,2,3 and In the negative X,Y and 7. directions 4,5 and 6, 

then all that need be stored for each direction is a single 

bit, set to 1 or 0 depending on whether or not it is 

possible to go to the adjacent node,  Thus  in its most 
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compact form the connectivity of the network can be held in 

six bits for each node. Bit manipulation is not very 

efficient in most high level computer languages and so the 

following alternative scheme was devised, Each of the six 

directions is assigned one of the first six primes 

(2,3,5,7,11 and 13), The connectivity of any one node is 

then held in one integer word which contains the product of 

the primes corresponding to directions in which it is not 

possible to rove from the node, If it is permitted to move 

in all six directiOns then the number hold is unitY. If the 

node itselP is not part of the usable network (e.g. it lies 

inside a Vessel) then the number held is zero, The maximum 

this possible 	 in 	is nlimber 	generated 	manner 

2x5x5x7x11X13  = 30030, 

The connectivity information can easily be extracted 

as follows, If for example it is desired to test whether 

the element in direction z is unable then, perform an 

integer division by tho third prime (five) and test whether  

the remainder is zero, 

Each element of the network in connected to two nodes 

at its end points, Hence of, the six possible elements 

connected to a node, it is only necessary to store three of 

these to avoid duplication of information, The element 

lengths or costs are held in a 3xn array (n 0  number of 

nodes), each colUmn of the array holding the elemental 

costa in the positive X t Y and z directions, If the cost of 

an element in a negative direction is  required it is 

necensarY to refer to the array column associated with the 

adleaent node in the corresponding negative direction, 
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The shove scheme could of course be made more 

efficient titer, the point of view of retrieval time or more 

compact, The storage methods proposed are thought to be a 

good compromise, 

3,7 The Shortest Route Algorithm APplied to Pipe Routing, 

The basic theory of finding the shortest route is the 

following, TE 	is the minimum distance on the network 

between the start node 1 0 and node lit, and di' is the 

length of element connecting the adjacent nodes 	and 1 j1  

them 

dc. Li min(eJ 	) 

where the minimisation is carried out over all nodes 

tjt adjacent to 	on the network, In fact if this 

relationship is applied iteratively to all nodes in the 

network, then 811 costs 	will converge to their minimal 

values, Stich a method, although simple to implement, is not 

very efficient, Nicholson(s method avoids this brute force 

apPoach by performing the minimisations in an ordered 

manner, 

Shortest 'route algorithms are normally designed for 

finding solutions in directed networks, but in the case of 

routing pipes it is only necessary to consider the 

particular case of undir acted networks, 

i,e, CI Li 	III  di,  

There in also usually a restriction that all 

elemental lengths rig should be non-negative, violation of 

this constraint immediately renders Nicholson's method 
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invalid, However, Provided that no cycles exist in the 

network Where the distance around the cycle is negative, 

then a solution to the shortest route prOblem exists, In 

the case oE An undirected network, each element is really 

two elements pointing in opposite directions. If such an 

undirected element has negative length then there exists a 

°Yale in the network consisting of the two corresponding 

elements and the above constraint is violated. Therefore in 

the case of routing pines, the network will always be 

constrained to have non-negative elements, This is not a 

serious restraint since it is difficult to Bee a practical 

need for negative elements, 

The basis of being able to find any minimal piping 

configuration for a number of nozzles in the ability to 

find the shOrtest distance between a start node a' and a 

terminal node It' on the network, since a nozzle een emerge 

from a number of different directions then this implies 

that there is more than one possible start node 

corresponding to a nozzle. This difficulty i3  easily 

overcome by notionally extending the network by connecting  

the several alternative start nodes corresponding to the 

nozzle to a single extra node, The elements used for this 

purpose may have zero costs associated with them or a Value 

related to the amount Of pipe required to connect the 

nozzle on the vessel to its corresponding start node on the 

network, Hence we May elwaYs consider having only one start 

node and ono terminal node in all shortest route problems, 

The method of finding n shortest route consists of 

two stages, The first stage consists of finding the minimal 

distance of all nodes in the network from the start node 
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FIG. 3-5: THE SHORTEST ROUTE ALGORITHM 
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and the second stage consists of threading a route through 

those coats Prom the terminal node back to the start node, 

This is illustrated in figure 3r,5 where the network was 

(looted from node /so and then the shortest route wns found 

from ft,  bock to /so, As Nicholson pointed out, it is not 

necessary to cost up the whole network provided this is 

done in an orderly fashion, Also it is not necessary to 

store the sequence in which each node is added to the list 

of costs! nodes (as Nicholson does) since the shortest 

route is easily found knowing the minimal costs of all 

nodes from the start node, This saving in space may lead to 

a very small increase in computing time, 

Tho method used to cost up the network in that of 

Nicholson, 14 One wishes to determine the shortest route 

from any node li/ in the network back to the start node lee 

then examine all the adjacent nodes Ijo of Ill and if Si: 

and S. 	are .the minimal distances of nodes i and j from e 

then ot v. 	oj 	n d" moans node j lies on the shortest 

route from s to i, In this manner it is possible to find 

the sequence of all nodes on the shortest route back to s, 

In come capes, there may b© more than one shortest route 

solution, in which case, an arbitrary choice is made, 

3,0 The mlnin(11 Tree Spanning Three Nodes of a Graph, 

If there ere n nozzles then there are at most n-2 internal 

junction points in the tree, Each branch of the tree 

consists of CI path of elements of the network of feasible 

routes. The end points of a branch can be a nozzle or a 

junction. IP the tree in minimal, then each branch of the 

tree must 1)(3 the shortest route between its end points, 
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FIG.3-6: MINIMISATION PROCEDURE FOR 
THREE - BRANCHED PIPE 
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FIG. 3-7 NOTATION USED FOR THREE-  BRANCHED PIPE 
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Thus in the case of a pipe with three terminals there must 

be one junction point whose position in the network remains 

to be found, (In Order to be consistent with the 

terminology, 4 fnozzlet in defined to be a Iterminalt which 

abUtto on to a vessel, and a 'junction' is a 'terminal' 

which is an internal point in the branch pipe, Thus a 

branch always connects two terminals), 

In order to find the position of this junction point, 

consider the following procedure, illustrated in figure 

If the three nozzles ore labelled a,b,c than determine 

the shortest distances of all nodes 1 in the network from 

each nozzle s 	f!lbz ,S44:  . 	(Note S; 	SL04 	etc,) 	if one 

considers the cost of pipe needed to place the junction at 

a particular node t, then 

C(0.. Ca, , sof:  q. CI}  . sm. + Cc  .8d. 

where CA ,CE,Cc  are the unit costs of pipe connected to etsch 

nozzle, in order to find the junction point corresponding 

to the minimal branch pipe spanning a r b e c we merely have to 

find the node t for which CO is a minimum, 

As in Nicholsonls method for two nozzles, it is again 

not necessary to find the shortest distance of all nodes 

from the nozzles, In figure 3..7, all edges shown are 

shortest roUtes in the network between their end points, 

which are nodes in the network, If we now consider t as the 

junction corresponding to the minimal tree than it may be 

noted that all triangles satisfy the triangular inequality 

constraint, also since the tree is minimal then 

Co.  fl cu,„ 	cb e n wr 	cc  s 	c sob 	C s 

cb 	sat, 4.3 	) 	cc  . sof.,  

cm  "mt. 	' Cc  , Sce, 	C6  , Sok  4.Cc  , 
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if Cm  > Cps  then Sce E Smc  

and by symmetry 

if Cb 	Cm  then Sa. E Sbc  

in other words the junction node t always lies-within 0 

shorter distance from any nozzle than the more expensive of 

the two remaining nozzles, Hence for any one terminal it is 

only necessary to examine routes as far an the more costly 

nozzle in order to find the minimal position of the 

junction, 

It in also of; interest to note 

Co, aa. 	Cc  , 	< Cb sae + CG  , ( St. S ce ) 

thus Sl. con only be greater than zero if 

Ca  < cb 4,  cc  
which means that it the unit pipe cost associated with one 

nozzle in greater than the sum of the other two, then the 

cheapest solUtion is to connect the other two branches 

directly to the nozzle, 

Once the optimal position of the junction Itl has 

been found, It is Merely a matter of solving three shortest 

route problems in order to find the actual routes taken by 

the three branches of the tree, This is easily done since 

the network has already been costed Up from the three 

nozzles, 

3,9 Minimal npanni,ng Trees of Larger Subsets of Nodes of a 

Gra ph , 

To extend the procedure outlined above to larger 

sUbsets of nodes leads to an intolerably large 

combinatorial problem, Hence it is proposed that the 
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FIG.3-3; THREE WAYS OF DECOMPOSING A FOUR-BRANCHED 
JUNCTION 
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solution to these higher ordered problems should be based 

on an aPPrOXimate method using the result obtained for 

three nozzles, It we consider that a tree spanning n 

nozzles has n'-2 internal junctions, then each junction will 

be associated with three branches of the tree, It occurs in 

practice that a junction can be associated with more than 

three branches and in thin case it in convenient to 

consider such a J unction an being a number of junction 

points which happen to be coincident, e.g, a junction 

associated With 4 branches would be considered as 2 

coincident junctions connected to one another by a branch 

of zero length. The manner in which a junction can be 

subdivided is not unique, as shown in figure 3'8, There are 

two features of Q tree which must be varied in order to 

find an optima/ solution, First the connectivity 

relationship between the junctions themselves and the 

nozzles (henceforth termed topology), and seeondlY the 

positions of the junctions in the network, 

ror a given topology, and an initial feasible set of 

junction positions, the solution can be improved 

iteratively by applying the three nozzle procedure to each 

junction, This is done by removing a junction and its 3 

associated branches, and finding a new optimal position of 

the junction assuming the branches are to be connected to 

the same nodes in the remaining parts of the tree, 

This clearly allows the junction positions to be 

vari©d for a given topology, but what about vary ing the 

topology? rt was mentioned above that a node adjoining more 

than 3 branches cannot bo uniquely decomposed into a number 

of 3 branch nodes, ice, its topology in not uniquely 
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defined in this sense, The existence of such nodes in the 

tree enables changes to occur in the topology as-follows, 

Consider all the branches associated with a junction 

and of these consider any pair of terminals at the other 

end of a pair of branches, Then an improvement in cost may 

possibly he obtained by deleting those two branches and 

introducing an extra 3 branch junction node somewhere else 

in the network, thus reducing the order of the original 

junction by Is The problem remains of deciding which pair 

of branches ,to choose in the first place, This could be 

arbitrary or, as in the case of the test piegram, a pair is 

chosen which lescla to the greatest improvement in cost, 

This is done by evaluating all pairs, It will be noted that 

roneCing any junction node by another junction node leaves 

the topology unchanged, thus one computation of the unit 

pipe costs for each Of the 3 branches involved in the local 

optimisation is all that is needed. 

The obi:We procedure requires to be given an initial 

solution in order to commence the optimisation, This 

initial solution is generated in the test program by 

connecting all the nozzles to 1 internal Junction node 

placed in the vicinity of the 'centre of gravity' of the 

nozzle positions. 

In Dome cones, the topology of a branched pipe may be 

fixed before routing commences, in these cases, the routing 

procedure becomes a much simplifi©d version of the 

procedure described above, comprising a simple iterative 

scheme 'through all the internal junction points of the 

Pipe, 
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3,10 Manipulating network costs manually, 

If Ilf is the effective length of a network element 

and lc,  is the cost of a unit length of pipe running along 

that element, then the totel cost of the section of Pipe is 

cxl, It is  the sum of such terms that is minimised bY the 

shortest route algorithm, Normally, the effective length 

will be the actual length of the element, but facilities 

have been .implemented in the test program which allow the 

user to impose Penalty functions on the notwork elements as 

follows, 

The network is rectilinear, hence if one selects any 

pair of neOes in the network, then a box of space is 

uniquely Oefined whose extreme coordinates ere those of the 

Pair of defining points, since, in general a box has 4 

Pairs of opposite corners, then the some box can be defined 

arbitrarily bY any Of these 4 pairs, This method of 

selecting a Part of the network allows anything from a 

single element to the whole network to be selected, 

A.hods is defined in the network by three integers 

giving the 'row, column and level of the node, Hence 6 

integers cleftne n box, Further one can select any 

combination of elements running in the x,y and 

directions, /C the x,y,z axes are numbered 1,2,4 then any 

digit between I awl 7 will give the combination of axes to 

be affected, Having selected e subset of elements of the 

network in this manner, it is now possible to multiply the 

current efPectiVe lengths of ell the selected elements bY 

penalty fact'or, e,g, the sequence of numbers 1 1 3 4 5 3 3 

10 means Oopine a box by the pair of points (1,1,3) and 
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(4,5,3) 	select those elements running in the x and y 

directions (3 m 142) and use a penalty factor of 10:, this 

being a penalty factor which is meant to encourage pipes to 

run along the selected elements, A whole set of boxes can 

be selected in this way no that all favourable and 

unfavourable parts of the network can be designated before 

routing commences, 

If the User is to influence the routing algorithm in 

thin way, then it is necessary for him to ascertain from 

the program the network scheme generated and the numbering 

system users to define the nodes, It is thus only practical 

to use this system using a graphics display where a user 

can examine a picture Of the network on the screen, 

3,11 Manipulating network costs atatomaticallY, 

In the absence of anY Means of interaction with the 

program, It is still possible to obtain some affects 

automatically, ThUs the user may not specify any penalty 

functions, but ho may wish the program to bunch pipes 

together aS Much as possible, because if pipes run along 

similar routes then they will presumably cost less to 

support, 

An early version of the tent program carried out this 

function by routing all the pipes using unit penalty 

functions, rew penalty functions ware then computed 

depending on the aMount of pipe running along each element, 

the more pipe on an element, then the cheaper the penalty 

function, The pipes wore then rerouted using these new 

Penalty fUnotionse  Thus each Pipe was routed twice in order 

to tAchiove this buhching eefect, powevor, it was found that 
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FIG. 3-9 : NETWORK STRUCTURE USED TO 
ACCOUNT FOR BENDS 
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very similar results could be obtained in one iteration by 

adjusting the penalty function along the route of each 

Pipe, immediately after it is routed, such that the new 

penalty functions would effect all pipes subsequently 

routed, 

To say the least, both methods are lad hoc' and it is 

thought of little practical use in a system where the user 

is allowed to specify his on penalty functions, Usually, 

the designer has a shrewd idea whore he wants the pipe 

racks to go, 

3,12 Joint Minimisation of Pipe Costs and Bends, 

In all that hos been said, the only contribution to 

PiPe costs that has been considered is the length of pipe 

in the route, whereas in practice, bonds would contribute a 

significant amount to the overall cost, This section is 

included to chow that bends can be included in the overall 

cost function, 

roz.  a particular brunch of a pipe being routed, if 

the size and cost of the straight pipe is known, then also 

the cost of an elbow is known, The routing algorithm 

Previously described was such that each node could be 

considered to have 6 adjacent nodes, If the network is 

modified such that each node becomes 3 nodes all lying at 

the same point in space and also introduce 3 new network 

elements to represent the cost of an elbow, then routing 

Pipes on this now network will include the cost of bends, 

Therefore one can go from node 1 to node 4 in figure 3-9, 

without going via an elbow element, but if one wishes to 

connect 1 to any of the remaining 4 elements then the cost 
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of 0 bond will be incurred, Thus the same shortest route 

methods can he used to include the costs of bends, 

The big drawback of including bends in the cost 

function is the large increase in storage needed to cater 

for them, and since even without bends, the networks get 

very .large, 	0 further increase is not felt to 	be 

practicable, 

3.13 Results Obtained from the Test Program, 

Figures 3-10 to 3m17 show various routing schemes 

derived from the test program, In all cases, these should 

be self ekplanetory, In no case did it require more than 

three ponalty volUmes to be defined to obtain the desired 

effects, The pictures are trimotric profjections, either 

based ,on a Plan view or an elevation looking in the 

positive ty,  dirootion. Each pipe is shifted bodily in the 

Picture by a small amount in order to avoid concurrent 

PiPos being displayed on top of one another, 
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FIG.3-10: VESSEL LAYOUT WITH FIVE 
LAYERS OF THE ROUTING NETWORK 

FIG.3-II: PIPES ROUTED WITH NO 
PENALTY CONSTRAINTS 



FIG.3-I2: 'ELEVATION'OF FIGURE 3-1I. 

FIG. 3-13: PIPES ENCOURAGED TO 
RUN ON THE THIRD NETWORK LEVEL 



FIG. 3-14: AS 3-13 WITH VESSELS 
'SWITCHED OFF' 

FIG, 3-15: EXAMPLE OF ROUTES 
PRODUCED FOR 21 3 AND 4 NOZZLED 
PIPES 
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FIG. 3-16 : PIPES ROUTED TO AVOID 
WALKWAY BETWEEN VESSELS 

FIG. 3-17 : EXAMPLE OF PIPES ENCOURAGED 
TO RUN ALONG THE SAME PIPE TRACK 
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CHAPTER 4 

3-D ViSnOsATIoN nir f CHEMICAL PLANT - THE H/DDEN-LINE PROElf,EM, 
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4,1 Introduction, 

We have !Jaen in chapter's 2 and 3 that, although 

algorithmS can contribute to the design of good plant 

layouts, they are not sufficient to solve all problems in 

complete generality, Thus there is still a requirement for 

manual intervention in the design process, wholly manual 

methods of design are sometimes centred around a model and 

it would be desirable to provide a similer ;facility using a 

computer-based design system, For effective communication 

to be 'made between designer and computer, there is a 

requirement }!or being able to visualise designs held by the 

computer, 

There are various techniques for representing a 3 

dimensional ,Meet on a 2-dimensional surface, These range 

from providing  orthogonal views in the form of line 

drawings to a complete shaded picture representation with a 

large degree Of realism, An Object can be represented as a 

set of closed volumes, such as cylinders, truncated cones, 

half spheres and boxes, These basic solids can be 

represented by drawing linos to represent their edges, Such 

a drawing is termed a fwireframel representation, 

1 Wirefrumef  drawings are cheap to compute and arc ideally 

suited to a largely interactive form of design, 

iWireframet drawings can be enhanced in a number of 

ways to provide depth clues to the 3D shape that they 

represent, Among the 'techniques are, brightness 

modulation with depth and stereo pairs, Both of these 

techniques are computatLonally cheap, the reason for their 

cheapneSs being that each edge in the picture can be 
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FIG. 4-1: OVERALL FLOW CHART OF HIDDEN-LINE PROGRAM 
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computed and displayed independently of any other part of 

the picture, The fundamental problem that remains in the 

display of. wireframe representations is the removal of 

hidden linen*  A number of authors have dealt with the 

hidden-line problem (13,14,15,16,17), but we here consider 

'a method that is simple in its approach and it also has the 

advantage that it is quick in its execution in comparison 

with other methods, 

4,2 The Hidden Line Problem, 

The solution of the hidden-line problem requires a 

knowledge of the opaque parts of the object, as well as its 

. vertices and edges, Here we will consider objects defined 

with straight line edges and planar faces, Curved aurfacep 

'can be incorporated by using an approximation consisting of 

a number of planar faces and straight edges, 

The procedure used is to process each edge in the 

image, finding those facet; that occlude all or part of the 

edge, and then to display the visible edge segments, Thus 

at first sight, since each edge may be tested against each 

face, the computation time could increase as the square of 

the number of objects in the scene. It is shown that using 

the method described here, the computation time increases a 

little More than linearly with the number of faces or edges 

in the scene, The crux of the method is a short sequence of 

exceedingly simple tests thnt allow much computation to be 

avoided, in addition, a number of features are incorporated 

in the algorithm that are considerably simpler and more 

economic than other methods, 

The 00V, chart in figure 4,4 shows all stages 
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necensary for computing a sequence of hidden-line pictures 

of a scene, The flow chart consists of three main parts; 

first, the input stage; second, the processing required to 

sot Up a perticular view; end third, the removal of hidden 

linen for all edges in the scene, The functions of all 

parts of this flowchart are described in the following 

sections, 

4,3 Definition of an Input Object, 

An object to be processed comprises a list of points, 

edges and faces, Each point coneists of its name and 

coordinates, Edges are defined in terms of two named end 

points and each face in defined in terms of its closed 

boundaries, each boundary being defined as no ordered 

sequence of named points, (For example, a square face with 

two square holes in it would • comprise three boundaries of 

four points each) , 

The internal representation Of the object consists of 

linear arrays, The coordinates  of each point are held in 

ono array and eeoh edge is held as a pair of pointers to 

its end points, However, although faces are defined by the 

user in terms of boundary Points, the internal 

representation of each face is a list of boundary edges, 

Tho reason for thin difference in that it is easier for a 

user to done boundary points, but it in easier 

computationally if the boundary edges are held explicitly, 

User defined edges can be defined which do not belong to 

the boUndery of a face, This can be useful for defining 

Pipe centre linos, 

4,4 CalcUletion of race Equations, 

_ 



a 1: projected area 
on j -5. plane 

FIG. 4-2: CALCULATION OF FACE EQUATIONS 
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As will be seen later, face equations are needed for 

a number of reasons in the solution of ;the hidden-lino 

problem, and hence a simple efficient method of computing 

face equations is required, It is generally'nosumed that 

three points are sufficient to define a plane, and one 

could take any three points on the face boundary, however, 

there is a rink that the three points chosen might be 

collinear or even coincident, in which case special tents 

am required to find three non-collinear points, 

A face oqUatIon can be written 

ax + by 	cz 	d 	0 

the coefficients a,brc are in proportion to the 

direction cosines of the face normal, It will be seen later 

that it is sometimes required to know the direction of the 

outward normal of a face, The user uses a convention to 

'indicate the direction of the outward normal by defining 

the face boundary points in n clockwise manner about it 

(snti-oloolvdioo for holes), It is important when computing 

a face equation that the coefficients n,b,c have a sign 

corresponding to the outward normal, and it would be 

convenient 0 this could bo achieved without the need for 

special tostrl, which might arise with faces with a 

non-convex bOundary, 

The following method of computing face equations solves 

thin problem and in very compact, The coefficients a,b,c 

.ere obtained by computing the nron of the face projected 

onto the yz,zx,xy coordinate planes respectively, as 

illustrated In figure 4"2, If the face boundary consists of 
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In! points and the ilth point has coordinates x y z , then 

Using the trapezoidal rule for finding areas we obtain 

a el Z. (yi + y t.)(zi*.- z4)/2 
Ltf 

b n 5- ( Zj+ %)(X.V" .)/2 

6:1 

rt 
Li 	xl)(yi -  YL) f2 

L a ! 

and 	d n ,0.(aXm4. bymi+ ezm) 

1 m i+ 1, i<n 

j lj  t=rt 

The poj,nt xm  ym  zm  is any point on the plane, this 

could be the firot boundary point, in practice it is 

computed to be the mean of all the vertices of the face, 

this gives a mean value of Id' in cases where the polygon 

in slightly twisted, Oa can arise in the case of 

• ePProximated curved nurfacca, A further point in that the 

factor of 2. can be omitted from the calculation, 

4,5 Object Transformation, 

The process of computing a projected image Of an 

object onto g screen involves transforming the object from 

its original coordinate system onto the 2-dimensional 

coordinate system of the screen, The central pert of this 

hidden-line eigorl,thm assumes that the object to be drawn 

in viewed Prom El distance Is,  along the z axis with the 

screen in the x t Y plane, However, in general an object is 

defined in its own coordinate system and no arbitrary views 

must be handled by first transforming the object into the 

viewers 06Ordinate system as in figure 4'3, This 

trennfornatiOn involves all point coordinates and all Plane 

equations, 
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Usin5 the homogeneous notation for i point in 3-space 

(io n, the point (x,y,z) is considered to be the Point 

(x,y,z,1) in 4-space), the initial transformation of points 

into viewer's space can be desribed as 

fa bcdl 	
I
x 

ef gh 

10 0 0 1) 

ijkl 
	

z  

this transformation io an affine transformation, 

being composed of arbitrary rotations, scales, shifts and 

shears, Using a vector notation, the transformation of 

points can be written 

p1 , r3 

iAt I the 4x4 matrix used to transform points, but 

We also reqUiro to transform face equations into the 

viewer's coordinate system. Of course, this could be 

achieved hy computing projected areas on the viewer's 

coordinate Planes as in section 4,4, However it is more 

officent to transform the face equations as followa, A face 

equation can be written as a product of two 4-voctors: 

or 	tir,r) 	0 

the transformed Vector of coefficients, U1, is defined by 
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m k(K1.I u 

where k in a scalar chosen so as to normalise W.  

proofs 	(0) P1  n k((A-1),u)r, (Ap) 

• 	

k(uTA ) 	(Ap) 

n VA  (K
1
10 p 

h 14(1.1T,P) n A 

the matrix or cofactors (adjoint matrix) can be used 

instead of (K-1 ), and this also handles the case where A is 

singular, 

It should be noted that in the process of 

transforming Points and face equations, no information is 

lest, Hence there is no need to hold both the object 

coordinate values and the viewer's coordinate values since 

this is morolY duplicating information, Thus after being 

transformed, each point and face equation can be stored in 

their original locations in store, However, in cases where 

a sequence of views is required, then the actual matrix 

used to generate ouch successive view needs modification as 

follows, 

Let An  and An+, be the matrices needed to transform 

pointy from the object coordinate system into the viawarla 

coordinate system for views n end n41, Then the matrix 

actually used to transform points from the viewer's 

coordinates of view int into the viewer's coordinates of 

view IniPlf in S m 410An  end 	(13 )r  is used to transform face 

eqUetions, 

Screen coordinates can simply be obtained from 

viewers coordinates as follows, 

- 96 - 



x" 	xt/(1-fzi) 

Y" r  0/(1,"fZI) 

If/ is known as the perspective factor and it equals 1/S. 

If a nonr.perspective projection is required, then Ifl is 

effectively zero and hence 

this being a parallel projection of the object in 

viewer space onto the screen, 

in either case, the computation needed to determine 

screen coordinates. is cheap and hence there is no need to 

store Screen valUes, since they can be computed when 

needed, 

4,6 Rejection Of pack races and Edges, 

In nanY oases, a scene consists of a sot of closed 

polyhedra, however it is clearly not possible to Boo all 

the faces of Q closed polyhedron from a point outside that 

polyhedron; xf we can detect all those faces in the scone 

. that face away from the eye, then the object complexity can 

be significantly reduced, Figure 4..4 shows the back faces 

and edges of a simple non”convex polyhedronn. This I where 

we can Use the outward normal alreadY mentioned, The 

equation o1 ra plane in viewertfi space is 

00 	hit's 	ctv + di m 0 

the taco is a back face, and hence can be rejected if 

0 4,  fd! .f 0 

if f r 0  (1000 no perspective) then this tent becomes even 
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more trivial, 

The edges of a polyhedron can be classified into one 

of 3 typeur those belonging to two back, faces, those 

belonging to one back face and one front face and those 

belonging to two front faces. If an edge belongs to one or 

two front Paces, then it is not necessarily obscured by its 

own polyhedron, but back edges, le e, those edges belonging 

to two back faces will never be visible and hence can be 

rejected, Sack edges are shown dotted in figure 4,14, in 

addition, a reeentrent edge belonging to one front face and 

one beck face can Also be rejected, however this is not so 

easy to detect because the faces belonging to each edge are 

not explicitly held by the program s  

The Method used to detect back edges is as follows, A 

temporary fleg is set to zero for each edge. The program 

loops through all faces, and if the face is a front face 

then ell boundary edges of the fnce have their flags set to 

1. At the end of the process, all back edges will have zero 

nage°  

4,7 The Half Specie Clip, 

A fundamental problem arises when computing 

perspective projections since a singularity occurs at the 

plane through the eye, Although, the projections of parts 

of the object behind the eye are mathematically defined, 

those must not he displayed, simple ways (around this 

Problem are to disallow parts of the object behind the eye 

or alternetiyely to reject any edge or face completely if 

any part CP Lt lies behind the eye, The latter solution is 

adequate in many cases, In the cane of twireframel 
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FIG. 4-5: ILLUSTRATION OF THE HALF-SPACE CLIP 
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drawings, a 1 Pyramidi clip can be used, All edges in the 

scene are clipped to a pyramid whose apex in at the eye, 

PYreMid clipping has the advantage of clipping the image to 

the rectangular screen aren a  However, when solving the 

hiddoneline Problem, both edges and faces must be clipped, 

but a Pyramid clip applied to faces is rather complicated 

and for this reason, we here adopt a half-sPece clip to 

remove those parts of the object behind the eye, The half 

space clip is illustrated in figure 4-5, It is accomplished 

by placing a cutting plane just in front of the eye at z 

s.q where q is a small positive value, Any edge or face 

that lies wholly infront of the cutting plane is accepted, 

but any free or edge that lien wholly behind the cutting 

plane is rejected, Any edge or face that intersects the 

cutting plane is clipped in order to remove the portion 

behind the sync  Clipping is accomplished by simple linear 

interpolation and the resulting clipped face and its 

slipped edges are ridded to the object definition, 

4,0 Purther Rejection Tests and Prelimiminery Calculations. 

Before entering the edge processor, described later, 

the minimum and maximum values of x and y are .calculated 

and stored for all faces in the scene that have not been 

rejected 	When this is done, a further quick rejection 

tent may load to savings in computation. If a face is 

wholly to the left/right or wholly above/below the viewing 

area then It need not be considered, This rejection can be 

accomplished by means of a small number of simple 

inequality tests using the stored minima and Maxima, These 

same stored values will also be used for quicli gross 

oVerlep tests between edges and faces in the edge processor 
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below, 

The tinal calculation needed before entering the edge 

processor in to compute and store the maximum z values of 

all facer; and a priority list is initialised to contain 

references to all faces in order of decreasing maximum z 

values, The order of this list is shown in figure 4-6, The 

maximum z value of n face corresponds to the vertex nearest 

to the cutting plane through the eye, Having completed all 

preliminary rejection tests and calculations, the program 

takes each edge in turn, handing it to the edge processor 

for determination of the visible portions of the edge, 

4,9 The Edge Processor, 

The edge processor receives an object definition that 

in many cases is reduced and simplified by the procedures 

already described, The resulting object definition has the 

following characteristics: 

(a) all faces face towards the eye 

(b) all faces almost certainly lie within the viewing area 

(a) all faces lie wholly in front of the eye 

(d) no heck edge is included 

(o) all edges lie wholly infront of the eye 

The function of the edge processor is to generate 

from each edge, a list of visible edge segments that lie 

wholly inOide the Viewing area, Thin involves c lipping each 

line to the acreen _bounds es well as solving the 

hiddenvgine problem, It is inevitable that, at some stage 

ih Domputing the visible line segments in an image, 

intersections with face boundary edges must he computed. 

Attempts ,to increase the efficiency Of such hidden-lino 
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methods are usually based on reducing the number of 

computations that Must be Made, An mentioned before, if all 

edges are tested against all faces for visibility, then the 

computation 4;ime increases ns the equare ofjthe number of 

items in the scene, 

The plow chart in figure 4"7 gives a broad outline of 

the method, This flowchart describes the sequence of quick 

gross tests that are made in order to avoid computing edge 

intersections, unless they are really necessary. The edge 

to be prOcossed is clipped by finding its intersections 

with the screen boundary and the list of visible edge 

segments in Initialised to be the result of this clip, The 

list of visible edge segments in modified by each face in 

turn until one Of the following three conditions in 

sotifiedi 

(a) the edge becomes wholly obscured 

(b) a Lace is found that lion wholly beyond the edge 

(0) the list of faces becomes exhaunted 

the resulting edge segments, if any, are then 

displayed„ 

A dotailed analysis of the performance of the edge 

processor appears Inter, but we will here outline the 

functions of the Various stages, If tel in the number of 

edges and 1 0 the number of faces remaining in the scene 

after the general, reJection tests described above, then 

consider each stage in turn as followsi 

At this hoc cont,fols the main loop through all the faces 

and is eXeouted a number of tines, less than or equal to 

- 104 - 



Screen boundary 

1 	I 	 I 

FIG. 4-8: X ANDY OVERLAP TESTS 

-105- 



e,f, depending on the consequences of boxes B and F, 

B1 the purpose ot n is to restrict the computetion to all 

faces chose nearest point (maximum 7.) lies beyond the 

furthest point (minimum Z) of the edge being considered, 

Since the faces are considered in order of decreasing 

maximum 2 Value, the procedure terminates for the first 

face found satisfying the test, B Is executed the same 

number of times as A, For example in figure 4-6, only faces 

1,2,3 and 4 are considered since 5 is the first face found 

that lies wh011y beyond the edge, 

C,Di these two tests further reduce the number of entries 

to E, These overlap tests are illustrated in figure 4-0, 

The face denoted 	is immediately skipped by the 

x..ovorlep test ci face 2 in skipped by the y-overiap teat 

DI but faces 3,4 and 5 are processed by E, 

' Sc the major complication Of the method is contained within 

E, An already noon, the routine is executed a number of 

times far feWor then the maximum o,f times because of the 

filtering egPect of B,c,B, section 4,10 Describes E in much 

greeter details  

rt clearly, if the edge is totally obscured after 

processing hy C then there is no point in considering it 

further. 

Section 4.11 Below gives a much fuller analysic of the 

titacs taken in each stage of the procedure, 

4 s 16 The Visible Segment Generators  

Tho visible segment geneKator in stage E of the edge 
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HG. 4-10 : PARAMETRIC REPRESENTATION OF VISIBLE 
EDGE SEGMENTS 
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processor, It is here that hidden-line removal actually 

takes place, The flow chart in figure 4"9 outlines the 

functions Of the visible segment generator, , 

For computational purposes, an edge is represented as 

a Parametric equation, If po  and pi  are the two end points 

'\ of the line then any Point on the line is defined as 

• p ra (1 	t) p0 	tp1  

as the parameter t varies from 0 to 1, p moves from po  to 

p1 , i list of visible edge segments is held as an even 

number of parameter values, 

.ta I 	• • •tgpt 

visible segments being defined between alternate pairs of 

parameter Va/Ues (see figure 4-10) 

(ti pta pt2,t4p„„,tm.1,tn) 	04t1 <t1.4„„,<tri l 

initially, the list of visible edge segments contains 2 

parameter values 

(ti ,t$) n (0,1) 

The; function of the visible segment generator is to compute 

the effect of each face in turn on the list of visible 

segments, They procedure involves some tests in three 

dimensions in viewer space followed by some two dimensional 

intersection tents in the plane of the screen,, The result 

of these tests is A temporary list of segments not obscured 

bY the facto, This temporary list is merged with the 

original list to form tho new list of visible edge segMents 

ready for handing on to the next face e  

The proccOure starts by checking that at least part of the 

edge boirc,1 Processed lies further from the eye than the 

plane of the face, using the earlier notation, ul 

represents the cOoffieients of the plane equation in viewer 
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FIG. 4-II: NOTATION USED IN DESCRIPTION OF VISIBLE 
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space and pt is the homogeneous repreeentation of a point, 

then 

ul o p' 	0 means the point lies in the plane of the face 

ul,p( > 0 Means the point lies on the viewer's side of the face 

< 0 means the point lies beyond the face 

Should both end points be in front of the face, then 

no further Processing is required, since the edge must be 

wholly infront of the face, and hence cannot be obscured by 

it, If both end points lie behind the face, then it is 

permitted to proceed immediately with the 2D intersection 

tents, However, in cases whexe one end lies in front and 

one beyond, then. it is necessary to clip the edge at B 

whore it intersects the Plane of the face and then to 

proceed with the 2D tests for the portion, AB behind the 

face es in figure 4e11. 

The 2D tests deal with finding the intersections 

between an edge end a face boundary, both of which ore 

projected onto the screen, It is known that the portion AB 

of the edge considered lies wholly beyond the lace, An 

intersection point; is only admitted if it lies between the 

end points oP the boundary edge, although it may be outside 

the range AB for the edge being processed, This results in 

an unordered list of parameter values, each corresponding 

to an intersection of tho edge (produced if necessary) with 

the boundary of the face, At this stage, the list is sorted 

and intersections beyond the range AB of the edge are 

removed; this may involve inserting parameter values for 

the end points A t B e  in order to maintain visible portions 

between alternate pairs of values, Also, 2 values 

corresponding to the end points of the edge segment 1 13C 1  
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FIG. 4-12: MERGE PROCEDURE USED IN VISIBLE 
SEGMENT GENERATOR 
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infront of the face should be added to the list. 

Thin temporary list of visible edge segments 

corresponds to the solution of the hidden-line problem if 

the scone contains just this one face and one edge, The 

next stage in the procedure is to find the sections of edge 

that are visible in both the temporary list and the 

Original list. This can be considered as finding the 

logical intersection of the two sets of visible line 

segments, It is accomplished by a simple merging procedure, 

the result of which could be an empty list, This is 

illustrated.in figure 4-12, If the list is not empty, then 

the list oP Visible edge segments in handed over to the 

next face !or further Processing, 

4,11 Performance of the Method, 

At first sight, this hidden line method might appear 

similar to others which take each edge and exhaustively 

test it against al occluding faces in the scene, however, 

the sequence of simple rejection teats in the edge 

processor turn the algorithm from an inefficient 

proposition into an algorithm that can handle complex 

scenes with a relatively small amount of computation, and 

this is accomplished without an excessive increase in 

storage requirements, Also, the facility for handling a 

beetle that in partly behind the eye in essential in such 

applications as viewing a chemical plant, 

We are primarily concerned, in this section, with the 

storage requirements of the program and the speed of the 

algorithm, riretly the storage requirements, These consist 

of the data essociated with each point, edge and face as 
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followne 

(a) points - 3 reel words are used for each point to 

hold the x,y and z coordinates, 

(b) edges 	2 integer words are hold to record the end 

points and 1 integer word is held for the flags used in the 

rejection of Pack edges 

(o) faces 	4 real words for the plane equations 

4 Integer words for minimum and maximum x 

and y 

1 integer word for the ordered lint 

1 real word for the maximum z value 

1 integer word for a pointer into the list 

of boundary edges 

(d) face boundaries - each face is held as a lint of 

edges and an average of 4 edges per face is allowed by the 

program, roc-10.ring 4 integer words, HoweVer, al1 polygons 

do not have to comprise exactly 4 edges, 

Therefore the number of words required are, 

(a) rest to 	3p+$f 

(b) integers 	3e4.10f. 

The total 6rogram logic, including input/output routines 

and graphics routines is about 10e00 words on itTLAs II, 

The time 	by the algorithm in clearlY a function 

of the nceno complexity, and broadly apealzing it is 
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possible to quantify complexity as follows, We here refer 

back to figure 4'7 to try and examine the Affect of scene 

parameters on the consequences of teats B,C and D, 

The important Parameter to consider is the ratio of 

the average 64idth/height/depthl of the edges and faces to 

\ the fwidth/height/deptht of the scone, (Width/height/depth 

corresponds with x,y,z), It is assumed that this ratio is 

in fact the same in the three directions and it is also 

assumed that edges and faces are roughly the same size, For 

all the teat objects considered below, these assumptions 

are correct within one order of magnitude, 

Get Us consider the numb©r of times each of the tests 

B,C and D are executed for all edges considered, If arc is 

the depth ratio mentioned above, and as previously 'et and 

Iff are the number of edges and faces considered then 

no, of 	times 	T3 	fails (i,e, no, of entries to B and 	C) 	e g f/(2-r) 

no, Of times C fails (i,e, no, of entries to D) e,f,r/(2'r) 

__no. of times p fails (i,e, no, of entries to E) e,f,r
2 
 /(2-r) 

In the test objects, r lies somewhere between 0,06 in 

the case oP the small boxers to 0,2 for the long boxes, Thus 

then Square law term e,E only applies to 	 and C, both of 

which invol:o trivial computation, 

Table 4/1 gives a breakdown of e series of test 

objects together with the time taken for each object, Most 

of the test objects have been designed so that they are 

eaSy to regenerate by anyone wishing to compare their own 
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algorithm with the Present method, These test cases have 

been devised so as to provide a variety of object types, 

The twenty test cases are made up of 4 groups comprising 5 

cases in each group, The results obtained for each group 

are Shown in figures 4-13 to 4..16, The first member Of each 

group is the simplest and the fifth is the most complex, 

The four groups are as follows; 

Group 1; (test cases 1 to 5) 

Case 1 consists of one sphere, aPProximated by 98 

faces (67x14), Case 5 comprises 5 much spheres and the 

separation between the sPhereS is equal to the diameter, 

Group 21 (test cases 6 to 10) 

This group comprises from one to give layers of 

sixteen cubes each, The separation between the cubes being 

equal to the side length of each cube, 

group 3; (test cases 11 to 15) 

Each member 'of 	group 	3 consists of a single 

approximation to a sphere, The number of faces used in the 

aPProximation 	in 	the 	five 	cases 	being 

(3x616x1219x18112x24115x30), 

Group 41 (test cases 16 to 20) 

This group comprises from two to ton layers of eight 

boxes each, The dinensionc of each box ere lx1x15 with unit 

epecing between the boxes, 

The clonth ratio /to fob for groups 1,2 and 3 10 roughly 

the Setae end this corresponds to similar computation times 
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for cases with similar numbers of edges and faces, However, 

the groUp 4 testa need about five times as much 

computation, corresponding to the much larger depth ratio, 

In all cases, the preliminary rejection teats reduce the 

number of edgefface pairs to be considered by a factor of 

around 3 or 4 but the real savings occur in the simple edge 
\ 
processor tents, ror example in test case 10 (5 layers of 

cubes) the number of pairs is reduced from 172800 to 2470 , 

a factor oP saving of about 70, Even in the case of the 

most difficult okanPlc,  case 20 (10 layers of long boxes) 

there in a factor of saving of about 7, A further point of 

relevance In that Within each group, the computation time 

increases a little more than linearly with the number of 

edges and faces in the scene, 

The final teat example shows a block model of a 

chemical t;lant comprising nearly 400 faces and just over 

1000 edges, The computation time for these scenes is about 

20 seconds on ATLAS I/ 0  

4 0 12 Comparison with Other Methods, 

It Is difficult to make a reliable assessment of the 

performance of the present method relative to other 

methods, Since the information publish©d with other methods 

i3 often scent or oven noneenistent 9  This is surprising, 

since the motivation E or publishing n new method is usuallY 

to introduce some technique which ie fester than existing 

techniques, yet the evidence to support this is always 

missing, 

Ole Will here consider a brief comparison with three 

other published methods, each of which embody fundamentally 
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different ideas, The three methods are those of Roberts, 

Loutrel, and Varnock, 

Robortnl method was one of the earlicot published 

methods, This method performs as the square of the number 

of objects in the scene and hence does not compete with the 

present method, The method attempts to formalise many of 

the techniques for detecting edge and volume intersections 

by using some of the ideas from linear programming, The 

method tenOs to deal in terms of volumes as the basic unit, 

rather than edges or feces and hence the processing needed 

for each lUnit, operation is large, For example to test 

whether a .point is inside a volume is much more time 

consuming than to tent whether a point is behind a face, 

Loutrel published an algorithm that used the 

'Principle or quantitative invisibility' invented by Appel 

(10), The Method assumes the scene is comprised of a set of 

closed, non Intersecting polyhedra, The method attempts to 

cash in on the fact that visible edge segments can only be 

effected by the contour edges of each polyhedron (1,e, 

edges on the silhouette of each Polyhedron), Thus if the 

scone comprises polyhedra where only a small percentage of 

the total edges are contour edges, then the method may have 

adVantageG, However, even in the case of a cube viewed on a 

corner, og the 9 visible edges, 6 of those are contour 

edgea v  Thus the factor of saving is not very large, Loutrel 

includes only one test example comprising a building of 74 

faces and 220 edges, This took 5 seconds to compute ,on 

CDC6GOO 	the CDCaGee being a much faster machine than 

ATLAS It o  tt in doubtful whether the object would have 

token as long as 5 seconds on ATLAS, using the present 
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method, 

WarnoWs method has been widely recognised as the 

first sUccensful Attempt to produce an algorithm that 

performs nearly linearly with complexity, There is little 

information to indicate the speed of warnockis method when 

used to solVe the hidden-line problem, however, his 

algorithm applied to the hidden surface problem is slow, 

Unlike the first two methods mentioned, warnock's method 

does not (Mal in terms of volumes or edges , but in terms 

of areas of the screen, The procedure recursively 

subdivides the screen into smaller and smaller areas until 

the remaining part of the scene within the area is simple 

enough to solve, Ironically, it appears that the comPlexitY 

of the tests needed to check simplicity and the actual 

process of sub(lividing in fact take up a lot of 

computation, 
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50. Introduction, 

In Order to provide a complete computer-based design 

system for plant layout and pipe routing, then the basic 

algorithms described in chapters 2 to 4 need augmenting in 

a number of ways, first to overcome inadequacies in the 

algorithms themselves and second to provide solutions to 

the remaining problems which have not been tackled, In this 

chapter methods of overcoming these problems are suggested, 

and the outline of en integrated loyout,routing and 

detailing system is given, 

5,2 Further Ideas on the Vessel Layout Problem, 

The vessel layout algorithms era the least successful 

on two main counts, First, the assumptions and 

SIMPlifieetien0  made in order to tackle the problem aro 

rather too severe, There and many more factors affecting 

.plant layout than the cost of piping, and although some of 

those constraints can be included, one is still left with 

the problem of calculating a meaningful objective function, 

The approximations used to calculate piping costs are 

crude, particularly in the CE4Se of branched pipes, so even 

when an optimum is found, one cannot be sure that this is a 

real optimum in the corresponding real world situation, Of 

equal importance is the poor performance of the layout 

algorithms, Xt seems that little headway can be made 

without a radically differont approach, 

Current manual methods frequently employ simple 

models of the main plant itemEgy the design Proceeds by 

physically miWing the elements of the model, while making a 

mantel note of any violated engineering constraints, simple 
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hand calculations are used to estimate piping costs for 

each layout, Thin approach is certainly a proven. one and 

hence it MIght be profitable to try and emulate it, 

The most effective way of simulating a model is by 

means of an interactive graphics display, There are two 

mein advantages that could be gained by such an approach, 

Firstly, .the machine can very quickly calculate accurate 

estimates of piping costs for each layout generated by the 

designer at the display, secondly, the designer could 

invoke the algorithms of chapter 2 to operate on smell 

subsets of plant items, while maintaining overall control 

over the design, This hybrid approach of combining the 

automatic procedures with manual methods at a display would 

seem to be the most fruitfull proposition, Also, using the 

hidden-line techniques of chapter 4 would mean that 

realistic images of the computer based model could be 

obtained et any stager although one would envisege working 

with wireframo drawings or even simple plans and elevations 

for any highly interactive work, The disadvantages of such 

an approach might be the limited screen size of most 

displays, the dependence on responsive) computer resources 

which may ho remote from the graphics terminal and also the 

difficulties inherent in several pooplo working 

simultaneously at c display 05 opposed to standing around a 

model, 

5,3 Further /does on the Pipe Routing and Detailing 

Problem, 

In coNtract to the vessel layout nlgorithms, the pipe 

routing olgorithms proPosod are much more successful, often 
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being able to produce realistic optimal routes conforming 

to the deSigner s wishes. However, further development work 

needs to he done, particularly with regard to the detailed 

design of pipe centre-lines, so so to ensure that all pipe 

clashes are resolved, The most profitable area to explore 

is the use of interactive grephicsf however, whereas vessel 

layout Problems are, to a large extent a 2D Problem, the 

pipe routing problem is very much three dimensional, The 

synthesis of three dimensional shapes at a 2D screen is not 

vary straight forward, but hero we can provide a head start 

by routing all the pipes automatically using the algorithms 

of chapter 3, 

The routing stage of the design process would start 

with an automatic routing system, This could just as well 

. be off line as interactively driven, The designer would 

prepare simple instructions indicating the Positions of 

.pipe tracks, favourable and Unfavourable routing areas, He 

would then request that some or all of the pipes be routed 

automatically according to these constraints, The pipe 

centre-lines so produced could be interrogated at the 

display screen, where it would be possible to perform edits 

on them, The problems of communicating 3. dimensional 

information via the screen are largely circumvented by the 

framework of routes already in existence when the 

interactive work starts, por example, it may be desired to 

move a soecion of pipe laterally on a pipe track, This can 

easily be done by identifying the pipe section and then 

requesting a Movef the system would ensure that the pipe 

section reMeins connected at its end Points, 

The Orthogonal nature Of contZeu, l1ne0 jc Very helpful 
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for interactive techniques, one could display an isometric 

view for indeed any axononetric view) of the plant and then 

any movement of a tracking cross can easily be identified 

in movement as a 	xr y or z, The actual manual routing of 

some pipes at the display screen is certainly a viable 

proposition, If a route is constructed on the screen, 

atnrting and ending at two known points, then Provided the 

directions o0. all centre-lino elements can be identified as 

belonging to one of the three standard directions of the 

isometric then the route is wholly determined in three 

dimensions, The construction of oblique sections of pipe is 

more complex, but still not insoluble, The fact that such 

sections .c.lt pjpe are uncommon means that it does not matter 

if they are slightly more difficult to create at the 

display screen, 

The Vest advantage of e  route centroline design 

system such as this is that the designer has to provide 

only a minimum amount of geometric information In order to 

construct the routes, Further, the aystom can always be 

instructed to search for pipe clashes and indicate these to 

the designer for him to resolve at the screen, This 

virtually guarantees error free routes and also avoids the 

problem oP trying to devise 'an infallible pipe clash 

resolving algorithM, 

A major problem is the detailing of fittings on the 

Pipe centre-lines, It is posslOo to position come fittings 

eutomaticallY;  particularly elbows and IT,  junctions, 

However, a Oevolopment of the interactive routing system 

described above would solve the detailing problem 

particuie:ly Well, One would envisage displaying the pipe 
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cenereeline to be detailed, and then fittings could be 

positioned hY merely pointing at the centre-lino,' As the 

system knows all about the 3 dimensional geometry of the 

centre-line then it is easy to determine the 3 dimensional 

positions Of fittings Precisely, -  

5,4 ruture Trends in Visualisation, 

At any stage of the design process so far outlined, 

it would be conVenient to provide an authentic looking 

visuelisation of all or part of the design as in chapter 4, 

There are two restrictions to the hidden-line algorithm 

presented, The first is the inability to handle curved 

surfaces, However, gOod renderings can be obtained by means 

of polyhedral approximations, Perhnpa a serious restriction' 

is the nUmher of objects that can be handled by the 

program, The implemented version can handle 500 faces, 750 

Points and 1200 edges, However, if one wished to represent 

adequately a plant of 20 vessels and 150 pipes, one might 

need 10000 faces, such a scene would take minutes (but not 

hours) to compute and this would be tolerable, The main 

problem i5 how to handle the large amount of data involved, 

The object definition could only be held on backing store 

and one aPProach would then be to segment the object into 

areas of the screen, such that each area considered 

contains less than 500 faces, This segmentation could be 

done by means of a very sinple procedure not requiring much 

conputetion or alternatively a segmentation procedure 

similar to Iternookls method of subdivision might be Used, 

Future deVelOPmens in the application of vicualisation 

techniques could well include the USO of half-tone 

pictures, In general, these are easier and quicker to 
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produce than hidden line pictures, but they can suffer from 

poor resolution in areas of fine detail, More imPortant is 

the lack of generally available hardware to display such 

pictures, Midden line Pictures have the advantage that they 

can be displayed on any graphics device, 

Current trends in 3-dimensional graphics hardware 

point the way to much more sophisticated visualisation in 

the future, There are already displays on the market that 

provide real time motion for not only wirefreme drawings 

but also half-tone Pictures, in the case of half tone 

systems, the two main drawbacks are the limited size of 

object handled and ,also the very high cost, It will be some 

time before we can look forward to a cheap simulated walk 

through a chemical plant, 

Bob.  Thoughts Towards an integrated Layout, Routing and 

Detailing 

In Oectiona 5,2,50 and 5,4 we have examined the 

elements of  an system which is hybrid in itt approach 

combining the use of automatic algorithms with manual 

design methods at an interactive graphics display, Perhaps 

the main advantage that will be gained over the current 

wholly manual. methods is the integration of the flow of 

informutioh throughout the design process, At all OtagOD, 

the transPerence of data from one design task to another 

can be automatic, it hats already been mentioned that great 

imProvements can be made in the economics of using current 

detailing and isometric systema, Also, similar interfaces 

can be provided to existing pipe stressing Programs, At any 

atngo of the de ign, intermediate materials listings can be 
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obtainod at Minimal cost and design documentation such es 

general arrangement plans can be produced automatically, 

In order to provide an integrated system , it in 

11(10000a/7Y to provide a centralised data base which holds 

all information about the design, It is necessary that this 

data base is segmented such that different designers 

working on different areas of the plant can access the data 

base at the same times Once the database is in existence, 

the design and implementation of both offline and 

interactive design programs can proceed, 

It is essential that the design system is readily 

accessible to the designert  and in the case of' the 

interactive progress the system must he responsive. The 

former requirement can be met by any of a number of 

commercially accessible sulti-,access systemis e  but the 

second requirement can only be met by means of a dedicated 

processor°  Although Processor costs are felling rapidly, 

the price of a largo minicomputer is not yet low enough to 

be coot eaective, Until facilities are available that 

combine the cheapness of multiaccoss with the performance 

of a tledioatod system, this is likely to remain a Major 

barrier to the accoptence of the ideas presented here, 

On the question of displays, the choice between the 

storage tube typo display or a refreshed display is not 

clear, ror many interactive tasks, a storage tube is 

adequate, provided .the host machine is sufficiently 

responsive and the Line bandwidth is sufficient to support 

frequent redrawing of the picture®  However, for much of the 

3D work, Ep refronh dinPlay is to be preferred since much of 
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the detailing of pipes end fittings frequently use light 

pen hits on existing picture parts, Also, real time 

rotation cnn be genuinely useful for appreciating a complex 

3-dimensional situation, This facility is impossible to 

provide on a storage tube display, but adequate continuous 

rotation is easily provided by software techniques using a 

refreshed display, 

The techniques exist now to produce en advanced 

layout, routing and detailing system whoSe performance 

would compote very favourably with currant manual design 

methods, The increased speed of design incorporating 

automatic checking procedures should onnUre bettor and 

choePer. donignS in the future if such a system were 

implemented, 

- 134 - 



RErERENCES, 

- 135 - 	••• 



1 Verginln,C,,-  and Rogers, J,D,, 	"An Algorithm and 

ComPutationaI Procedure for Locating Economic 

racilitien", Mane  Sci.,, 13(6), (1967) 

Mamelalt, J,5 9 , 	"The Placement of Computer Modules", 

Je ACM„ 13(14),(1966) 

Rilllor, 	F, S, 	and 	Connors, 	M,M,, 	"Quadratic 

Assignment Problem Algorithms and the 1,c:cation of 

Indivirible Facilities", Man, Sci, L3(1),(1966) 

4 	Vollmann, T,E, and Buffer  C,S,, "The Facilities 

Layout problem in Porapectivell, Man, Sci,, 

12(10),(1966) 

PomentaLe, T,, "An Algorithm for Hinimining Deoxboard 

Wiring Functions", C,ACM, 0(11),(1965)' 

6 	Steinberg, No, "The Daolcboard Wiring Problem; A 

Placement Algorithm", SIAM Review, 3(i),(1961) 

Mun%rea, J„, "Algorithms for the Assignment and 

lranrportation Problems", J,SIAM, 5(1),(i957) . 

0 	Lee, CI,Y t, "1n Algorithm for path connections and its 

sPP1(-ctitions", IRE Tran5, ECIO, (Pp346F,353),(1 0 01) 

9 	Nichelnon, T,A,J,9 "PindIng the Shortost Distance 

between two points in a -Notuorkn o  comp, J,, 

9(3),(1966) 

10 	ray bey, 11,A,, 	Land, A,M g, and MurohIand, Jul)°, "The 

ce,5ccdc-  Algorithm for Finding All Shortest Distances 

in A Dirocte6 Oraph", Man, Sci,, 14(1),(1967) 

11 Berge, 	"rhe Theory of Grarh2  end it 

- 136 - 



Applications", nothuen, London, (. 1962) 

12 	Loberman, Ho  and Wcinbergerr A., "Formal procedures 

for connecting Terminal!) with n Minimal Total wire 

Length", J,ACM, 4(4),(1957) 

13 	oolimberti, p, and  hontanari, U,, "An Algorithm for 

Hiddenidlina Elimination", C, ACM, 12(4),(1969) 

14 	LOutrcl, P,P,, 	So1utiOn to the Hidden-line Problem 

for computer Drawn PolyhodrO r  IEEE Transactions on 

Electronic Computers, EC/9, 3 (1970) 

15 	boutrair  PcPc, 	Solution to the Hidden-ling Problem 

for . Computor Drawn polyhedre f  Dept, of EIsce Eng,' 

Hew 	Yorlt 	Univ ® o 	Bronx, 	NoYev 	Techb 	Rep, 

400P467,(1967) 

16 	Roberttit 	14,0" 	"Machine 
	

Perception 	of 

Threeg,Dimensional solidau e  MIT Lincoln 1,aboratory, 

TR31S e  (1963) 

17 W a rnoclt, tYcEo f "Fs Hidden-Surface Algorithm for 

Compute,:v.generated Halftone Pictures", Comp, sci, 

-Dopt6_, Univ, of Utah, TR 4,-.15 t  (1969) 

18 	Appelt  Aor "The Notion of Quantitative Invisibility 

and the Machine Rendering of Soltde p  pros, 22nd Nat, 

CO,ra,) Anil, Thompson nooltu c  Washington Dye. (1967) 

- ;7_ 


