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SUNNARY,

The uge ©0f comPutors in chemical plant design has
l1araely occntred around process flow sheet design, vessel
design‘and the output of production documentation from the
layout andd routing phases, The work repbrted in this thesic
identifiies a pnuUnber of proplems concerned with thé layout
and routing phasces and as sucgh attempts to bridge the gap

in the deslgn process,

Three scparate problon areas are tacKled: £irstly .the
vessel layout problem; sccondly, the pipe routing prohicn;
and thirdly, the visdualisation of a digital model 0f a

chenical plant,

The vasscl layout problem Lis tackled by modelling
eqch veesel as a collection of simple modules which have
relative pogsitional constraints imposed in order to
reprosent aiffering vessol. sizes and shapes, The sane
systom of constraints 45 used in order that relative or
absolute constraints «can be imposed on the layout as a
whola, Intelligent search procodures are used to optimise
the. layout, and because of the combinatorial explosion
inherent in such problems, faollitles are provided for ctne
usar to spacilfy additional constraints which reduce the

solution tlme,

The pipe routing problem is tackled by Using a
shortest Yyoute algorithm that geherates minimal Youtes on
ah  automatlically generated network, This network is so

consiructed that all obstacles in space are avolded by the



rouéed _bipes, Algorithms fer routing branched plpaes with
thrce or nmora terminal'nozzles are presented, The rouvting
aigorithms.are designed stuch that constraints on a routing
schene can ha incbrpoﬁhcd by the usSer definingffavourable
or UnfavVourahle VolumesS for routihg pipes. aAn algorithm for
j0intly minlnising the cost of pipe and bends is also

prescnted,

The chapter concerned with visualisation deScribes a
govel hidden=line algorithm which is cabable of handling a
reasonably complex scehe, A chenjical plant {is defined as &
collection of polygons which approximate the surfaces oi
the vessels and other itoems$ in the scene, This algorithn
has wider application <than the chamical enginearing
industry andd as sucgh 48 sSignificantly superior to othes
published hidden~line algorithms, The couputation time
increcascs a little more than linearly with scenc

‘conplexity,



CHAPTER 1}

THE USTH O cOMPUTERS @1l CHEMICAL ENGINEERING DESIGH,
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1,1 Introcluction,

1t has long beeh rYeallised that the design process of
a chomical plant contains many tasks which are amcenable to
tho applicatlon of computer techniques, In pa}t1CUIar some
a8Pects 0f the design procesSs amount to Well defined
nunerical problgms which can be translated 1Iin a straight
i_forwurd mannaer {into 4 program suitable for a computer,
other arcas o©0f %the desigh process are not so egsy to
autonate, elther beccause the numﬁrical PrXoblems are
difficult to solve as a problem i{in numerical analysis, or
beacause tho task 18 not well specified and relies on such
factors gs the enginoe;s inherent Xnowledge of the problem,
Into thip latter cataegory falls the area of plant layouc
and pipe routing, which Ls the subject of this thesis,
Although Ve are concerfned With plant laYout proklems in
genaral, 1t 18 relevant to examine the whole Of the desian

procaess with respact to process plants,

1t {s possible to segment the design Process of a
chemjcal plant into five nain phases, The reason for this
segmohtation {8 in order to break down a large problem into
a sorles of amallexr problems which can ke tackled in
sequenco, This tharefore agssumes that every phase cah be
taockled independently provided the required results of
earlier phasfes have Dpeen determined, IN practice, any
design solution is fteragtive, there being a requiroment fox
feadback fixom later Phasos to an earlier phase, but the
amount of jteration permitted to the designer has to be
liniteq by deadlines Inmposed on the design task which are
dictated by the overall requirements of getting a new plant

on stream, Therefore any contribution that can shorten the

- 11 -



tine taken for ocach design step will allow more design
alternatives o bo avaluanted and hence a better solution

should result,

’

The five phases of chemical plant layout design can

be categorlsed as follows;,

1) process flow sheot and vessel design,

2) Layout of main plant items and Bsupport structure,

3) pipe routlng,

4) Detalled positioning of pilpe fittings and instrumentation,

5) Dpocumentatjion,

Thae two areas that have beep tackled usipng computer

techniqueos are phases 1 ahd § A number of systems now

’
exist to evaluate process flow sheets and mnany companies
have thelr ovwn vessel design programad8, The area that has
Yecoelved mnoat puhlicity 18 the automatic production of
isomotric pipe  drawings, bills ©Of guantities and
fabrlcetion schedules, These are areasS many companies havVe
fouhd possihble to isolgte and replace by computer methods,
but the input to such Bystoms has to be coded manually and
henco nuch of the potential profitability is lost, Here
then llies onhe of the advantages of providing g c0mpu£er
based vesgel layout and pilpe fouting system, all the input

which 15 novw goded manuglly for the documentation systens

can be replaccd by automatic procedures,

- 12 -



1,2 The 8copa cof this Thesis,

The layout and routing problems are sp€cial in one
senso, In that design conastraints are largely geometrjc and
the probloms to he solved axe combinatoriai in nature, as
opposed to fupctional, In no sense is it possible to write
down a solution of tha prohlem as a function of a few input
parancterg, a8 one can with some Vessecl design procedures,
Thus the prohlems to be solved are severe, hoveVer three
main prophlen areas are tackled here, All three sare

consldered a8 sBaelf contained problems and 4in all cases

wholly automatic solutions have been sought,

Chapters 2,3 and 4 attompt to provide solutions to

the vessel layout probhlem, the pipe routing problem and the

visualisatlion problem Of a design held by the computer, A

f£ifth chaptor 48 included to asaess the importance and
practicabllity of the results of chapters 2 ¢to 4 and to
sugdast ways in which the algorithms devised can e
incorporated inh an integrated layout,routing and detalling

systonm,

- 1% -
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CHAPTER 2

ALGORITHHMS FOR PLANT LAYOUT,

- 14 -



2,1 Introductjion,

The -Qessol layout problém 18 o parxticular kind of
assignment problen, As8ignment problems8 arise 4in many
fields, for cXanple inh the elactrical indua€ry where 1t is
required +to arrange electrical components oh a printed
clrcuit bpoard or in the shiprbuilding industry where it {s
required ¢to 1aYout shapes on shoets o0f metal in order to
ﬁroduce hull componehts, Layout problems in general have a
nunber of features in common, They déal with the geometric
arrangefnent of conponents in two or three dimenhsions, The
resulting arrangemont must gsatisfy certain constraints, and
sone Objective function must be minimized, Layout problens
differ from one ahother because the constrainﬁs are
different or the oOblective function is different, ror
example, VYergin and Rogers: (1)} describe a procedure that
.takes no account of, clashing items, Nearly all solutions to
layout problems are based on some combination of exhaustive
search technlquea and heuristic programming, For example
Hanelak (7)) gives a very involved recipe as opposed to
Hillier and Connors (3) who uBe a search approach in a
manner sinilar to the mothods described {n this thosis,
Vollnann and Buffa (4) identified many of the fundamental
problems and common misconceptions concerned 'with solving
layout problems automatically, We will oﬁtline herae what
particulay featuros are characteristio of vessel 1ayqut in

the chenical {ndustry,

A chenical 'plant i8 a three dimenaional arrahgement
of oomponents consisting of the main plant items, & main
plant {tem is usually & Vvessel, but could just as easily be

any large item which is not permitted to occupy the sane

- 15 -




spaco.  as another component, The components in the layout
are éonnected by PpiPes which abut onto defined nozzle
posjtions and it 48 Treduired to minimiZe the cos8t of piping
required to conncot up the plant, Other ¢osts might also be
1nclﬁded ihsthe?ohjectiv; fﬁnction for example the cost of

support structures, erection costs and running costs,

The escontial thiﬁg about any cost is that it should
be computahle and 1f aytomatle layout procedyres are to he
used, then it 15 necescary that the computation can be
carr;ed‘ out quickly, sinée a large number of alternative
solutiohs will nead to be evaluated 4in the optimisation

procedure,

The constraints imposed by the vessel laYout proplen
affect the poarmittod posiyion of the vessels, FOr example a
vessal might require to bo £ixXed at a certain location or
restrictedd to a cartain defined area 0f the plant, 2
‘relative constraint might he imposod affecting the relaotive
poaitions of two Ltens, T[or exampPle t%o Vessels might not
be pernitterl to bha placod within a certain distancq of one

another,

In this chapter, approaches are proposed for solving
these prohloms which are offjicient provided that the size
of problem +tackled 1s not too large, 8implifications are
made in defining the Pproplem before it can be tackled and
in doing this there 13 the inherent risk of solving a

difforent proplem firom the one intended,

The fol}lowing basic Information 15 assumed. at the
start of the vessel lsyout phase;

(a) the process £low shecot Which defines schematically the

- 16 -



nanhey in which the véssels are to bhe connected
(b) vessel dlmensions
(c) site dimensions
{d) terminal positions of pipes on vessels
(e) estimates Of the c0st per unit length of pipes
(€) relative and ahsolute éonaéiaints imposed on the vessel

poeitions

2,2 Backgound andvnasic.Assumptionn.

The vessels of a c¢henical plant comprise an
assortment o0f object types that vary in size and shape,
Although the prohlem might be considered a5 a three
dinensiongl 6no, in practiqu mgny problems gre essentiglly
two dimenslonal since the level of each vessel 18 fiXed {in
order to satlsfy pressure drop conditions, when units are
permitted to wvary in level then theY can elther be
"gonsldered af baing independant S{ the tvwo dimensional
layout proplen or the proplem can be discroetized in layers
cgorrposponding to the various levaels of support Structure in
dany' plants, In this case va have a two and a half
dinensiongl brOblon. There i8 1h general ah {infinite number
of possible Wways to place a set Of vessels on a given site,
put Lt 1s‘conVQniont t0 adopt the use of & grid such that
each vesBel can only be Placed at a discrete numpber of
positions on the site, Thus, 4f for simplicity's sake, we
cah assUme that all vgssels are thoe same size than ecach can

be YreproGented bY a Bquare unit which is permitted to

occupy any of! the (di8crete positions on the grid,
If each ¢grid position 18 called a NoOde and LEf there

- 17 -



are n nodes and n ynits (m » N} then there arc ml/(m=n)l

waYs of arranging the uUnits on the nodes,

For cach configuration of Units there is an
associated «aost function which 48 taken to bé the wejighted
sum of the piping lengths hetween all the Units, In the 2D
case, the Dlpe length between twWo units occupying node

. positions L, and j (coordinates X, ,¥,1X ,¥;) is taken to be

TN
(ﬁﬁgﬂ+{%-%‘+n

where D! 1s some correction factor that could be included
to account for thevamount of extra bpiping that might be
nesded to avojid other units or to account for the fact that
pipes do not emerge £rom a grid point but from the sides of

the units,

At  tnis stage. no account is taken of the numper of
bends, since {t is impossihle to estimate unless a detailed

qesign of oach plpa 1ls separately undertaken,

since In genaral we are considering placing 'n' units
on fm! nodes.'m 2 n, then we have (m = n) dunmy units
occupying the unused nodes and these have no pipework
asasociated with +them, The problem 48 to determina that
configuratlon of wunits that has the minimﬁmJVa1Ue of the

cont function assocfated with it,

In ordexr to formalise the above outline theny

1et the Bct Of Units boi U nm [U‘ lus'ooclun]

let the et of nodas pe;y N = [n,,nz,...,nm]

- 18 -




conelder any placenent p of the Bet of units U on the set

of nodes N,

P 8 P, 4P 1eesiBy} D€ N and ia the position Of unit f,
: L

¢
.

17

P 18 a pernmnutation of N,

Once the numper off units i{s more than about eight the idea
of <£inding the optinun permutation by means of an
exhaustive gearch ~becones 4impractical, A number of.
appProaches haVe baen 8uggosted which are based on taking a
eupsct of the placement and improving the global costs by
rearranging +the units in the B8ubset, If one ochooses a
nunﬁor of suhaota'and proceeds bY improving the layout in
an fLterative manner,' evantually a stage will be reaéhed
where no further inmnpProvement c¢an be Nmade within fhe
framework of the method wused and a local optimum will bs

reached,

Now let us consider any subhset of the units;:
Ulu (uu'uu'o--ruwl r<n

and tho placement of U‘iB

P‘ " [p“'p”.'.lﬁelp“y)

then the ldea is to rearrange the units of U, on the node
ponition of P| such that the resulting global costs are

mininized,

Let ug e¢Xamine how the cost of the piping is made up,
First, tho coet of apny one pipe running between unit 1 and
unit 3j s QJ,L(Di,pj) where CU is the cost por length of
the pipc and ,L‘pinJ’ is the length of pipe needed to go-

- 19 -



man i1 for job J is Rgu With one mah per 3ob, the idea is to

maxinize ZR‘:J.'

The problen can be cast in this form since the cost
c;f piping for each unit ué€ U, can be computed for cach node
belonging to H, irrespective of the positions of thé other
melbers of U. « Thore 1s an efficient algorithm for solving

the asslgnnent problem for numbers O0f unlts up to at least

twelve (sece 7},

The Important thing to remember with these approaches
is that +the optinum soluytion is not necessarily a global
aolution, and that the f£inal solution will depend onh the
initial configuration and the order in which the subsets

aro taken for rearrangilng,

However, it is intuitively obvious that a better
solution is more 1ikely to regult Lf larger subsets are
choson rathex than smaller ones, thus such methods depend
on tho existenhce of efficiant algorithms for finding the

minimum placement of a subsat,

The ahove discussjion has not taken account of
posjtional constraints. The method of unconnected sybsecs
no longor appliesa 4in the presence of constraints, Pair
swoppbing Jls very 4ineffigient for constrained problemﬁ
because Lt ia neccésary to permute larger subsets of units
'thnn two Sn order to maintaln satisfaction of the
constraints, Tha abllity to include constraints {s
important, 6ince among other things 1t allows the facility
to handle Vesscls of different shapes and sizes without

further conpljcation,

- 21 -



betwean P anﬂ'gj, I£f the expression CG,L(PL.DJ) i8 denoted
then the total cost s,

K‘:J"

Exij - E Kyj + g Kej + § Kjoo
L3€Evu 1ieu, 13€u, 1€U,
1<) {<3 i<} 1€V,
n c, +* c, + Cy

Hence I1f we aYXe only rearranging the elements of
U‘,wé need not aonsiger C, in the process of finding a
ninipnum since it remains constant, Thus in the general case
it is bnly necessary to find the minimum of (C +C3) {n

order to find & nevw placcment of Uy o

The slmplest application of this abPproach is to take
a Pair 6£ noges, and find the minimum ©Of +the two
alternative placements (see 5), If this procéss is
continued for all possibla pajirs of nodas until no further
improvemant c¢an he Nade nO matter what pair of unjts s
switched +then soma local optimum solution will have peen
reached, This solution might depend on the initial starting
configuration and the order in which the pairs are
switchod, AN exteonsion of this jdea.is8 to iterate through
all poscible groups of threce or more in a like manner, The
larger the suphsets taken , the longer it wWill take, but of
course a better solution is t§ be ¢Xpected, AnoOther
abproach {8 to choose the &ubsets Of uUnits U, such that its
elements are ynconnected to each other (see 6), Now the
proplem of £inding tho beft placement of Uy hecomnes the
dlouaical asslygnnant proplem, This problem can be cast as

follows, TheYXe aro 'n' men £or 'n' jobs and the rating of

- 20 -



Consider first unit
U=l

No

\

Find next available locat-
~-ion L for unit U ‘

New
{ minimum
solution

isU

acceptable in
focation L

~ s U
the last unit

7

L]

Consider next unit
U=U-+lI

No more

”

Consider previous unit
unless U=l
U=zU-I

U=l

FIG. 2-1 : FLOW CHART OF SEARCH PROCEDURE
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FI1G.22: INTERMEDIATE STAGE OF BASIC SEARCH ALGORITHM



2,3 A Tree~structured Search Algorithm,

Although 1t 4is just conceiVable that for some small
proplens, an eXhaustive Bearch of all permutations coulgd be
~undertaken, 14 is obvious that a nore 80phis£icated, faster
uPDrOach J8 needeod for larger proplems, Therefore a way is
needed of accelerating the search to such an extent that
the procedure will terminate in a reasonable time, AS a
basis, a stralght forward nethod of bullding up a layout
schene Ls considerod and then various methods are proposed

for accelerating the procedure, A flowchart of the bpasic

seaxch procedure appears in filgure 2=1,

Units are humpered Sequentially before the search
begins, 4his being the order in which they will pe prought
into the golution, This order is important, Lecause it can
have a harlted effect on the 8peed O0f solution, Imagine the
procedure at an intermediate stage where we have piaced
four units on fiour nodes and anticipate Pplacing the fifth

unit as shown in figure 2-2,

If I, Is a prospective location for placing the £ifth
unit, then we can calculate the cost of all pipes, shown
full, runniﬁg betwaen the firs£ five units, 1n addition wa
can also ohtain some lower bound for the coats of all
pipes, shown dotted, connecting units 1 to 5§ and units with
sequence numhers ¢greater thah 5 (i,e, those units which are
vyet to ha placed), A simple lower boung could be the
shortest lendath which each Dpipe could pgﬁsibly take, this

being the distance boiween adlacent grid locations,

He npow havo a lower pound e&6timate of the total cost

of the optimal solution with the first five units placed in

- 24 -




theso locations, ©nhould this estimate be greater than sonme
solution previously found to the whole problem, then it is
clearly not necessary to leave unit 5 in this position, and
50 it can be movad tO0 tho Next avallable poésition and the
procedure repcated, If howover, the lovwer bound estimate is
less than the provious estimate, then we can carry on aﬁd
try to place the 6th unit, when all available locations for
unit 5 have hean investigated, then we step back, to unit ¢

and advance lts posgition in a similar manner,

This procedure amounts to a tree-structured Bsearch of
all possible golutions with tests condycted ét each hode of
tha trce in order to decido whether to pursue a particular

branoh further,

Positional constraints can be easily incorporated in
tho above gcheme by testing whether the poOgition of a unit

18 aoceptable at the same time as testing the cost,

If tha oonstrgint is an abSolute one, then this is
very strajght forward indeoad, howchr, if the constrajint s
relative then it depends on Whether the other unit involved
in the constralnt has been placed or not, Constraints could-
1hVolve nore than tw¥o units, and in general such
constraints can only be tested for the last membér of the

group placed,

If we axamino the efficlency of the procedure, with
reference to figure 2~2, then it can be geen that unit §
has 11 avallble locations, It is desirable that most of
thase 1l optjione are rejected without proceding to unit ¢.
The loWer hound test {s one waY of achleving this

reduction, hut also constraints can becoOme very helpful

- 25 -




R

here, In fact tho more constralnts imposed on the layout,
then in ganeral a quicker solution time is to be expected,
In the extreme, W¥hen all units are constrained to lie in
pakticular grid locatlons, the above procedure takes
virtually no time at all, but then it would be a poor show

1f it did not,

In ordeyr that the solution be obtained quickly, then
it 1s advantageous 1f ¢those wunits which are +tightly
conptrained are placed hefore those which are loosely
constralinecd, Thus those units whose Pposition {8 fixed
should be placed first, Tho critéria for which units should
follow ig not so elear, but good rules for choosing an
ordering depend 'on the cost of the connections with units
already placed, 1In particular if a rigid sub-assemply of
units 1s indicated pY constraining the distances between
unlits Iin each sub=~assembly te have a filxed value, then a

gooad 1rule 18 to place large subwassemblioes prior to small

oneés,

A further polnt which needs clarifying and which also
haB' an important bpearing on the sreed ©f solution 48 the
targot cast, One approach {8 0 gommence With a very largo
targot cost, If thls i8 done, then the f£irst solution ifound
by the sesrch will usually not be optimal, but it will he a
solution @gatisfying the constraints, This first solution
gives a nev, nore neaningful, target cost, The target cost
gets s8haller aB nore new solutions are found and S50 the
lower bound test beacomes more effective and the progression

of the search accelerates,

A way of dellberately accelerating the solution is to

~ 26 -



sub=optinise, In othor words, whenever a new solution is
found, a target c05§ is set which is less than the new
mininmum ‘vgqlue, This approach 18 acceptable Lf one can say
that a solution within s8ay 5% 6f the minimum 4is
satisfactory, These Ppossipilities are illustrated 4in the

test examnples in section 2.5

An alternative approach to the above 1s to start with
8 Very low target cost, This might be the sum of all the
lower boynd costs £or each pipe, HOwever, there 18 a risk
that this targot gost 1s less than the nminimal 8solution, in
which case no solution will be found, but the search may bhe
acoonplished quickly, If this happens, then the target cost
can be ragsed by a'small anount and the gearch recommenced,
BY adopting low target values, the offoctiveness of the
lowgr bound test 18 magXimised, ho%Wever, for each lncrement

in the target cost, the search time gets longer,

So far we haVe discusScd the effects on the speed of
solution o©of ¢the placement order of <the units, the
positional constralints, and the size of the target cost, A
further factor which affocts spead 1s the quality of the
lower bounds used, The lower boﬁnds suggasted have the
advantage of bheling simple to compute, but Iin many cascs are
too low and hohce lead to long search times, The following

sectlion shows how higher 1owér bounds can be obtained,
2,4 Conmputing Improved Lower Bounds,

The mothod adobPted for computing improved lowver
bounds s roaursive in nature, Having placed a subset of
tho units We require a lowor bound estimate of the cost of

pipes connecteod %o those units not vet placed, Thus one
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Order of placement
for initial problem

Subproblem ‘6’

Subproblem's'

Subproblem 4’

Subproblem‘B'

Subproblem 2!

FIG.2-3: UNIT ORDERINGS FOR IMPROVED LOWER BOUND

CALCULATIONS,

- 28 -



could congldey the problem of computing this lower bound as
a Bube=prohlem which in order to be s0lved generates it¢s own
sub=problen and 80 on, Tharefore in order to solve the
initial prehlom 1t is raquired +that all sub~proplems of
that problem have already been so0lved, It 18 theh to ba
hoped ¢that the lower ©bounds resulting from this lead to a
smaller nunper of allowable placements at each 6tage of the

algorithm,

The example Ln figure 2~3 illustrates the seqQuence of
sub=problens solverd, The polution to sub=Problem 12! is {in
fact the solution to the original problen since all units
and plpes are present, The order in which the units are
placed in cach suprroblem i8 important L{if the lower pounds
conputed firom proviouUsly 6olved Sub=proplems are to be
used, For oexXample, the ordering for sup=problem '4' was
generatced as £olloWs, Sub-problem '4' is required in order
to gonerate the lovwer bound to be used when trylng to place
units 2 and 3 in sub=Proplems '3I' and '2'!' respectively, so
unit 4 15 the first unit, Following unit 4 {s unit 3 which
although it has a smalleor sequence number {s connected to
unit 4 and is therafore included with this sub-problenm, The
seqﬁonce 1ls terminatecd by vessels 5,2 and 6, N¢te that the
pipe connecting units 2 and Y is not included, If the
ordering of Bub~problem '4' is now examined it can be scen
that the lowex bounds found in SuUpeproplems 1§51 and 'g! are
usad when Dlaclng Units 3 and 2 respoctively, we still need
a lovWer bound for pPlacing unit S 4in this sup=-proplem, This
i8 calculatert a8 the mininum £0X subwproblem '6*' rplus the
lower hound ecstimate for the pipe connecting unit 5 to unit

2,
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'| ‘Consider subproblem

for last unit U

~
Compute initial
LOWERBOUND
TARGET= LOWERBOUND
f A
SEARCH PROCEDURE
\ A
LOWERBOUND Was a
= TARGET solution found
TARGET=TARGET+§ ? .

LOWE RBOUND =
minimum found

|~

Consider Subproblem for

previous umt U=U=—{

No More

FiG.2~-4 . STRATEGY FOR FINDI}NG IMPROVED
LOWER BOUNDS
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The strategy £for =solving the conplete problen is
showh in filgure 2-4, A particular feature of this strategy
is that 1t caters for the eventuality of a sub-problem
paing too dlfficult to solve, and When this arises, the
highest targot value whioch resulted {n a completed search
is used, In order to measure whether a SUb-prObldm is too
1 difficult, a ocount is incremented every time the solution
moves forward after a Buccessful unit placement, Before
each sub=prohlem is8 comnenced, a limit is set on the number
of forward steps allowed in the batic search algoritﬂm. 1£
this limjt {8 eXceeded then the search procedure exits
before conpletion, This feature is important because in
B0RNe casos, bad orderings can arise within a sub-problen,
anhd it {s not worth spehding an excessive amount of time

finding a solution,

1t 1s olear thagt each sup~proplem is free of any
conagtrajints and costs which may be imposed on 4t by the
rest of the layout and hence the lower bound computed may
well be lessg than the contribution 0f the sub=problem in

the completed layout,

2,5 Results of Test Runs,

In orxder to provide experience of tho use of the
techniquos descrihed above, the search procedure was
impilomented, and then thisc was embedded in a second systen
to investigate the acceleration obtained by computing
imnproved lowar bounds, The input to theSe Bystems compLises
a list of pipe conhection costs followed py lists of
relative and absolute constraints, Pipe connections and

relative conatraints are only permitted between pairs of
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units, Branhched PiPes are anhalogous t© constraints
involving nore than two units and can only be, hahdled in
the test program by replaciﬁg the branched pire by a set of
pipes conneating pairs of units, In &ome cases, this
repreSéntétion can give a good approximation, but in others
it is poor; Yessels Of qiffering silze and Share are handled
bY rigid suh~assenklies of units, with contraints imposed
to maintain a fixed distance betWQen units, however pipe
terminagl points ara res8tricted to be from the centre of the

units only,

Layouts are dgenerated bhy thé test ® program on a two
dinensiona) roctangular ¢rid, The extension to three
dimensions is strgight forvard, but this wWould lnad‘ to a
large increase in problom si{ze, This increase could lbe
offset to éoma eXxtant by constraining many Vvessels tC be an

specific lovals of the grid,

Thorxe are aeQQn tYpes ©0f gqonstraint that. are
pernitted between Palrs of units, 1I£ 1d' {5 the distance
between units, x,,y, and x,,Y, are the coordinates of the
“tvo units, then the BaVen constraints aret
d » spacified value
d < Bpacifiocd value

d > gpecifiod value

In addltion, 84x types of absolute constraint can be
imposed on unit posjitions:

“x m apacifiod value
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Minimum cost=26

Constraints : X, <3; Y, <3

FIG, 2-5 EXAMPLE |
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Minimum cost=52

Constraints : Xy<4; ¥, <3

FiG.2-6 ! EXAMPLE 2
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Minimum cost=23

3 8 13 18 17 16

| I____ . 5 ' !

4 0 mmJ 14 19 12 H
5

5 10 5 ——| 20 7 6

Constraints: X9 <5; Y4 <3

FIG.2-~7: EXAMPLE 3
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Minimum cost=18

21 22 10 9 7 8
|
18 i 14 i9 5 6
17 12 15 20 3 4
16 I3 e ! 2
}
25 26 27 28 29 30

Constraints:

FIG. 2-8:

X25 <45 Y25 <4

X 11 = X13; XI6 = XI8
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Minimum cost =19

22 10 8 6 2 2
21 9 7 5 3 [
" 12 13 19 20 (—|—{ 24
16 17 18 14 5 —:—_@
25 26 | 27 28 29 30

" Constraints :

Yn >3 forn=1,2,3,4,56,7,8,9,10,21,22

Xi=X; for(i,j)=(1,2),(3,4),(5,6),(7,8),(9,10),(21,22)

X25<4

Yn <4 forn=11,12,13,16, 17, 18, 14415,19, 20, 23,24,25,26,
27,28,29, 30

FIG.2-9 EXAMPLE 4(b)
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Minimum cost =77

9

2 g
K i i
'rg 10 = |30 26 22 I8
|
7 g == 291 lo5 21 P i7
)
3
5 6 |= 28 24 ——20 16
l
|
3
3 4 27— 23 19 F——1 15
{ i ! |
S 2 === 12 i3 14
Consitiraints:

Xi<3 fori =1,2,3,4,5,6,7,849,I0

Yi=v] for (i,)) =(L,2),(3,4), (5, 6), (7, 8),(9, 10)

Xi>2 for L = 11,12,13, 14
Yi<2 fort = 11, 12,13,14
Yi<a4

FIG. 2—10 ¢ EXAMPLE 5
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X < spdciinG value

X > spoclfied value

y = Specifiedhvalue

Y < ppacified value

Y > spacified value

In all the teost exanples, the grid size is taken to

be unity and pipo lengths are conputed as the sum of the

distances hetwoen unit centres along the grigd directions,

The five test problens are 111ustrated in figures 2-5
to 2=10¢, In somc cases, constraints are imposed on the
layout to avold Bearching for symmetrical solutjions, For
example in example 1, unit 1 is constrained to lie within
one quadrant of ‘thc layout, Whon vessels are introduced
conprising mnore <than one unit then these are hanhdlead ﬁy
fixed disltance constraints, In eXample 3, the vessel
conprising units 13,14 and 15 is specified by fixing the
three distances (13,14) (14,15} and (13,15), As already
mentioned, %the basic measurfe Of officiency is taken to pe

the numbeX o0 B8teps8 forward in the Scarch pProcedure,

EXamplao l; This oxampPle wgs8 tackled for two orderings of
the units as follows;
(e) 1 2 3 456 7089 lo 11 12
(b) 6 11 2 4 3 1 57 8 12 9 190

When the simpleo 8earch procedure was8 aprplied to this
preblen, (&) took 2552 staeps and (b) took 4085 steps, thus
illustrating the markKed effect o0f the ordering on the
gsolution time, in both cases, tho 1nitiai target cost was
high, As an oXperiment, (b} was solved given the mininmun
targot of 26, Dpbut the number of steps Were reduced bY a

small amount to 3973,



Wwhen the method of improved lower bounds was applied
to the two ordorings, ¢the final problem took 229 and 2189
stope respectively, In tha case of (a) this represents a
marked acceleration 4in the solution speed, however one
sub=problem of (a) took over 6000 steps Dbecause the
ordering was particularly :bad, gverall, the method of
improved loweyxr bounds took significantly longer for (a) and

slightly longer for (b),

Example 21 ?his axamPle was deliberately chosen as a case
which would bencfiit from <he method of improved lower
bounds. Wwhen the sinple soaroh method was applied to this
problen, it was falirly gquick to £ind a minimal solution,
but this wapg luéky because there are many alternative
solutions with the same minimum value, wHowever, aftér
findaing  the  minimum, the search WwWas nowhere near
terminating after a furXthey 150000 staeps; When the prégram
was halted, Whon the mcthoq of inproved loweXr bhOURNGds was
tried, the ﬁinhll sub~problem +took only 2857 steps to
conplete the scarch, This acceleration is easily explained
by comparing 4+he lowar bounds used:
sinple lower hounds;

| 41 39A36 33 30‘27 24.21 18 15 12 9 6 3
improved lowar houndsg

51 49 45 41 37 33 29 25 21 17 14 11 7 3

For the filrst few units placed, the simple lower bpounds are
9 or 10 lover than the {mproved lovwex bounds, which means

many more frujtless placoemonts for these units,

Example 33 This exanple 1llustrates the use of fiXed
distance constralnts {in order to handle vessels of

aiffering slzes and sBhapes, The simple Scarch procedure
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took 1002154 stéps when starting with a high target cost,
sut it found the soiution in 32879 steps when given the
minimum cost of 23 as g target, The method of improved
lover bounds took 29465 staeps for the Eiﬁal stage, howaever,
tho total ateps taken for all sup-problems leading up to

tho final proplem Was Very much more than this,

Example 4i This oXamPle is tackled for two differing scts
of constralnts, the constraints in 4(b) being more severe
than in 4(a), In nefther case did the simple scarch
terminate after 1500600 steprs, evan with a low target value,
Hovwever, nLioth problems wvere solved by the method of
improved JowWwer bounds, taking 33511 and 57767 steps
regpoctively for the £inal stage, For many ©Of the
sub=problens tackled, no solutjion Wwas found within £he
presoribed llmit of 25000 steps, Theo improved lower pounds
were oOnly maréinally above the simple lower - kounds, bput
this Wwas enough to cause a significant acneleration in the

search,

\

Exanple 5 This oxanPle {s a heaVvily constrained pxroblen
where the final pipe costs are vary mnuch higher.than the
sinple lowar bound estimates, The simple scarch brocedurc
took a total of 95091 steps, kut the final stage of the

method of Improved lowar bounds took only 2477 steps,

Thesa results show that £for simple proplens,
intelligent aearch methods can find optimal solutions in &
reasonablc tinme, In somo cases, the method o0f improved
lower Dbounds takas longer - overall than does the simple
search prooecdure, but in those casaes whore it taxes less,

thae sirmple saarch procedure could take hours or even days
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to find a solution, A wuseful point 4in favour of these
methods 138 that the designar can provide 'help'_in the forn
of additional constrajints whenever a problem is encountercd
which taXas an oXceSsive armount of time to solve, These

additional constraints have the effect 0f restricting the

searoh to a sraller number of options,

T
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CHAPTER 3

ALGORITHMS FOR PIPE ROUTING,




3,1 Introduction,

Chaptef 2 WgB concerned VWith finding the optinal
layout of Vessels on a sita, and 4in so doing it was folund
neces6aXy to Nake sinPlifications tO the co;ting functions
in order to g¢gain naXimum Bpeed Of solution, At the end of
this firgt stage, very little is known about where each
individual pilpe Wwill run, although crude estimgtes have
pbecn made 0f the costs of ecach pipe, based on the fact that
most pipes run orthogonally in diFections parallel to the
coordinate aXes of the plant, The first stage assumed that
estinating piping costs was essentially a two dimensional
proplem, hut to obtain an absolute estimate of costs as
opposed to g folntive one for different two dinensiongl
layout representations, 4Lt 1s of coUrse necessary now to
find optimal pipe xoutes {n threc dimensions, Inh the layout
stage costs vere simplified 4in the hope that an 'optiral!

laYout so found would bpe glose to the true optinum 4if nore

sophicticated cost procedures are used,

This chapter i85 concerncd with obtaining a petter
estimate o©Of +the c¢ost of pipes associlated with’a fixed
layout of vaessels, The resulting output of this phase will
give the bhroad saheme of pipe routes such that the basic
geomctry of aach route is known, and hence the positions of
pipe briddages and racks can be dotermined, and a cost
ostinated foyr then, Progedures have heen developed Which
will routo sinple pipes and branch pipes cptiﬁally sUch

that the plpos avold any prescribed obstacles in space.

Tho ariteria for assessing a good piping

configuration arc not always defined by enginecers in
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economic terms, Ilowever <the engineer will oiften wish ¢o
incorporate certaln desirable features 4in tho qesign which
he himself can only express in a qualitative way, 1t would
in fact Beamn mora logical 1f costs could be asBeribed o
these varfous alternative qualitative desires since overalkl
cost L8 what Wwe are trying to minimise, To take this to
extremes would maean that 4f any mandatory constraint is
broken, +then this 'will incur an infinite cost, 1t has
therafore heon attonpted tc develop plpe routing procedures
such that rfualitative constraints can be 1ntorprqted by
adjusting the costing nmechanisms of the routing procedures,
vsing this notion it is found that bY adjusting costs,
elther automatically or interactively, the routing
algorithms aan boe influanced so as to ghoosg the most
desirable of a numbeX of otherwisa equal alternatives and
bY eXtendina this principle the problem of minimising

support costs can bhe tackled,

Agaln Iin thls second phase of the Overall design it
haB been negessaxy Yo nake certain simplifications and
assunptions befora tackling the problem, Thus the Proplemn
i8 presented a% £inding optimal solutions to an approximate
representation of the true problem in the real worldg, In
soMe cakaS procedures have boen found which find the true
glopbal optimum to these approximate probleRms, but in others
it has been found nhnoceSsary to devise heuristic procedures,
or rocibPes, Which £ind an obtimal or near optimgl solution
for most of the time, The Methods used 1involve a form of
hill clinhing pY improving and updating an existing
solution unti{l no further Lmprovement can Ee nmade, thus

£inding a local optimum,. In, theSe caSes the excessive
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amount of conputation which obtaining a gUaranteed global

optimun mlght take cannot be justified, ©

The procedures Used o determine optimél pipe rputos
depend o a large extent on the shortest roﬂte algorithm,
That {8, glven any network whose clements have bositive
lengths, +then £ind the shortast path through the network
fron a 8tart node 8 to a terminal node t, HoweVer the
problem of rbuting a singloe bpipo optimally 18 Presenteqa as
finding the B8Bhortest route in space Dbetween two terminal
points, The first stage of setting up the probhlem is to
replace the spatial represantation of the plant by a three
dimencional networ), the clements of which are oriented in
ona of the thraee ofthogonal directlons which constitute the
basis o©0f o¢ooxdinates £f£or +the @8ite, This COﬁStrnintliS
inposed for practical reasons, but should a more general
form of network be employed, then the proccdures used to
find optinal routes are still valid,

a
It {5 fortunate that the shortest rcute problem i5 a

eolved prohlem for which solutions can be obtained qguickly,
and it 48 therefiore very usoful to expleit, By a sinple
extension of +this algorithm we can £ind the miniral
spanning trec 0f a subsSaot of three nodes of a graph and by
a further extension Of this second proceduUre we can derive
a procecdure o £ind approximate optinal Bolutions for the
mininmal spanning t¢ree for Jlarger supsets of nodes, Further,
bY a 6irplae axXtension of the network Lt is possiple to £ind
the mininal xoUte between tvwo nodes with respect to pipe
length and %the @ost of bends, This bend wninimising
algorithm can be oxtended in the same waY to find minimal

gpanning treecs for more than two nodes,

- 46 -



The bagle tools wuged 4in <+this chapter aroc a three
dinensional ¢rid or network on which the pipes are to be
routed and g Series of plpe routing algorithms, The network
is et uyp such that any route is guarantead +to miss any
préscribed oph)stacles 4in space and such that the basic
torologyY o©f the Troute in skace ha8 a unique mapping onto
tha corresponding roUte in the network, {the converse
mapPping 18 not uniquqel), lioWevVer it is permitted at this
stage for there to be mutual clashing be;ween the nipes

thenselves, that is routes may cross Or run concurrently,

The latter of thesag two viclations is eGuivalent to
sayling Iin the real world context that the two pipes run
along the sane pibo bridge or pipe rack, Thus at this stace
of the doslgn it is assuned that for eacﬁ clenent of the
network there is adequate space Lo accomedate all the pipes
that run along it, 1t 48 therafore forceseen that in the
o8Be of a conpact plant where space is atma premium, theso

procodures may becone lnadeguate,

Tho discussion s© £gr hasS onhly been cOnCaned‘ with
the optimal routing of a single pipe, whether it has two or
more terminals, and no mention has becen made of the
optinisation of the piping configuration as a whole, At the
ﬁrosont time a Yealistiec economic aSsessment OFf any
particular piping cgonfiguration is hard to come by. HoWwever
rules can he formulated which 4impcose constraints on
individaual pipe runs, forn exanplo Stress criteria must be
saticsfiod, MAlso the overall scheme must pe satisfactory
from tha point of View of pibes running along Similax
routos, such that support gosts can be minimised, 1IN

addition it may bo known before any routing comnmences that
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certain parts of the plant are more favourable £or routes
than others, because a support alroady exists there, for
exanple there may be an existing pipe bridge or the pipe
may be supported by a vessel, Thesc possibilities can be
expressed gquantitatively by assigning artificial costs to
the elenents of the basic three dimensional network; in
other words elements which are considered deourablc for
pipe routes o©an have low costs assigned to them and
elerents which are unfavourable have high costs, Thus any a
prliori assignment of costs to the elements of the natwork
will influence the routing of each plpe such that it tends
to take the more favourable route, 0Of course the gifficulty
now arisas as to just wWhat guantitative values to assign to
thosge qualitatLVQ desiTes, This gaets Us back to the proplen
of wvhat s the ohjoctive function, what are %o trying to
optinise? In jts simplest form We Wish to minimise the cost
of oach Individual pipe run together with thc costs of
supporting those pibes, With regard to the first of these
items 1t Jo assumod that a supbroutine exists which, given
the topology of a pipe Troute and other necesSsary
information (e,g, deSirable pressurae drops, and piping
costs) willl assign 6izes to the Various branches of the
route,

o

The problen of minimising support costs is a little
more nebulous and no oyerall algorithm which finds a joint
glopal optimun has been derived, However i1t has becn fourd
that pilpes can  be encourgged to follow simjilar routes to
oach other pY Yraducling the costs of elements along Which
pines have alreadyY baen r§Uted9 The 8iZe 0f such reductions

maY chagnge £ron problem te problem and this is possibly a
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case where {ntervention in an interactive manner may be
usaful, G&oma exporiments £or this rcsoarch. have been
conductéd hy reduclng costs automatically and the solutions
derived can be scen to route many of the pipes together,
HowéVcr by manipulating these clementagl costs
interactively, the wuser could in a short space of timo
evaluate a numbor of different alternative solutions, and
oould intervenao in tho design process whenever he considers
tho machine to have produced an unsatisfactory

configuration,
3,2 Outline of Related Problems and Hethods,

There aXe . a numbexr of problens posed in the
literature which are ©of a simllar nature to finding a
shortest pipe route when posed in the mannexr givan 1n.tha
introduction, The shortest route problen has alrcady been
nentioned andd the methods Used to BOLve this proplen can
clearly o used directly in the case of a pipe with two
terminals only{e.g, 8), ticholson (9) has Proposea an
officlient mathod of solving tha shortest route problen
which compares very faVourably with alternative methods, In
particulay hi{s nothod 1s particularly efficlent in cases
whore one rerulres to £ingd the shortest route between two
nodes whlch wr~ay be falrly close togethor in a very large
networkX, sinco thao method only searches that part of the
network ncar the torminal nodes, Farbey af al (lo) proposecd
an efficient method gor finding all the shortest routes in
a network, hut it is too tinme consuning for finding only a

" few shortest routesn,

The shortest routa proplem needs extending If it is
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to cater for tho vider range of Pproblemns posed in tho
routing of hfanch pipes, ysually the piping chfiguration
necded t0 Span BeVeXal terminals s in the form ©of an
undirxected %reo, J.0. there are sSeVeral branches, but no
loops in the pipe, Thus it would scem that the Work done by
Kruskal (see 11) (and later rcpeated by Loperman and
Woipberger (12)) on minimal spanning trees should be of
relevance, Rrusial's constructions find the minimai

spanning trec of all the nodes of an undirected grarh,

Loberman and wWeinberger, although setting out to find
the ninimal %total wire 1ength_for connecting terminals, in
fact only o g0 provided that wires are restricted to go
dlrectly {ron ono'terminal to another, In short, <they are
£inging the ninimal spanning tree of the complete graph of

‘all the terminal nodes, If one allowed aUxilialy terminais
t0 Dbe included 4in the ¢raph (¥hose Position nceds bhe
determined hy thoe minimisation procedure) then vwiring
confilgurations could be found ¥which reGuire less wire than

thaeir method,

In %he case of plpe routing one requiros to find a
nininal sphanning troe of a subset of nodes of a fiinjte
graph, sSlnilarly, the proplem of Loberman and Welinperger
could have been posed as finding the minimal length of wire
required to conncet a £inite subset of nodes of an infinite
graph, the graph heing the complete graph of all points in

spaca, L,c, an infinite nunber of nodes and elements,

Thercfore bhacause Nruskall!s constructions arc noc
sufficiently genoral, 4t 1s not possible to apply the

method to the problem of finding minimal branch pipes,
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One other related problem which 18 woerth exploraticn
is the Transhipwment probhlem (see 1l), 4in which it is
required +to ghip goods from a set of nodes called origins
to another pet. of nodoes called dostinations, Goods are
permitted to be 'transhipped' Vvia other nodes of the
network to accomplish this task, The branch bpipe problen
has a numher of similarities to the transhipment problen,
Firstly both problems hzVe their solutions 4in the form of a
troe, Sccondly, tho ocost of each element of the tree {s the
product of the orjiginal notwork elemant length and a cost
factor, Jlowavex, in order to cast the branch pipe problen
as a transhlpment proplem, one needs to assume that unit
plpe costs are proportional to flow rate, The complete
solution 15 then a tree which embraces all the nodes of the
network, hoWevaer, manyY branches of tha tree will have zero
valuod elemants and are not really part of the required
solution, In addition, this tree solution, nithough being
topologloally connected, nay in practice bpe disconnected
duo to BOMG ,baﬂic Variables having Zero values
(dogonoracy); Even l1£f the above assumption and inadequacies
aro accepted tha Bize of problem generated is likely to bhe
prohibitive, for oxamPle pantzig gives an example with 6
nodes, tyhically a4 chemlcal plant may generate networks of
500 nodes locading o 5 500x500 tableau, This tabloeau would
consist largaly of null entries put the soarch time needed

to move from one basic solution to the neXxt would be large.

The brief conclusion to this section {ag that it goes
not Becm possiblae to s0lve the branch Ppipe problern by

ePPlYing any published methods directly,
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Input vessels,nozzles
and pipe connectivity

Set up network for
routing algorithm

———d]  For ecach pipe

Apply penalty costs
to network lengths

Find optimal route
in the network

\_ loop

Exit

FiG.3~I: FLOW CHART OF SIMPLE PIPE
ROUTING SYSTEM
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3,3 Structure of Simple Pipe Routing Systen

>in order %0 4introduce the vaxious sﬁagos of the
routing algorithms we rxefer to the flow chart in figure
3~1, This illustrates the sinple pipe routing system that
wan imnplenented to test the algorithms, The remainder of
this chapter will be davoted to describing in some dectail
tha wvorkings of each s8tage of the flowchart, Geheral
requirements of each stago and the particular attributes

and shortcomings of the working program will ke given,
3,4 Input Defiinitions,

The unit definitlons used have been réstricted for
thoe saka of simblicity, The vessels ara represented by
cylindera of given langth and radius, The position of tﬁo
cylinder Jin space is given by the coordinates of thd end
points of lts central axis, and the direction 0f this axis
Lla constirained to lle parallel to one o¢f the three

coordinate dlrections,

Any glven pipe is specificd by a list Of terminal
points, each terninal being associated with a vassel,
Terminal points of pipes are alvays assumed to start .on the
centrulvaxis of the vessel, The vessel has ends 1 aha 2
(L.,e, botton and top) and the pipe is defined by two
orientations, the £4i{rst orientsation 4i8 vrelative t0 %he
vessel and can bo one of three options, either the pipo
cﬁorgoa fxom the top,v potton, or side of the Vessel, The
seoond oxlentation 48 the spatial one and the pipe is
constrained 4o go up, down, or horizontally, This simplec
syatom docs not coler for all the cases that woUld arisec in

real aituations but has f£leXibility +to enable <the
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formulation of realistic problema, In spocifying the two
orientations of the Ppipe nozzles, care must be taken to
ensure that thosme are conmpgtirle, e,9. & Pipe coming out of
tho 6&4de of a Vessel whose aXis 1is Vertical must Do
orignted horlzontally in space, thus Yielding four possible

directions {n which the pipe may energe from the vesscl,

It will ba assumed that sufficlent jinformation {s
aVailablo for the dosired performance of the pjpae, such
that for a glven tree topology, it i8 possiple to determine
pipe coBte por unit lgngth for each branch of the pipe. 1IN
thie resSearch this has baen dohe by assuming that a pipe
cost depends only on the guantity of f£luid flowing through
it, and +thus for ceach terminal;, the quantity of fluid
entering or ldaving the pipe at that point is given. rThus
the sum of all flows oVer all the terminals should be Zero,
Claarly thls 48 a sinplification, but  the =Touting

pProcedurag %“hemsalvea do not gopoang on the method of

cogting usaed,
3.5 Algorithmn to Sot up the Network of Permissible Routes,

Tho laasis of nearly all that 18 described
subsaqguently In this chapter is tha network of pernmissible
routes, If one dasBeribes two points Iin space which have to
he coOnnectod optinally, subjlect to avoiding any numper of
obstacles, Lthen the solution s8pace £for sgearching 1s
infinite, Ap nmentioned bhefore, 4in <the caso of chemical
plant 1aybut, thorea isg unua}ly the practical restriction
that tha majority of pipes run in the three orthogonal
directiong, jlovwever, eVen With this restriction; the number

0of plternatiVes is still infinite, Honce there 18 a heed to
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discretise apace In the form of a network, such that this
network reprcsents adequately the space available for
routing pipes, However, there 18 no unigue Wway of’

¢

ropreoenting gpace L{n this manner,

The notwork generation procedure now proposed 18
based on logical considerations and ysually prodyces a
senslible network, AnY inadequacies in the algorithm would
best be remnedied by allowlng the user to intervene in an
interxactive mannor, adding, deleting and moving networXk

elenents at will,

The Procedure I8 probably best described with
reference to figure 3-2, Although these are two dimensional
diagrams, thay should serve to ifllustrate thoe workings of

the algorithn in three dinmansions,

The flyst Btage of the algcrithm i3 to take every

vesaal (1, e,

aylinder) and encloso it in a rectangular box
which Just contalns it, Therefors the eXtreme ooordinates
of the box In the x,? & 7 directions are the samo a8 the
eXtreme coordinates of the vessel, It is assumed that the

space occupied by this box 38 gnviolable,

The 8eacond s8tage of the algorithm £8 to sat up three
sets of planes, cach set boing orthogonal to x,Y or %, Each
plane corresponds to oNe of the LwWo oXtremUm values Of each
box in each direotion, Redundant planes {i,e, those which
are coplanar with previously generated planes) are removed,.
In addition to <these planes, 84X bOUndary planes are
inserted, tvo for sach coordinate dirsction and thege are
arrangad gt a8 sSpecified distance £rom the Bnallest and

largoet oxiranum valuecs in each direction,
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The wholo plant Js now confined in a box, boundcd by
the six houndary planes aslghOWn in figure  a=2(a), 1In
addition thla' béx i8 divided 4into a £inite numpber of
ehaller poxos {(honoceforth termed !'sBpace 'koxes'), each
pounded by gix of the internal planhes inserted at the
eXxtremum values of the vessela, Thus We have Bsucceeded in
discretising the space oéCUpied bY the plant into a set of
boxes, some of which are wholly inviolable and others which

contaln only vacant space,

The hetwork 18 now generated from the discrete set of
boxes by rapresentind each box by a hode at its centre
polnt and each face separating ¢vwo adjacent boxes by an
edge joining %he écntre poin¢s of the two adjacent pboxes,
Claarly any node positioned within an inviclable box‘is
nevVeXr ugcedl hy the 4routing algoxrithm, the reason for
including such nodes is to Bave on ocomputex storage sPace,
it L8 more economical to store the complata hetwork in a
regular and well s8tructured £orm than to store only the
ralevant part of the network in the form O0f a genheralised

list structuro,

A problem which ariscs at this atsge is the numper of
superfluous planesa of notwork elemants caused by vessel
extremun polnts not quite 1ining up, The original purpose
of the netvork was to reprosent the main corridors of Bpaccv
running bhetween plant itens by clements of g network, thus
a procedure {5 required vhich eliminates gll planes of
network elenonta which are considered redundant Ln this
context, Jlence it might £irst he UBeful to define ¥What is

meant by a corridor;

-~ 57 -



A corrldor consists of all the Bpace bOxes bounded by
any two adjacent parallel planes, provided that any two
vesasels lying on each side of the oOrrider have eXtrenun

values lying in tho boundary planes of the corridor,

Using +%his definition, 1t 18 therefore NecesBary to
ranove from further consideration all network elements
which correspond to a pPlane of 8pace boXesS not constituting
a corridor, The above definjtion gan be axpressed
nathematically 4in another manner, thus Yielding a sinple
procedure for sBelecting those parts of the network
representing corrideors and rejecting the rest, TO s8inplify
the formulatlon it s assuned that the six pounding planes
ara genarateod from a large 'naegative! box whioh encloses
the plant, The tarn 'negative' 18 here used to nean tﬁat

tho e¥terjor only of the box is Inviolable,

I£ wa Wwish to examine the pet 0f 8pacve boOXeB8 bhetween
two eadjacent planes orthogonal ¢to one of the threo
coordinate aXes, then consider the ordered set A of bits,
vhore each blt ropresents one of the B8pace boxeS, A bit is
get to 1 1f 14 corresponds to an inviolable hox &and @ Lf it
Le vacant apacdge, llow let Al and A2 be the corrsponding bit
patterns for the tWo gots of space boXes on elther side of
L (the one heling tested), then A corresponds to a corridor
L£ and only 1f

AV AL $ A AV Az é A

Thisg providas a vory simple mathod of detecting a
corrldor, The bit patterns for sach potential corridor can
be aotored compactly in machina words and <these can he

tested vory eoffialentiyY with the machine 'Or' function,
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Method 2

FIG. 3-3:METHODS OF CONNECTING NOZZLES
TO THE NETWORK
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The stage has now beoen reachad whereby all planes of
network elements corresponding to & corridoer have been
detected, 1f these elements only are 4ncluded 4in the
natwork of allovable routes then at laast’/ona i8 assured
that all vessels are confined 4in a box which contains no
other vessel and qﬁhe edges Of this bOX are elementa of the
network of feasibla routes, It might ba considered at this
stage that Lf all other network elements are aliminated
thean the resulting network may be too ooarse a
repréaentation of the 8pace available £or routing pipes,
For this reason it is possible to arrange that some of the
planos of elements are Jeft in provided they lie at a
distance greoater than a specified minimum f£rom the nearest

adjacent corridor,

Thala 18 novw only one proklem left to complete this
sPacyial Xepredentation and that I8 L£ one 18 golng (0 Ioute
pipae8 along the elements of tha netvwork then one needs to
conneoct the hozzie positioné‘on the vessals to tha network,
TWo methods of providing the 1link between nozzles and
network haVe heoen Investigated and these are deScribed with

reference to figura 3=3,

i

The firat mothog 1leags to the sinpler solution which
enahles all cases to be catered for, This method is simply
to gnsert two planes £Or each nozzle poasition, For example
1£ the nozZzla I8 coneirgined to point Iin the direction ¥,
then planos are {nsorted orthogonal ¢¢ ¥ and 2 such that
the ¥ dnd i coordinates of the nozzle lie in the inserted
planos, polng this ensures that there 48 a nodo airectly in
ling with &he nozzile with no opstruction between it and the

nozzle, TO ¥OUts a pipa f£from a NoOzZlg to tha Network
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becones +trivial gince {t requires a single straight piece
of pipe, Of course adding network elements in this manner
enNlarges the storage required for holding the network, This

4
B

doas not arisme in method two,

Hethod +two 1s. less elegant than method 1, but
although {t is not always sufficlently general, it does
have the advantage of not requiring so much store, 1t was
mentioned ahove that every vessel i8 confined 4in a box,
Thus if one aonsiders a pipe emarging £rom a nozzle it must
meot one o the siX faces of the enclosing box, If one now
conglders the four c¢orner nodes ©of ¢this face then the
problem %8 %o route thae pipe £from the nozzle to these
corner nheodes (the case might arise where by ocoincicdence the
centre of ¢%he nozzle passes through a network element.or
node), Thls js done by generating a small piece of local'

network whleh 18 then interfacsd with the main network,

An eXanple of the inadequacy Of this second method is
the caBe where 4the nozz)les of g two tarminal pipe are
loocated in afljacent spaca boxos such that they both impinge
on the 6ame faca, Clearly the pipe should go straight
through the face 1n5t§ad of via a ocorner noda, To cater for
this situation renders the method aven less elagght and in
tho case of routing branch pipes it bocomes totally
impraoctical, For this reason the firast method 18 greatly to
be proferredl and subsequont references o0 the network
assuhe &that this 1s the method implemeRNted 4in the test

program,
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F1G.3~-4: INTERNAL NODE OF NETWORK WITH
6 ADJACENT NODES
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3,6 Storage ftructura for Networks,

1t was mentioned above that some of the nodes stored
in the netwWwork Will never be used b¥ the routing
procedurea; The Yreason for including theﬁ 18 economny of
storage, thle section gives the details of this advantage.
Thero are threce sets of information relating to the network
which need to be stored, firstly the positions Oof the nodes
in space, socondly the connectivity, and thirdly the costs

or longths asoribed to the network elements,

In general, anyY node of the net¥work is connected to
up to six adjacent nodes, Because the conmplate network is
held in store such that all nodwus are ﬁumbared in a loyical
sequence, it is possible to calculate frem the node number
the row, ocolumn and level in which the node lies, (row,
golunn and lovel belng asscclated Wwith X,Y and % aXes
reopeotively!), Therefora in order o0 determine the
positions of the nhodes, it 1o only nacessary to storec the

single coordlnate of oach row, column and lavel,

Eaoh hode in the network is connected to up to 6
adjacent nodes, as shown in figure 3=4, It {8 possible to
caloulete all 8ix adjacent node numnbers without storing the
adjacency relationships explicitly (in the case of boundary
nodes Bopma of thase don't exist), Therefore if these six
adjacent nhodes have a relgtive numbering system guch that
in the posltive X,y and 2 directions they are numbered
1,2,3 and {n the nagative X,Y and 2 diractions 4,5 and 6,
then all that need be stored for each direction is a single
bit, sBet to 1 or @ depending on ¥hether or not it s

possible %o go o the adjacent node, fThus in its mnost
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conpact form the connectivity of the network can be held in
six bits for each node, Bit manipulation is not very
afficient In moat high level computer languages and s0 the
following alternative schaemne was devised, Fach of the six
directions lg assigned one of the f£irst six primes
(2,3,5,7,1% and 13), The connectivity ©f any one node is
then held In one integer word which contains the product of
the primes corresponding to directions in which it 15 not
poasible to nove from the noda, I1£f it is permitted to move
in all 8ix alrections then the number held is unity, If the
node itself Ig not part of the usable network (e,g, Lt lies
inaide a vassel) then the number held 18 zero, The maximun
possible nunpber gehaerated in this manner is

2x3x5x7x11x13 = 30030,

The connectivity information oan easily bDe extracted
ae followa, If £Or gXample it is deBired to test Whether
tha olaemgnt 4in dirgction 2z is voable then, perform an
integer division by the third prime (f£ive) and test Whether

the remainder is zarxo,

Each element of the notwork im connected to two nodes
at ite end points, Hende Of the 84X Dpossiblyg elehents
oonnected to a node, it is only necessary to store throe of
thaese to avoid duplication of information, The element
lengthe or oopts are held 4in a 3Xn array (n = numbor of
hodeB), eagh golumn of +the array holding the elemental
costo in the positive ¥,Y and 2z directions, If tho cost of
en olemepnt Jn & nedatf{ve directjion I8 required it is
necensary 4o rafer to the axra¥Y column associagted with the

addgoent noda in the gOrresponding negative direction,
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The ahove s8cheme could of course he made more
affiolent from the polnt of view Of retrieval time or more
gonpact, The storage methods proposed are thought to be a

good conpromlac, :
3,7 The Shortest Route Algorithm Applied to Pipe Routing,

The baslc theory of finding the shorteat route is the

following, J1f e; 4is ¢tho minimum distance on the network

¢

between +the start node 's! and node 'L', and d;; 45 the

Y
length of element connecting the ad)acent nodes '{' and '3

thon

c, " mﬁn(cj + dij)

where the minimisation is carried out over all nodes
13t adjacent to 'L' on <the network, In fact if this
relationship 13 applied iteratively to6 all nodes in the
network, +than all costs ¢; ¥will converge to thair miniunal
- valuoe, SUch g mothod, although simpla to 1mp1em€nt, i8 not
very efficlent, Nicholsonfs mathod avoids this brute force
appoach by performing the minimisations {in an ordered

manner,

Shorteat 'route algorithms are normelly dosigned for
£inding solutions In directed networxkas, but in the case of
routing pipes it 18 only necessary to conasider the

particular caso of undirected naetworks,

i‘.e, dbj a dJ.(:

Theyo W] also wunually & yestriction +that all

ealemental lengths dg should be non=negative, violation of

this constraint 4imnediately renders Yilcholson's me<hod
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invalld, flovwever, provided that no cyocles exist in the
network where the distance around the cycle is negative,
then a solution to the shortest route proplem exists, In
tho case of an undirected npetwork, ¢cach @lement is really
two elements pointing in oppoaite directions, I£ 8uch an
undirected olement haé negative length then there exists a
oYclo in the network consilsting of the two corresponding
elaments gnd the ahove constraint is violated, Therofore in
thae case of routing pipes, the netvwork will glways be
congtrained %o have non-negative elements, This 18 not a
gerjious restraint since Lt {8 difficult to Bee a practical

nead f£or nagative olements,

The basla of baing gble to £ind any minimel piping
configuration for a number of nozzles L5 the ability ¢o
£find tho shortent distance bhotvweon a start node 's! and a
terninal node 't' on the notvork, 8Since a nozzle zanh eielge
£from a nunber of dlfferent directions then this implies
that there iso more Lthan one possible sBtart node
corresponding ¢o a nozzle, This difficulty 48 easily
ovarcome hy notiohally extending the network by connecting
the several ealternatlve stuxt nodes gorresponding to the
nozzle t0 a alngle extTa node, Tho elements used £or this
purpose mgy have zero costs associated vwith then or a value
related 4o the gmount O©0f pipe required to connect the
nozzle on the Vessal to its corrogponding Stgrt node on the
network, jlence ve RMay alvways conailder having only one start

node and one terninal node in sll shortast route proplems,

The mathed of f£inding & shortest route consists of
two stanges, The f£irse stage conslakts 0f finding the minimal

distange of all nodes 4n the network from the start node
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FIG. 3-57 THE SHORTEST ROUTE ALLGORITHM
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and the gecond stage consists of threadind a route through
thess ocomts firom the terminal node back ¢o the .start node,
This 48 illugtratad 4in figure 3~5 where the network was
oontod f£ron ﬁoae !s' and then the shortest route was found
from 't! haeck to 's', As nicholason pointed out, it {5 not
nege8oaXy to0 @oat up the whole network provided this is
done 4in an orderly fashion, Also it 18 not necessary to
etore the serfuencge in wWhich each node i8 added to the list
of ocosted nodes (as Nicholson does) since the shortest
route 48 easlly found knowing the minimal costs of all
nodeB from tha start node, This Baving in sSpace may lead to

a8 Very &mall Jncrease in computing time,

The mothod used ¢o c¢ost up the network is that of
Nioholson, 1If onhoc wishes to determine the shortest roqte
from any nodea 'L' in the notwWork back to the ctart node 's!
then exanmlne all the adjacent nodes 13! of '4') and Lif S¢
and . 8; are the minimal dlestancas of nodes { ahd J from &
thon 5¢ o SJ a qn mean3 node 3 1ie8 on the shortest
route from & to 4, In this manner it L8 possible to find
the sequence of al] nodes on the shortest route back to s,

In some casap, there mey bo more than one shortest route

polution, In which case, &n arbitrary choice is made.
3,8 The Minimgl Tree Spenning Threo Nodes of g Graph,

1£ there are h nozzles then there aXs at most n«2 internal
junction points {in the treoa, FBEech branch of the tree
aonslets of § PpPath of clomants of the network of feasible
routes, The end points of 8 branch can bhg a nozzle or a
junqgtion, 1% the treo 48 ninimal, thenh each branch of the

‘¢ree nmust bhe thoe shortest route between jts ond points.
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FIG.3-6: MINIMISATION PROCEDURE FOR
THREE - BRANCHED PIPE
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FIG. 37 NOTATION USED FOR THREE- BRANCHED PIPE
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Thus in theo case of a pilpa with three terminals there must
pe one junectlon point whose position in the netvwork remains
to  be found, {In order to be conslstent with the
terminology, a 'nozzle' is defined to be a ‘terminal! which
abutts on to a vessel, and a 'junction! is a tterminal'
which 18 an intaernal paint in the branoh pipe, Thus a

branch always connacts two terminals),

In ordor to £ind the position of this junction point,
congider +theo following procedure, 4llustrated in figure
=6, If the three nozzles are labelled a,b,c then determine
the shortest distances of all nodeg 4 in the network from

each nozzle § 15 18¢¢ o (Note 8 = 8

™ Lo etc,) 1£ one

conalders the ccst of plpo neaded to place the junction at

a particular pode %4, then ‘
€)= CpoSus * CphoSp + CpoBetr

where C, ,C,0¢ are the unit costs of pipe connactod to esch

nozzle, In order to find the junction point corresponding

to the minlma) branch Pipe sbanning a;b,c Ye meraly have to

find the node t for which C()is a mininum,

Ag Ln Nicholaon's method for ¢woO Nozzles, it is again
not necegssary to £ind the shortest distance 0f oll nodes
from the nozzles, I1nh £figure 3=7, all edges shown are
shortest Yroutes in the networX batween their end points,
which are nodes in the network, If we now gonsidey ¢ as the
junction ocoryesponding to the minimnl‘trno then ft may bhe
noted ¢that all triangles satisfy the triangular inequality
eongtraint, also since the trec is minimal thean

Ca°smb * Cb’nb& ! CC°Scb & Cb“sab * CQ°S,

&
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if Coa ¥ Cb then Scr ¢ sac

and by synnetry
1f € » Co then S g Sy

in other words the Junction node ¢ alv¥ays lles within a

shorter distance £rom anyY nozzle than the More expensive of

the two renalning nozzles, jHence f£Oor any One termingl it 16

only nocenaafy to exXagnine routas as far cd the more costly

nozzle In order to g£ind the minimal position of the

junotion,

It 18 also of interest to note

C“,Saé. + CC'SLL' < Cb°sm(,‘ + Cc.(S&r-&Sc_t—)
thug Sal- can only he greagor than zero LE

Ca ¢ Cp ¥ C¢
which means that iff the unit pipe cost associlated with one
noezzle I8 g¢greater than the sum of the other two, then the
cheapest solution 18 &o ogonnect the other two brgnches

direatly to the nozzle,

Once €he optimal position of the Junction '€'!' has
beon found,,it iz merely a matter of solving three shortest
route problens in order to find %4he actual routes taken by
the three pbranches of the 4xse, This is easily dona Bince
the network has already been ocosted up £ron tﬁa three

nozzles,
3,9 Mininal fpanning Trees of Larger Subsets of Nodes of a
graph,

To extend 4he prooedure outlinaed above to larger
subuots of hodan loads <o an intolerghly large

conpinatorial problem, Hence L& I8 proposed <that the
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FI1G.3-8; THREE WAYS OF DECOMPOSING A FOUR-BRANCHED
JUNCTION
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solution to tﬁeaa higheor ordered problems should be based
on an approximate method using the result obtained for
three nozzles, 1£f wo conslider +that a tree spanning n
nozzles has ne=2 intaernal junctions, then each Junction will
be assocliated with three branches of the tgge, It occurs in
practice that a junctjion can be assoojated with more than
three branches and in this oase it 48 cOnvenient to
consider 8uch a Junction as being’a numper ©f junction
points whioh happen to bé aéincident, 2.9, & Jjunction
assocliated with 4 pranches would be oconsidered as 2
oodinoidont junctions cOnnected ¢to one anothaf by a branhch
of =zero Jlength, The manner 4in which a jUndtion cahl  pe
subdividod is not unique, as ahown in figure 3~8, There are
two features of a tree which nust po vVaried in order to
gind an  optimal  Bolution, First the connesctivity
relationship betWween the Jjunctions themselvVes and ¢tha
no¢zles (henceforth termed topology)l, and eagondly the

posjtions of the junctions in the netvork,

For g given topology, and ah initial feadible set of
junction pogitions, the solutjon can be 4improved
fteratively by appblying the three nozzle procedure to each
jungtion, This 45 done by removing a ﬁunction and {ts 3
assoclated hranches, and f£inding a new optimal position of
tho junction gssuming the bpranches8 are %0 bae oonnected to

the Bame nodes in the Yemaining parta of the traa,

Thig alearly allowa the junction positions to pe
verfod for a given topology, but what about varying the
tobology? 1t ¥as mentionod gbove that a node adjoining more
than 3 branches cahnot pe unidauely deconpoBed iNto a number

o€ 3 branch node®, 4i.e. 4its topology is not uniquely
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defined In this soense, The existence of asuch hodes in the

tree onablaes changes t0 occur in the topology as®-followvws,

conelder all the branches assoclated with g junction
and of ¢theso consider any pair of terminala at the other
end of a pair of branches, Than anh improvement in cost nay
possibly be obtailned by deleting these two branches and
introducinq.an extra 3 branch junction node somewhere else
Iin <the network, thus reduecing the order of the original
jungtion by 1, The problem remains of deciding which pair
of branoches 40 choose in the first place, Thie could be
arbitrary or, as 4n tho case of the test program, a pair is
chosaen which ieGQS to the greatest inprovement in cost,
This is dona by evaluating all pasira, It will bo noted‘that
replacing any junction node by anothor junction node jisaves
tha topology unchanged, thus one computation of the unit

pPipe cogts for each O0f the 3 branchas involved in the local

optimisation {8 all that is neaded,

The ahoVe procedUre regquires to be givah gn initial
solytion In order +o0 commence the optimisacion, This
inftial gsolution 1B genorated in the test program by
connoecting &all the . nNozzles to L 4internal junction node
placod In dhe viocinity of the 'centre of gravity' of the

~

nozzle positions,

In gomne casof, the topology Of a brahched pipe may be
£ixed bafore yrouting commences, in these casea, the routiny
progodure heoomnaa a nhuoh einplifiag version o©f thea
procedure daesoribed apove, conprising a sinple Lterative
gchefe " through all the {nterngl junction points of the

pipe,
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3,10 Manipulating network costs manually,

1£ t1t 18 the effective length of a network element
-and  'eg! is the coat of a unit length of pipe running along
that eolement, thenh the total cost oOf the sacéion Oof pipe {8
oxl, 1%t ias the sum of suUch terms that 18 minimised by the
shortest youte algorithm, HNormally, ¢the effectjve longth
will be %the actual length of the element, ©but facilities
haVe beoh inplemented 4in the test program which allow the
usar to impose¢ penalty functions on the notvwork elements as

follows, o

The natwork ls rectilinear, hence Af one selects any
palr ©of nodes  4in the network, then a box of spacs is
uniquely deflned whosg extreme coordinates are thosa of the
palxr of defining points, gince, in genoral a box has 4
palrs of opposite gorpers, then the Same bOX cah be defined
arbitrarily by any o©0f thesa 4 pairs, This method of
salecting a Part of the network allovws anything from a

singlo elghent to the ¥hole RNetwork to bae selected.

A hode 48 dofined in the network by three integers
giving thoe 'xow, colunn and level of the node, Hence 6
1nteder9 define h box, Further one can seledt any
conpbination of elgmants running in <the X,y and z
direutions; if the x,Y,%Z axes are numberod 1}1,2,4 then any
digit between I and 7 wil) give the combingtion of axes to
be uffected; HaQing galected @ Bubget Of elements of the
netvork &n this mannor, it 48 now poseible to multyiply the
current effootive lengths of gll the selected elements by a
panglty faator, 0,9, Lthe sequance of nUmbersll 1 345 323

19 means dafine a box by the palr of pbintﬁ {(1,1,3}) and

)
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{4d,5,3) , sBseleot those elementd running in the x and vy
directions fs e )42) and use a penalty factor oOf 1o%, this
being a penalty factor whioch is neant to ehcourage pipes to
ruh glong tha #selected elements, A whole sét of boXeB8 ¢an
be Belected In 4this way 50 ¢that all favourable and

unfiagvourahle parts of the network can be designated before

routing commonces,

If the usar 1is to influance the réuting algorithm {in
this way, then it is necessary for him to ascertain from
the progran the network scheme generated and the numpering
aysten used o deflna the nedes, It is thus only practical
to use this systam using a graphios display Yhere a user

cah eXamihe a picture Of the network on the screen,
3,11 Hanipulaﬁing network costs putomatically,

in tha absence of any meana of in%teraeticn vith the
program, Jlt iz still possible to optain &one effects
aUtonatioally, Thus the uUsexr may not specify any penalty
functions, hut ha may wish the program ¢o bunch pipes
togother g5 much as possihle, because if pipes run along
siniiaxr rouktes Ehen thay Wwill presumably cost less to

spupport,

An early versifon of the test program carrleg out this
function hy routing all the pipes using unit pehalty
functions, New penalty functions ware véhen computed
dePending on the amount of pipe running along eech element,
the more pipe on an glement, then the choaper the penalty
function, The pipes veore then rerouted using these neV
penglty functicns, Thus aach pPipe Wgs routed ¢vwige in order

to gohlieve thie buhching effect, However, Lt was found that
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FIG. 39 NETWORK STRUCTURE USED TO
ACCOUNT FOR BENDS
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very similar result{s coyld be obtained in one iteration by
ad)justing the pehslty £unction along the route of each
pipe, inmedlately after 4t is routed, 8uch that the new.
penalt¢y funations would oeffect all pipesa Subsequently

routed,

To gay the leant, both methods are 'ad hoc! and it is
thoyght¢ of littla prat¢ticnl use in a system where the user
{8 alloved *to spadify his own penalty ﬁu&ctions. vsually,
the designer haes a shrewd 4idea where he wants the pipe

raoks to go,
3,12 Joint Mipinisation of Pipe Costs and Bends,

In all that has beon sald, the only contribution 1o
pipe costs that has been considered is the length of plpe
in the route, whereas Ln praoctica, bonds would contribute a
gignificant amount 0 the overall costy, Thizs saction is
included to ghow that bends can be included in the overall

cont function,

For a paxticular branch of @ pipe being routed, if
the size and ocost of the astralght pipe 48 known, then also
the coct of an elpow iz Xknown, The routing algorithm
prov;cunly tosexribed was such that eech node could be
connldoxod (o have 6 adjacent nodes, 1f the network is
modified amuah that each node becomes 3 nodses all lying at
tha sane polpt in opace and aleso introduce 3 new network
elaments %o raprosent the cost of an elbow, then routing
plpas  on this new netWork will include the gost of Lbends,
Therefors one c¢an ¢o from node 1 &0 node 4 in £igure 3~9,
vithout going via an elpow clament, but L{f one Wishes to
conncet 1 €0 any of the ramnaining 4 elementse thon thae cost

"
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of a bend wlll be inourxed, Thus the same shorteat route

methods oah he used to include the costs of bends,

The blg dravback of 4inocluding bendp in the cost
fuhection ls the large incresSe in 8¢0rage neaded O cater
for them, and s8ince even without bends, the Networks get
very  large, o ﬁurﬁhgr increase 48 not felt to bhe

practicable,
3.13 Results Obtained f£rom the Test Progran,

Flgures 3«16 0 3~17 8hoW various routing Bchemes
darjived from the test prograen, 1IN all cases, these should
be 8elf eXplanatory, In no case did 4% reguire more than
three pepalty volumes to be defyned te obtain the desgred
effecots, The plotures are trimatric projoctions, eitﬁer
baBed .On a Plan view ox an elevation Jooking in the'
positive 'y! directilon, Each pipe i3 ghifted bodily in the
- ploture by a omall amount in order to avoid concurrent

pibes boing AlsplaYed on top of ona another,
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FIG.3-10:VESSEL LAYOUT WITH FIVE
LAYERS OF THE ROUTING NETWORK

FIG.3-1l: PIPES ROUTED WITH NO
PENALTY CONSTRAINTS



FI1G.3-12: 'ELEVATION'OF FIGURE 3-11.

FIG.3-I13: PIPES ENCOURAGED TO
RUN ON THE THIRD NETWORK LEVEL



FIG. 3-14: AS 3-I13 WITH VESSELS
'SWITCHED OFF'

FIG. 3-15: EXAMPLE OF ROUTES
PRODUCED FOR 2,3 AND 4 NOZZLED
PIPES



FIG.3-16 : PIPES ROUTED TO AVOID
WALKWAY BETWEEN VESSELS

FIG.3-17 - EXAMPLE OF PIPES ENCOURAGED
TO RUN ALONG THE SAME PIPE TRACK
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CHAPTER 4
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4,1 Introductlon,

we haVe seeh in chapter's 2 and 3 that, although
algorithme agnh contriputa to the dosign of good Plant
layouts, they are not sUfficient to solve gll problems inh
conplete gaenerality. Thus there i8 stil)l a reqUirement for
mahual intervention 4in the design process, Wholly manual
nethods oﬁldesign are Bomptimes centred around g model and
it vould bhe desirahle to provide a similar “facility using a
computer~hasod design system, For offective cOmmunication
to be ‘made between deasigher ahd computer, theroyis a
requiremant for being able to visualise designs held by the

computer,

Therae gre Varjious techniquas for reprefenting a 3
dimensional object on a 2=dimensional surface, These Tange
grom providing orthogonal views 4in the form of line
drawings to é conplete shaded pleotUre reprasentation with a
large dagrea of roalism, An object can he represented aB a
set of cloase! Vvolumes, 8such as ogylinders, truncated cones,
half spheres and boxos, Thesa baslic 8olids can be
reprosented by draving lines to repregent their edges, such
a Arawing La tarmned a 'wireframe' representation,
tuirofreme’ Aravings are cheap €0 ccmpute and are ildeally

sulted ¢o a largoly interactive form of deslgn,

{Wiregrane! drawings can be enhanced 4in a number of
ways &0 provide depth clues to the 3D shabPe that they
reproseht, Lmong thesg ‘techniques &re, hrightness
nodulation with depth anhd otereo pairs, Both of thase
techniques a¥e computationally cheap, &he resson for their

cheghness belng +that ogoh 6dge in the ploture cgn be
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Input object description
(points/edges/faces)

l DATA INPUT
Compute face equationsin AND INITIAL
object coordinates system CALCULATIONS
| V

——— Set up matrix for next view | No more,

A

Transform point coordinates
and face equations into viewer's
coordthate system

Reject back faces and edges

l

Rejzct any part of obje:ci: PRELIMINARY
behind eyc(half space Clip) CALCULATIONS
l FOR ONE VIEW

Compute and store min. and
max X,y valuzs of each face ,
and reject any face that lizs '
wholly left/right fabove/below
A the screen

|

Create priority list of faces
in dzcreasing order of max. 3

|

(* For each edge A
l - ! ]
HIDDEN LINE
EDGE PROCESSOR REMOVAL
B I
Display visible edge segments

f

FIG. 4-i: OVERALL FLOW CHART OF HIDDEN-LINE PROGRAM
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éomputad and displayed independently oﬁlany other part of
the plecture, The fundamental problem that remains in the
diosplay off wuwireframe representations is ths removal of
hidden lines, A nunber of authors haVvVe dealt with the
hidden=line proplem (13,14,15,16,17), but we here consider
‘a Mothod that is sinple in its approach and it also has thae
advantaga that 4t is8 quiock in 1ts5 execution in comparison

with othey mathods,
4,2 The Hidden Line Proplen,

The solution of the hidden~line proplen requires a
khowledda of <he opadue parts o? the oblect, a8 well a8 itsB
. vertlces ghd edgoes, Here we will consider okjects defined
with strajdnt line odges and planar faces, cCurved surfaces
‘canh be 1ncorP9ratod by using an approxXimastion conaiating of

a hunRber of planar faces and straight edges,

The procedure Used 45 to process each ogde in the
image, tinalng those faces that occlude all or part of the
adge, and then to display the vioible edyge megments, Thus
at f£irst slght, since each adge may be tested against each
face, the computation time cculd inecrease as the oquare of
the number of Opjeats in the 2esnhe, It i8 shown that using
the method dagcribed here, the computation time increases a
littlea more than linearly with %the nunber of faces or edges
in the 8cgena, The arux of the method i8 a short sequence of
eXcocodingly simple tests that glloVw muUgh computation o be
avoided, In addition; a nunper of featurca gre incorporated
in  the glgorithm &hat are considerably simpler snd more

economic than other mathoda,

o~
oo

The ¢low  chart 4in figure 4-~) chows all &atages

il
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necessary for conmputing a pequence of hiddenelina plctures
of a scene, The flow chart consists of three main rparts;
firat, the input stager Becond, the processing required to
sat UP a partiaular viewpy and thirxd, the remdval of hiddan
lines for all edges in the scene, The functions of all
pares of +this flowchart are described in the following -

sactions,
4,3 Definition of an Input Object,

An obhject to be processed comprigses a list of points,
adges and faces, FEach point consista of 1its name and
coordinatens, Edges are defined in terms of ¢wo named eond
points and each . face is defined 4in terms of 4ts closcd
boundaxiea, o¢ach boundary being deflined aa gn ordered
paquonce of named points, (For exemple, & square face with

two aqguare holaes In it would comprisge three boundaxies of

Q

four polints oach),

The internal representation of the object consists of
linear arxays, The coOrdinatens of each point are held in
one array and each edge 48 hold a8 & palr of pointers to
it end polnts, However, although facer are Gefined by the
usey in terms of bounhdaxy pointao, the 4{internal
reprasuntqﬁibn of each faco is a 148t 0of boundary edges,
Thd recoon 'for this difforence I8 that 1t is easler for a
usar to define  boundary points, but it is ecasier
corputationally if the boundery edges are hsld explicitly,
uoer dofinadA edgas cagh -hbo defined which 4o no¢ pelong to
the boundary of o face, This can be ureful for defining

pipe centra lines,

4,4 Caleulatlon of Face Equations,

_ 89 -



> Qpt

‘a’s projected area
ony3 plane

FIG. 4—2: CALCULATION OF FACE EQUATIONS
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As will be peen later, face equations are needed for
a nhumpber off reasona in the solution of the hidden=line
proplem, and hence a simple afficient method of computing
face oquatlonsg i3 required, It is goenerally’aGsumed  that
three pojints are sufficjont to defjine a plane, and one
could take any thres pbintu 6n the face boundary; howaver,
thare 18 a riakx that the three points chosen might be
collinear or evaen coinNcident, 4in which case Bpecial tests
ara required %0 f£ind three non~collinear points,

A fgoe equation can be writtaen

ax + by + ¢z + d = 9

the coefficlents a,b,c are 1in Dproportion %o %he
dirgaotion coaines of the face nbrmul. I will be seen later
that 1¢ 4@ somotimes required to know the diyrectjion of the
outward normal of a foce, The User uses a convention to
“indicate tho diregtion of the outward normal by defining
tha face boundary points in a clockvise maRNex about it
(anti=clockwige for holes), It 18 important when computing
a face erunition <thgt tho coecfficlents a,b,c haVe a sign
corrqspondlng to the outward normgl, and 4t would he
conveniont 4f this could be achleved W¥ithout tha need for
spooial toestg, which mnight arise vwith faces with a

non=oonvey bbundarYe

The following method of oomputing face equations solves

thim problem and 45 very compaci, The coefflcients a,b,c.

&8Ya  obtainod by ¢omputing the grea of the fgce projected
onto ¢the yz,%%,xY coordinate planes respectively, as

f1lustrated In giguro 4~2, If the face boundery consists of
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Viewer's
Coordinates

Object
Coordinates

FIG.4-3: COORDINATE SYSTEMS OF OBJECT AND VIEWER
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tnl points and the L'th point has coordinatas Xy z , then

using the-Erapazoidal rule for £inding areas we obtain
h
a u zzjyj+ yéi(zjm zc)/z 3 = L+), S<n

= J =1, i=n
n
L

M

bor S {zpk o) (xg= %) /2

J

0
a
™MP

(% ¢ X0 (y; = yp)/2

=

-

o3
3

‘and ~'5(akm¢ by * €z

The polnt %ea You 4§ is any polnt on the plane, this
could be the fiirst poundary point, In practice it is
conputed to be %the mean of all the vertices of the face,
this glives a.mean value of 1d' in casas where the polygon
is slightly twiafedg as can e@rise in the ccase of
approximagted curvad suUrfaces, A further point 48 that the

faoctor of 2 aah be omitted from the caleculation,
§.5 Objeot Transformatlon,

The bprocess of conputing s projected Iimage Of an
objlect on%o 8 SBgoroagnh involvaa trunmformingAthe Ohject fron
lta original coorginate syastem onto the 2edgimensiongl
coordinate system of the screcn, The gentrgl part of this
hidden~line algorithm assunes that tho object to bpe drawn
i vievad fixom g distance 's! along the z axis with the
8cfaon in the %X,Y plafe, HOWeVar, in ganargl an Object is8
defined in 1lte ovwn coordingte syatom and B0 grhitrary Vviews
nust  be handled hy ﬁirut‘transferming the ophject into the
viewer!s  goordingte system as 4n f£igura 4«3,  This
transforngtion involves all point coordinatos gnd all Plane

equations,
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FIG. 4-4: REJECTION OF BACIK FACES AND EDGES
(back edges are shown dotied)
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Using tho homogeneous notation for a point in 3J«npaco
(1,0 %the point (x,y,2) 1is considered to be the point
(%x,¥,2,1) In 4=space), the initial transformation of points

¢

into viaewvar!s spaca can be desribed as

x abcd X
y! e £ g h s
z! - 1 3 x1 z
1} 0060 1 1

thig transformgtion 4is an afflne tranasformation,
belny composad of arbhitrary rotatilons, scales, shifts and
shaars, Using a vector notation, the trghoformation of

points can ba written
p! = Ap

fat 1g ¢he 4x4 matrix used to transform points, but
wa s8lso Yaedqulre to transform faca eqUatione 4nto the
viever's coordinate osystem, OFf ecourse, this could be
achioved by ocomnputing projlected areas on the vievar's
coordinate planes as in seation 4,4, HOwever it is more
efffoent to &ransform tha fgoe equations as followa, A face

equation can bo wriiten as g produoct of €Wo 4=voetors:

la,b,0,d4), fx
\¢
3

1

or dﬁp ro0

tha trghofornad Vector of coefflcients, u', is defined by
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ut = (T
whero X 18 a scalar chosen 80 a8 tO normalise u'

proofs  (uf).pt = XA Nl o (Ap)
2 X(uA) , (Ap)
n xut (A7) p

" k(dfp) e 9

the natylx of cofactors (adloint matrix) can be used

instead of (A"), and this also handles the case where A I8

singularxr,

It should be noted that in the process of
trapsforming Dpoints and face equatjions, no jinformation is
lo8t, Hence thera {2 no need to hold bpoth the object
coordinagte valuea and the viever's coordinate Vvglues 8ince
this 418 nmorely duplicating informgtlon, Thue after bpeing
transformed, epoh point and face eqUation ¢can be stored in
their original iooations in store, HOWeve§, in case8 Wharao
a soguepnce of views 48 required, then the adtual qatrix
used to generate cach Buccossive vievw needs modification gs

folioway

Let Ap and A, be &ho natrices needed to transform
points from ¢he ohject coordinate svyatem inito the vievwer's
eoordinate aysten for wviews n and nt*l, Then the matrix
actually user to trgnafiorm points gfrom the viever's
- coordinatos of wvievw 'nt' gnto the viewer's goordinates of
view 'n+i! 48 D n Auﬂ: and  (F)F 40 ucsed to transform face

seqUatione,

screen coordinates can simply be obtained from

viever (s coordinates as followay
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X" m o xt/{1=£21)

y" 8 yl/(1eEz)

1£! 48  known as the Pperspective factor and it equals 1/S.
1£ a noneperapective projection L8 required, then '1£!' is

affecotively zcro and hence

x" n x!

y" = y!

»

this bhelng a parallel projection of the object in

viewor Bpace onhto the screen,

tn elther omse, the computation needed to determine
gcreenh coordinatos. is cheap and hence there 48 no need to
store Boreen values, singe Lthey can be computed whan

nesdoed,
4,6 Rajccﬁion 0f Back Fgoca and Edges,

In heny casaes, a Gcena concistes of n sot of closed
polyhedra, hov¥eVer it is cleaxly not possikple to B8ce all
tha facea of g closed pol¥Yhadron from a point ocutsida that
polyvhedron, 1£ we cah detect all those fsces in the scorne
. that faco avay from the eye, then the oObject complaxity can
be slgnificantly reduced, Flgure 4~4 shova the back faces
and odges of & simple nopnwconvex polyhedron, Thig 18 Whero
ve can UuBe the outvgrd normnal al¥eady mentioned, Tho
eduUation of a plane in viewer's sphce 48

alg! ¢ pfyt 4 gtzr ¢ gt = g

the £aco Le a back face, and hcnee can be rejected {f
ot + £ < ¢

42 £ = 0 ({,6, no porspactive} thaon this &aat becOmas eVen
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mora trivial,

The edges of a Ppolyhedron can b§ classiffed into one
©f 3 <¢yresy; those belchoing ¢o &tvo beck faces, these
belonging ¢to one back face and ona front face and those
belonging to two £ront faces, 1If ah edge belongs to one or
tvo front faces, then it 18 not nevessarily okbscured by its
own polyhedron, but back edges, i,c, those edges belonging
to tvo back faces will hever bo visible and hence can be
rejected, Back edges are shown dotted 4in figure 4«4, 1IN
addition, a reQQntrant adge belonging to one'éxont face and
one back face can also be rejected, however this is not so
aasg to‘dcteot because the faces belonging to each edge arae

not explicltly held by the progranm,

The method used to defect baok edges ia as follows, A
tonporary £lag i8 set to zero for each edge, The Progran
loops through all faces, and Lf the face i8 a front face
then all poundary adges of tho faco have thelr f£lags set to
1, At the ent of the procass, all back edges will have zero

flaga,
4,7 The Half Space Clip,

A fundanental problen arises when computing
porgpectivae projections s8ince a singularity ocours at the
plane through the eye, Although, the projections of parts
of the oblect behind &the eye ave mathematically defined,
these nust pot he displayed, Simple vways around this
Proplein are to disallov parts of the object pehind the eye
or altornatlvely to rejeot'uhy gdge OX face oompletely 1i£
any paxt of 14 lies bohind the eve, ‘The latter solution is

sdequate In many cases, in the cass of ‘'wirefrane'
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FIG., 4-5: ILLUSTRATION OF THE HALF-SPACE CLIP
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dravings, a 'pyranid! clip can be uged, All edges {n the
Bcaenoc afre clipped to a pyramid whose ghex i2 at the eve,
pyranid cllpping has the advantage 0f olipping the image to
the Trectahgulaxr 8cYeen area. HOVever, wnbn solving the
hidgen=1line proplen, both edges ahd faces must be clipped,
but a pyramlad clip applied to faces Lo rather complicated
and for this reagson, we hera adopt a half=8pance clip to
ranove those parts of the object behind the eye, The half
spaco clip 45 illustrated In figure 6?5. It L8 accomplished
by placing a cutting plane just 4in f£ront of the eye at z =
Ss«q where q {8 a sngll positive value, Any edge or face
that 1ies wholly infront of the ocutting plane L8 accepted,
but any face or edge that lies wholly behind the cutting
plane 18 rejected, Any edge ox face that intersccts the
cutting plane 48 cliprped 4n order to remova tha portion
behind the cYa., Clipping 48 accompiished by eimple lineax
interpolation and the resulting olipped face ahd its

.olipbed adges ara added to the object definitcion,
4,8 Further Nojeoctlion Tests and Preliniminary Calculations,

Beforo entexring the avgec processor, desacribed later,
tha minimum and naxinumn values of X gnd Yy are calculated
and stored f{or all foces in the ascene that have not been
rejected  When this is done, a further quick relection
test may lead to savings in computation, If & facoe is5
wholly ¢o the jef&/rjiyht or wholly above/bejow tha viewiny
area then It peed not be gonsidared, This rejection can be
acconplished by means of a Bmall numper of simple
inequality teaots using tha stored mining und'haxima. Thesa
saha stored valusa will also bo uéed for quick gross

ovVorlap tasts bestween edgen and fager i1 thae edge procossor
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Edge being
processed

FIG.4-6. PRIORITY ORDERING OF FACES IN
' EDGE PROCESSOR
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below,

The fingl célculation'neédéd before entering the edge
processor in to gompute and store the maxXimum z values of
all faces anil a priority list is injitialised ¢o contain
reffarences &0 all faces ih order of decreasing maXimum Z
values, The order of #his list is shovn in f£igureg 4~6, The
ma¥inum 2 value of & face correaponds to the vertex nearest
to the cutting plahe through the eye, Having completed all
praliminary rejection tests and caleulations, the progranm
takes each edge in turn, handing it to thae edge processor

gor detormination of the visibla portions of the edge,
4,9 The Edge Processor.

The edge proaessor raceives an oObject dafinition tﬁat
in many cases 18 roduced and simplified by the procedures
already deseribed, The resulting objact dafinition has the
. following characteristica:

(a) all frcos fnce towards tho ovYe

(b} all facog almost certainly lie ¥ithin ¢the viewing srea
(a) all faces lie wholly in front of the eye

{d) no haak edge is included

{e) all edges lic wholly infront of tha aye

The funotion of the edge Processor is to generate
from each edde, a list of visiblo edge Segmen¢s that lie
wholly inside the Viewing area., This involves clipping each
1ing to the soreen  bounds a8 well g8 6olving tho
hidden=li{ne problom, tt &8 inevitable that, at sone stage
in computing the Vvisible line e6egnents {n an 4image,
interasctions with faoe houndary edgaes must he gonputed,
rttonpts Lo Incresse the effiglency of 8Uch hidden+line
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meghods are usually basod on reducing ¢the number of
conputations that must be nade, As mentioned before, {f all
addges are tested against all £nces for visibility, then the
computation 4time 4ncreamses ns tho square of ‘the Numher of

Ltems in tha sBcene,

The fllow chart in £igure 4=7 gives a broad outlina of
" tha nethod, This flowchart describes tho Baqusnce of quick
gross tests that are made in order to avoid computing edga
intorsections, unless they are really necessary, The edgo
o be progessed i8 olipped by £inding its intersections
with ¢tho poreen boundary and the 1list of visible edge
 Bmegmentas 15 Initialised to be the result of this clip, The
148t of vieible odge begments is modiffied by each face in
turn until one of the following thice conditions ;s

satifiaed;

(a) the edge beacones wholly obscured
(b) a face la found that lies wholly beyond the edgo

{e) the 1int of facos bocomes exhausted

the rogulting odge Begments, 4Lf any, &re then

dieplayed,

A deotalled anaglysis of the performance of the edge
PYocoss0r  appoars later, but we wWill here outline the
funotions off ¢thae various stages, If 'o' {s the number of
edgen apnd {2 ¢he nvunber of faces remaining in the scene
afiter the general rejcc?ion tasts described above, then

conglder enoch 8taga in turn as followay

At &his hoXx controls the main loop through all the faces

and 18 eXecoufted a nunper of timas, less than or equal ¢o
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Screen boundary

FIG. 4-8: X AND Y OVERLAP TESTS



e, f, depending on the consequences of boxes B and F,

By the purpose of B is to restrict the computaéion to all
fage8 Whoas hearest point (maximum 2) 1lies beyond the
furthest polint (minimum z) of the edge being considered,
since ¢the faces are cons{ﬁered in order of decreasing
maxinum 2 Value, the procedure terminates for the first
face foun gatisfying the tezt, B Is exXecuted <the sane
nunber of %tincs as A, For exanple in figuroe 4~6, only faces
1,2,3 ahd 4 are considaered since § is the f£irst face found

that lies wholly bavyond the edge,

c,Dy these %Wwo tosts further reduce tha nNumper of ontries

to E, Thesc overlap tests are Lllustrated 4in figure 4-8,

the £ace donoted 11! 45 inmedlately skipped by the
Y

x=ovorlap £eut Cy Eags 2 i Bkipped by the y-overlap tesnt

D1 but f£aces 3,4 and 5 are procossad by E,

Et the major complication of the method 18 contained wlthin
E. AD alroady‘soén, the youtine i8 eXacuitnd & numper of
tings f£ar fover thanh the mgXimum o,f times baoagure of the
filtering effact of B,C,D, section 4,16 Desuribes E in much

groater detall,

r¢ clearly, {f +the edge 4Lc totally obscured aeafter
proceasing hy E 4then thore {g¢ no point in consildoring it

furchor,

SBecotion 4,1) Below givas a nuch fuller gnglysic of the

tines taken In cach stage of tha proaedure,
4016 the visible Sagmant generator,
Tho vislbla segmont genagrator 4o stege E of the edge
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Does
part of edge lie

behind face

part infront and

MW part behind

Wholly
infront

o
Wholly behind
AB=Whole edge AB=part behind
BC=null BC = part infront

)

-

Compute temporary list
of intersection points

Y between boundary edges
of face and AB

|
Add BC to list and sert
into increasing order

Merge original list of
visible edge segments
with temporary list

L Exit

- FIG. 4~9. FLOW CHART OF VISIBLE SEGMENT GENERATOR
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FIG. 4-10: PARAMETRIC REPRESENTATIOM OF VISIBLE
EDGE SEGMENTS
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processor, & 4is here that hidden-line removal actually
takes place, The £flow chart in filgure 4~9 outlines the
functions of the vislble sogment generator, .
B}

For computationgl purposes, an edge 18 representod as
a parametyic oquatibn, 1¢ p, and py are the two end points
of the line, then any point on the line i8 defined as

pall~t)p, + tp
a2 the paranmeter & vaCios from @ o 1, P moves fron Py to

p A list of vicible edge segmants L2 held a3 an even

| 0
nunper of paramneter valuas,

LTI B P I
visible neqmonta peing defined between alternate pairs of
parahoter valuas (see £igure 4-=18)

(t.,taptz,t4y..,e,t“q;tn) 88L, <t %0y 00a<ty &L
inttially, the 1llst of viéibie edge Bagmegnte contains 2
paraneter values

(g, 4,0 = (0,1}

Tha function of the visible secgment generator i& to compute
the effoct of each face 4in turn on the list of visible
segmaent8, Tha PpProcedqura 4invoives soma tests 4in three
dimansiong in Viowor sPace followed by some two dimensional
intarseoction %esta in the plane of the scXeen, The reasult
of these teats is a tomporary ifat of sogments not obscuraed
by the fnco; This temporery 1llat 45 mnergeg with the
original 1lst to form tho nev lict of visible sdge Saghents

Yeady for handing on to the next face,

Tha prooedura starts by checking thet at legst part of the
edfa bniﬁﬁ processed lies Eurfher from ¢he eyo thanh the
plane of the face, veing the oearlier notation, u!
reprosente the coaffiolents OF the plane equgitlion in viever
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infront
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inplane 8
behind
behind

FIG. 4=11: NOTATION USED IN DESCRIPTION OF VISIBLE
SEGCMENT GENERATOR

- 110 -




,.
¢

space ahd p! i ¢he homogeneous rapregentation of a point,
then

u!,p! &« 0 neans the péint liae 4in the plagnhe oﬁ’the face

u'.p! » & nmeans the point lies on thes viewer‘é 8ide of the £face

u',p! < ® means the point lies baycnd the face

S8hoyld both end points ba in front of theo face, then
no furthey proceasing is required, since the edge must bpe
wholly infront of the £ace, and hehce cannhot ke obacured by
it, If poth end points lie behind the face, then it is
pernltted ¢to proageed imnedliateiy with the 2D jintoersection
tests, However, in cases whers ona end lies in £ront anad
ona beyond, <then . it 18 necessary to clip the edge at B
whore Lt intergoats +<he plane of the face and then to
proceed wlth the 2D tests for the portion, aAB behiﬁd the

facge as in £lgure 4=11.

Tha 2D tests det)l WwWith £4inding the intersections
betwveen an edge and g face boundary, both of which are
projocted onto the screen, It is known that the portion AB
of the erdge coneidared 1ies wholly beyond the face, An
intersection poin{ is only admitted L{f 4t lies between the
end points ol' the houndary edga, although it may.be cutaide
the range AB for the edge being processed, This results in
an ynordered 1list of paraméﬁef-values, edch corresponding
to an intersaction of the edge (produced Af neceassary) with
the bhoundary of the f£ace, At this Btage, the iist i gorted
and intorsections DbeYond the range AB of the edge are
rotioved; thls nay Lnvolve inserting Dparametar values for
the end points RyD, in order to maintelin visible portions
betwaoen alternato pairs of valuesa, Also, 2 wvalues

gorcaspondlng to tha end Ppoints of the edge Zogment 'RC!
- 111 -



A b - = = e - - = - — -

b ,,uwm._.w._,.w R |

ks T on Ty il

c mli——-—-,.y-:u.rr ————— S K - SN SNBSS, - -t

a: Original list of visible edge segments
b:Temporary « =~ - -

c : Merged -

FIG, 4~12: MERGE PROCEDURE USED IN VISIBLE
SEGMENT GENERATOR
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inffont of the face shoyld be added t0 the list,

Thig tenporary l1ist of visiple edgé spegnents
corrasponds to the solution of the hidden=~line problem if
the 8scene contalns just this ona face and ;ne edge, The
next stage in tho pfocedurg is to find the sections of edge
that are visible in both the temporary 1list and the
original ltst, This can be oonsidered as finding the
logical Jintersection of the two sets of Visiple line
segnents, 1t 18 acconplished by a 8imple merging procedure,
tha result of which could be an cnmnpty list, This is
illustrated ln f£igure 4=-12, If the list 18 not empty, then
the 1ist of visghie cdge segments 48 handed cver to the

neXt face flor further processing,
4,11 pPerformance of the MHethcd,

A r£lret sight; this higden line method might appear
‘similpar to others which take each edge and exhauatively
test it againat all occluding faces in the scene, HOvever,
tha BecqUenaa of sBinple rajeotion testd 4n the edge
pPYrogessor turn the algorithnm £rom ah ineffjiciaent
proposition &inte an algorithm that can handle complex
nconés with a relatively ammall amount of computation, and
this 18 acconplished without an excesg}ve increase in
storage requjrements, Aloso, the focllity foxr handling a
‘Bconc theat 18 partly behind the eve 1o epsentia)l in such

epplications a= viewing a chenical plant,

Ve a¥e primarily concoefned, in thie gaction, with the
storage raquiroments of the progranm and the speed of the
algordithm, Trirastly the atoragas requliroments, Thece consist
of tha dpta agsocliated with eagh point, edgs and face asn
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followmt

(a) polnts » 3 real words are used for each point to

holda the X,y and z coordinates, .

(b) eddges = 2 lnteger words are held to record the end
points and 1 integer word is hald for the f£lags used in the

Y rejection of back edges
(o) faces = 4 reoal words £or the plane equations

4 integer words for ninimum and maximum X

and y
1 integer vord for the ordered ilat
1 veal word for the maximum z value

1 4{ntager Wword for a pointer into the list

of phoundary odges

(d) face boundaries = each face I8 held as a list of
edget ahd an gvVeragde of 4 odges por face 48 gllowed bY the
progran, refquiring 4 integer words, However, all polygons

do not havo o comprise exactly 4 edges,
Thorefore the hunbor of words requlred ave;
(a) reals = 3p+HE
(b} inktegers =~ 3et+lof

The %otal progran logie, ineluding input/output routines

and grabhleoe routines is ahout 1l6edoé vords on ATLAg 11,

the time &akon by the clgorithm L6 clearly s function

of ¢the B8ceha conplexity, and broasdly cpeaking it 4o

- 114 -



posglble to quantify complexity as £follows, We here refer
baok to fiquro 4=7 to try and examine the effect of scene

peraneterg on the consequences of tests B,C and D,

The inportanht Paraneter ¢0 consider i8 the ratio of

tho aQorage ‘width/hcight/depth' of the edges and faces to

\ the fwidth/helght/depth! of the scene, (Width/height/depth
| coryesponds with x,y,z), It ls assumed that this ratio is
in <£fact the same in the three directions and {t is also
assuyned that edgesg and faces are roughly the same sizg, For
all the test objcats considered below, these asaumptions

ara correct within one order of magnitude,

Let us qonsider the nunbar of times each of the tests
B,C and D are executed for all edges considered, If ir! is
the depth ratio mentlioned above, and as previously 'e'! and

121 gre the number of edges and faces oontidered thengy

no, of timea N falils (i,e, no, of entries to B and C) e, £/(2~r)

d
no, of times C £gils (L,e, no, of entries to D) a,f.,x/(20r)

N

e e MO O£ timas D faile (L,e, no, of entries to E) e.f.rl/(zwr)

In Lhe test objocts, r lies bomewhore betWeen 6,06 in
the case of the small boxes to 0,2 for the long boxes, Thus
tho squere lay term e,f only applies 0 D and €, both of

vhich fnvole trivial computation,

Tabla 4/1 gqiva® g breskdown of g gerics of test
objects together with the time ¢eken £or sach object, MOst
6f the test objocts have bgan doslgned ego that they are
caty o0 regeperate by anyone Mishing to conpare their own
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FIG. 4-17 : THREE VIEWS OF A TOPSA NAPTHA
REFORMER
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algorithm with the present method, These test cases8 have
been devised 80 a8 t0 provide a variety of object types,
the twenty test caBes are nade Up Of 4 groups comprising 5
casg8 In each group, The reasulte obtadned éor each group
are shown In figures 4=13 to 4«16, The £ira¢ meMber of each
group 48 the sinplest and the £ifth ia the most complex,

' The four groups are as £01lovws
Group 1t (test cases )| to B)

case | consiots of one spharo; aPproximated by 98
faces (m7%14), Case § conmprises § such spheres and the

separation betWeon the sphares i8 equal to the dianeter,
group 23 (%est cases ¢ to 10)

Thig group conbPrisas §from ong to ¢§£ive laYers of
alx¢oen oyhbes each, The maparatioh begween the cuybed being

edunl to the sldae length of each cube,
group 3: (tept casas 1l to 15)

Lach momnbor "Of group 3 consists o0f @& single
apbroxination to a sbhere, Tha number of faces Used in the
approxingtion in tha five cagad being

(3x6y6x12,9x18312x24y15x%30),
Group 4t (%“ept cases 16 to 2¢)

This qroup conpriges from tv¥wo to ton lavers of oight
hoXesg ooch; The dinensions of cach boX are Ix]xl5 with unit

epacdng betwean tha boXes,

The depth radio 'r' for groups 1,2 and 3 48 roughly

tho same and ¢his corrasponds ¢o Gimilar computatlon times
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for cases with simllar numbers of edges and faces, However,
the group 4 tests neoed about five timed as much
conputation, corresponding to the much larger depth ratio,
In all cases, tha prelininary rejection teéts reduce the
nupber of edge/faca pairs to be consjdered by a factor of
around 3 or 4 but the real savings ocaur in the simple edge
: processoy teats, Tror example in test case 10 (5 layers of
cubas) the nunber of pairs IiB reduoed’from 1728808 to 2476 ,
a factor of paving of about 76, Even in the case of the
most dLffioult exampla, case 20 (10 layers of long boxas)
there l& a factor of gaving of about 7, A further point of
relavanco 13 that within each group, the compUtation time

inoreaoses a littie mora than linecarly with the numpher of

edges and faces in the scene,

Tho £Iinal test exagnple shows a blogk nodel of a
ohemlcal plant oconprising nearly 406 £aoes &nNd Judt ovexn
1000 edges, The conmputgtion time for thedc ocecnhaes 18 about

20 peeonds on ATLAO I,
4,12 Conparison with other Methods,

1¢ Ie ALffioult to nake a reliable assessment of the
performanca of the prasant mothod relative to otherx
noethods, glnce the information published With other methogs
{8 often scant or even nopvexistent, This is surprising,
gingo the motivation for puplishing a ne¥ method 48 usually
to introdUge poma technique which i8 faBter thean existing
techniquaes, Yet the avidehce <0 support ¢his ig glways

nissing,

Wo w11l hera cohsida® a brief comparison with three
other puplished nethode, each Of yhich enbody fundamentally
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different ideas, The three methods are those of Roberts,

Loutrel, and Yarnock,

Robertat! method was ona of tho earliefit published
ne+thods, Thlg method performs as the squaré of the number
of objects in the sBcene and hence does not compete vwith the
. prasent method, The method attempta to formalise many of
the technicdues for detecting edge and volume intersections
by using somne of the ldeas from linear programming, The
method tends to deal in terms of volumes as the basic unit,
rather thah edges or focea and henhce the processing needed
lfor each funlt! operation is large, For example to test
whether a -polnt 48 inside a Vvolume 4i& much more tinme

gonguning than to test whether a point is behind a face,

Loutrel published an algorithm that used the
Iprinciple of quantitative invisibiiity' invented by Appel
(18), The method assumea the scene i8 comprised of a set of
olosed, non intersegting polyhedra, The method attempts to
cash in on-tha fack that visible edge scgments can only be
affooked by the contour edges of each polyhedrzon (i,e,
edges on the silhouette of each polyhedron), Thus if the
soona cpmpriﬂes poelyhedra where only a small peércentaga of
tho total edges area cohtour edges, then the method may have
advantagos, lovever, evVen in the case of a cube viewed on a
corner, of the ¢ wvisible adgas, 6 of these are contour
edges, Thus the faoctor of saving is not very lafqe; Loutrel
includes only one &est eXanple comprising a% pbullding of 74
faces and v220 cdges, This took 5 saconds to compute on a
ChC6600 = 4the C¢DPC666¢ heing a nuch fas¢er machine than

ATLAS 11, %% I8 doubtful whethor the objoct would have

taken as fong as B 8econdz on ATLAS, USBing the present
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method,

WarnOck'é method has been %YWidely recognised a8 the
£irast succeaaful]l attempt ¢to produce an glgorithm that
performs nearly linearly with complexity, TheTXe i8s little
information ¢o indlicate tha Bspeed o©of wWarnock's method wheh
A used to 8olve the hiddon~line problen, hovwevex, his
algorithm applied to the hidden Surface problem LS 8low,
Unlike the first tvwo maethods mentioned, wWarnock's method
doos not deal in termd8 of volumes or edges , but in terms
of area8 of tho screan, The procedure ~recurgively
subdivides the screen into smaller and smaller areas until
tho renagining part of the scene within the ares is simple
enough to solve, Ironicaslly, it appears that tha complexity
of the ¢ests needed to cheok simplicity and the gctual
progess  of  subAdividing  in f£oct take up a lot of

gomputation,



CHAPTER §

coNcLUSIONS,



5,1 Introduction,

In ordayr to provide g complete computer~based design
syostem £or plant layoUt and pipa routing, then the basjc
algorithmy deperibed in chapters 2 to ¢ need augmenting in
a number of waye; £irgt to overcome iancquacian in the
algorithmg themselves and second to provide solutions to
2tha renainlng problems which have not beanh tackled, In this

chapter methods of overcoming thaese problems are suggested,
and the outline of an Lintegrated layout,¥outing and

detalling systen is given,

Y,2 IMurther Ideas on the Vessel Layout Problen,

4

The vesmcl layout algorithms are the least guccessful
on two naln agounts, First, the assunptionas and
| sinplifications mado‘ in ordar to tackle the probhlem aro
rather tvo pevera, Thero arc nany more faotors éﬁfacting
.plant layout than the cost of piping, and although Some of
thogce constraints can be {ncluded, one 45 otill left with
tha problen off calaulating a maanlngful.objectiVe fungtion,
The approximgtionz used to calculate piping costs are
crude, particulariy £n the cese of branched pipes, so even
wvhen an optinun ig found, one gannot bo asure that this is a
real optinum fin thao corresponding rcal vworld situation, Of
efual inporfance SLe the pogr perfoﬁmance off the layout
slgordithms, ft seemg <¢that 1ittls hesdvay can be made

without a vadleally different approach,

Currant mghual methoda f{raqusntly anploy ainmple
nodels  off the main plant itens, ¢the dealgn proceeds by
physically mbving the elanmonts of ¢he nodel, while making a
mental note of any violated engineering constralnts, gimple
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hand calculatlons are used ¢o estimate piping costs for
~ @each layout, This apbroach is certainly a proven one and

hence 4t might be profitable to try and emulagte 1%,

¢

The nost effectiVe way of Sinmulating g model 18 bY
means ©f ah lnteracglye graphics display, There are ¢wo
main advantages that could be gained by 8ugh an approach,
Firstly, “*he machine ‘ean very qulokly caleculate accurate
estima%oa.bf piping coBts for each lavout gensrated by the
denigner at the display, Secondly, the designer could
invoke ¢the agalgorithms of chapter 2 to operdée on small
subsets of plant {tems, while maintaining overall control
ovor the design, This hybrid approach of combining the
automatio procedurea with nanual nethods at a display would
seam to he the mos% fruitfull pxoposition, Also, using thaf
hidden=line technlques of chaptor 4 W¥ould mean that

reallstiac 4images of ¢he computer based model could he
‘obtainod at any stage, although one would onviGuge working
with wirefiramna dra¥ings or sVen sinple plans and elevations
goxr any hlghly interactive work, The disadvantages of such
an  approgch night be the limited esoreen o6ize Of moat
displays, tha dopendence onh réspmnsivv gomputer refiources
which may ho gemoto f£rom the graophlics terminal and also the
Gifificultlos inherent in BeVaral  poople vorking
sinulteneounly at a digplay ao opposad to standing around a

nodel,

5.3 Furthar Idaas on +the Pipe Routing gnd Detaliling

Proplonm,

In gontyast 4o the vesasel layout eclgorithmas, ¢the pipe

routdng algorithme proposod aroe much moroe 8Ucocsprful, often
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being able to0 produce realistlic optimal routes conforming
to the déslgnerva wishes, flowevar, further development work
needs to be done, particularly with regard €o the detailed
design of plpe centre~lines, 8o aB to enﬂurecthat all pipe
clashes are resolved, The most profitable area to explore
i3 the use of interactlve graphica; however, whereas vessel
layout problems are, ¢0 a large extent a 2D problem, the
pipa routing p:ohlém I8 very nmuch three dimensional, The
synthesis of {hrea dimensionsal shapaslat a 2D Bcreen {8 not
vary strafdght fovrward, but here we ¢anh provide a head start

by routing all the pilpes automationlly using the algorithnms

of chaptey 3,

The routing stage of the deslgn process Wouldg start
with an autonatioc routling system, This could Jjust as well
be Offlina g8 Lnteractiveiy driven, The dag9igher would
prepare s8lmple finstructions indfcating the Dosltions of
. pipa tracka, favourable and unfavouUrable routing areas, He
would ¢thon ¥eoquest that soma oxr gll of the pipas be routad
avtonatically aoccording ¢to theso consiraints, The plipe
gentre=lines Do prodUced oould. be interrogatad at ¢he
display screan, vhero it would be possible to poerform edits
on” tﬁem, Tha problems of eomnuUnicating 3. dimengional
infornation via ¢he screen arc largely ciroumventod by the
framawvork of routaes already 4in existence when the
interaotive vork starts, ror axanmple, i& may be desired to
move a Seation of pipe laterally on a dips &rack, This can
oaBily be donhe by idanﬁiﬂyiﬁéithﬁ pipes Begtion and then
roquosting a movay the syaten would ensura that the bipo

seothon repalns connacted at fts end points,

The or&hogonal nature ©f centrevlines 8 Very helpful
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for intoractlve techniques, 0ne could dispblay an isometric
viaw {or lndead any axononetric view) of the plant ahd then
any movenant of a tracking cross can easlily b9 ldentified
as a MNhovament 4in X,¥Y or z, The actual manual routing of
song pipea at the display soreen i8 certainly a viable
proposition, 1I1f & routa Ls oconstructed on the screen,
atarting gnd endihg at two knhown points, then Provided the
direotions of all dentre~line elements cen be Ldontified as
belonging to one of the three standard directions of the
Joometric then the route 4ia wholly determined 4n three
dinensions, The construction of oblique gections of pipe is
more complex, but atill not insoluble, The faact that such
sections ¢f pipe uro'uncommon naang that 4t does not nmatter
i€ they arc slightly more diffioult ¢to create at th&

display acredn,

]
Tha ¢lroat advantegae of & route centre=line design

aystem sych aeg thig 4ag that the desidner has to PpProvido
enly a nininum amount of geometric information in order to
gonatruct tho routec, Further, the system can always be
instructed to searah for plpe clashes and indicate these ¢o
the designar for himn to resolve at the @oracn, This
virtdﬁlly guarantoeé erroxn Efee'routes and also avolds the
problem of 4rying ¢o6 devise ‘an  infallible pipe clash

yegolving algorithn,

A hajor problem §& the dotailing of gittings on the
pibe centre=linec, It f{s possipblo to position some fittinge
‘autonaticully, particularly elbows and 7! Junctions,
. HovwevVer, a devolopnent of tho intersotive routing systen
dcseribed  ahove  would solve the datalling problem

particularly wnllg one vwould envisago dleplaying the pipe
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gentre«line %40 bpo detalled, and then f£ittings could be
positioned hy meraly pointing at the centre~line, A8 the
Bystem Xnows all about the 3 dimensionsl gaolotry of the
gentre=line 4hen i% 45 easy to determine the 3 ﬁimensional

positiona of £ittings Preclsely,:
5.4 FutUre Trands in Visualisation.

At any stasge of the design process so far outlined,
it would be oonvenient ¢t0 provide an auihentic looking
visualisation of al) or part of the design as in chabter 4,
There are &wo rasirictions to the hidden-line algorithn
presented, The £irst s the inability to handle curved
Burfaces, HoWavar, good renderings canh be obtained bY means
of polyhedral approximdtions, Perhaps & s0rjous restrjction’
iz ¢the numhar of objects that can be hgndled bpY the
program, fThe implomented version eenh handle 5€€ faces, 750
" points and 1200 gdges, HoVaVer, Lf One ¥iBhed to Trebresent
adoguately a plant of 290 vesasels and 150 pipes, one might
nead 10000 faces, 8uch a #cens would take minutos (but not
hours) +to coppute and this vould be tolerakle, The main
proplem L& how %o handle the large amount ©0f data involved,
The objeot dofiinition could only be hold on backing store
and one approach ¥ould then be to segnent the object into
aroa8 of the screen, sauch that oaoch area consideraed
oontains lass than 56006 faces, 7This vogmontetion could be
done by means of g very sinple procedure not requiring much
gonputation or alternatively & gegmentation precedure
siniler to Warnogk'o method of subdivieion might be \used,
rutura developbments 4in the application of viguallsation
techniguop could wall J4nclude the use of halg=tone
pletures, 1IN ganoral, <¢these ara aessler and quicker to
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produce than hidden line pictures, but they can suffer from
poor resolutlon in sreas of f£inae detall, Hore important is
the 1lack of generally avallable hardware to digplay such
pictures, lidden line pictures have the advanéage that they

~cen be displayed on any graphics device,

Current ¢trends in 3~dimensional graphice hardwvare
point the way to much more sophisticated visualisation in
the £uture, There are already displayﬂ on the market that
provide Yoal time motion for not only wireframe drawings
but also half=-tonhe Plotures, In the case of half tone
~systens, the ¢two nmnaln dravbaoks are tho limitegd 8izo of
object handled and,alsd the very high cost, 1t Will be BOme
tine befere ve can look forward ¢to a‘chenp ginmulated waik

through a chaemical plant,

8.5 Thought# Towgrde an integrgted Layout, pRouting and

Detailing Jyatenm,

In gectionn 6,2,5,3 and 5,4 wWe have eXamined tha
alononts oOf an aymtem which {s hybrid 4in itz appreoach
compining the use of automatio algorithms with manual
design mothorp at an interactive graphice dinsplay, Perhaps
the main aanhfagﬂ that will be gained over the current
wholly mnmanual methods 48 the ihtegration of the flow of
information throughout the design process, At sll sBtagas,
the transference of data f£ronm ohe design tgsX to another
can ba gutonatila, 1¢ hgs glreagdy beesn mghtionad thet great
inprovenonts gan he nads in the egonomigs of using current
datailing and 4{sometric systons, also, sinlisr interfaces
aeah ba providad to axisting pipe elresaoing programe, At any

staga of ¢he daesign, internedigte materiale Listings can be
! 4

~ 132 -



obtalned at minimal cost and dasign documentation such as

general arrangement plans cah be produced automatically,

In ordar %o provide an integrated systom , it is
necessary to provide a centralised data bas2 which holds
all informatlon about the design, It ls necessary that this
~datg base ls segmented such that diffarent designers
working on dlfferent areas of the plant can access the data
base at the same time., Once the database is in existence,
the deslagn and Inplementation of both offline and

interactive denign programs can procead,

RS

1t s essential that the design systen i readily
acoeseible to .thé designer, end in the case of <he
interactive programs the systen musﬁ. be responsive, The
former roquifemant cén be met by any of a number of
conmercially acoesoible nulti~asecess gystems, but the
sacong requixemenﬁ ogh only ba met by means of a dedicated
progcessor, Although Pprocesgor c¢osts are falllng rapldly,
the price of a large minfcomputer is not yet low enough to
be oost effective, Until facilities are aveilable that
complne the choapneos of nuitisccess with the performance
of a dedicated systen, this is 1ikaly to remain a major

barxler Lo the accaptance of the fdeas presanted here,

On &he rfuestion of displays, &the chojica between tho
storage <ubo 4¢ypo digplay or a refrxeshed display is not
olear, for many intercc&ive <¢asks, a storage tube {io
adaquutao, providad ,thé hoat meohine ig sufficlently
regponaive and  tho line banhdvwidth ls sufficlent to support
fraquent gadraving of the pictura, HovWever, for much.of the

3D work, g rofresh display 44 to pe preferroed since nuch of



the detalling of pipes end £ittings freduently use light
pen hits on existing pleture parts, Also, real tine
rotyation can he genuinsly usaeful £or apprecdlating a complex
3=dinensional situation, This facility is'impoaaible to
provide oh a storage tUpe display, but adequgte continuous
rotation s egoily provided by softvware teghniques using a

" refreshed dieplay,

The techiniquec exist now to produce en advanced
layout, routing and detailing BSystem whose peCformance
would ecompeta very favourably with gurrent manual design
mathodd, Tha 4ingrogSed apeed Of deslgn ingorporating
autohatlc ocheoking procedures should ensure better and
ehagpber deslgna 4n the gfuture 4£f such & aystem vere

inplenentad,
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