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Abstract

A 3-D model of freckle (solute channel) formation at a microstructural level was coupled with in situ X-ray radiography to investigate
the mechanisms of freckle initiation and growth. The model predictions for solute partitioning, diffusion and convection were validated
via in situ X-ray radiographic measurements in Ga–25 wt.% In alloy, showing good agreement. Other key features, such as freckle chan-
nel width and critical Rayleigh number, also correlated well. The validated model was used to investigate freckle formation under a range
of solidification conditions. Two distinct stages of freckle onset were observed, identified via the dendrite tip growth and solute profiles.
The first stage corresponds to lower flow velocities with large fluctuations; in the second stage the velocities stabilize, with established
recirculating flows forming solute channels. The influence of imperfections in dendritic morphology, such as grain boundaries and
primary spacing variations, on the critical Rayleigh number was studied. It was found that that these features initiate freckles.
Non-intuitively, converging grain boundaries were observed to have the greatest propensity for freckle formation. The resulting new
insights on solute plume formation impact a range of phenomena from single-crystal superalloys to magma flows.
� 2014 Acta Materialia Inc. Published by Elsevier Ltd. This is an open access article under theCCBY license (http://creativecommons.org/
licenses/by/3.0/).
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1. Introduction

Convection due to thermal and compositional variation
can cause the formation of preferential flow channels
(termed freckles, solute channels, chimneys or solute finger-
ing), which can be found in a wide range of situations rang-
ing from naturally occurring magma reservoirs [1,2] to
man-made cast alloy components [3,4]. Such systems, which
typically involve two or more components with different
densities and phases, often exhibit natural convection due
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to density variations in the liquid caused by thermal and
compositional gradients. This convection then draws liquid
from the surroundings, forming a stable chimney [5]. In a
casting, it may result in narrow but elongated solute-rich
regions which solidify during the final stage of solidification.
These channels are typically formed in the interdendritic
regions upon localized segregation and enrichment. Such
regions, typically consisting of grain boundaries and disori-
ented crystals, are manifested as freckle defects or
A-segregates [6–10].

Nickel-based superalloys, employed in the manufactur-
ing of single-crystal gas turbine blades, are highly prone
to freckles [11–14]. Such channel segregates are also
observed in several steel grades, particularly in the centre-
line regions of continuous cast slabs [15]. Moreover,
org/licenses/by/3.0/).
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turbine blades typically involve very expensive alloying ele-
ments and are designed to operate at temperatures close to
85% of their melting point, thus requiring them to be
defect-free and highly efficient. These defects result in an
enormous increase in the rate of scrappage (�49% loss),
incurring increased production costs and energy consump-
tion, and thus need to be better understood in order to
improve the manufacturing processes.

A number of experimental and numerical studies have
been conducted to understand the occurrence and evolu-
tion of these defects. Most of the experimental studies have
been ex situ and macroscopic [3,14,16,17], mainly due to
the complexities involved with handling Ni-based alloys
at high temperatures. Recently, an in situ radiographic
technique to study freckle formation was developed by
Eckert and co-workers [7,18,19]. A Ga–In alloy was used
due for two key properties: it is prone to freckle formation;
and it has a melting point near room temperature for easy
handling. Using this technique, Shevchenko et al. [18]
reported formation of stable chimneys at several solidifica-
tion conditions, and successfully captured the solute distri-
bution and flow velocities to quantify the defects. In this
paper we use this technique to validate the model
simulations.

Numerical models have been developed to predict the
phenomena of solidification and freckle formation
[8,13,20,21]. Using mathematical criterion models, the
occurrence of freckle defects in a casting can be predicted
based on solidification conditions. Such models are typi-
cally based on the Rayleigh number (Ra), which gives an
estimate of the strength of natural convection during solid-
ification [9,14]. A wide range of phenomenological models
have also been developed but are mainly macroscopic, sim-
ulating macrosegregation in the bulk domain during solid-
ification [8,22–25]. This is conventionally performed by
coupling with fluid flow to identify regimes of solute accu-
mulation and the resulting transport through natural con-
vection. However, such models provide very little
information regarding the microscopic processes such as
solute accumulation and interdendritic fluid flow in the
mushy region.

Microstructural 2-D models [13,26–30] have demon-
strated such dendritic solidification in the presence of nat-
ural convection. However, these models are not applicable
for freckle channel formation studies as 3-D analysis is
essential to capture the interdendritic flow, as demon-
strated by Yuan and Lee [10]. These authors performed
the first direct simulations of freckle formation in Pb–Sn
alloys using the open source microstructural solidification
code lMatIC [31–34], proposing three mechanisms that
lead to initiation and formation of freckles, namely: (i) den-
drite remelting (ii) dendrite overgrowth and (iii) dendrite
deflection. However, the model was only validated via the
critical Rayleigh number predictions.
In this work, we extend lMatIC and validate it by direct
comparison with in situ radiographic quantification of den-
dritic structures, solute partitioning and flow velocities.
This validated model was then applied to investigate the
freckle characteristics and the effects of microstructural
defects, such as grain boundaries (both converging and
diverging) and variations in primary arm spacing, on
freckle initiation.

2. Model description and the experimental setup

2.1. Mathematical modeling

The microstructure solidification code lMatIC [35] sim-
ulates dendrite morphology, solute partitioning and diffu-
sion with microsegregation under both forced and
natural convection during solidification processes. The
model assumes that the liquid is incompressible and New-
tonian. The effect of shrinkage due to the density difference
between solid and liquid phases is neglected. The growth of
the solidifying interface is obtained by the equilibrium ther-
mal and solute balance at the interface using established
relationships. The entire framework follows the approach
described in Refs. [10,31,33]. The governing equations are
given as follows.

2.1.1. Governing equations

The mass and momentum conservation are imposed by
using the Navier–Stokes equation for incompressible flow.
Buoyancy source terms are incorporated to represent natu-
ral convection arising from thermal and solute gradients:

r � ðfl~uÞ ¼ 0 ð1Þ
@

@t
ðflq~uÞ þ r � ðflq~u~uÞ � r � ½lrðfl~uÞ�

¼ �rðflP Þ þ SF; ð2Þ

where ~u is the velocity vector in the liquid, fl is the mass
fraction of the liquid phase (denoted by the subscript l),
q is the density of the liquid phase, P is the pressure, l is
the viscosity, and SF is the source accounting for the ther-
mal and compositional dependence of the liquid density,
and is given by the following equation:

SF ¼ q0gfl 1þ bT T � T refð Þ þ bC C � Crefð Þð Þ; ð3Þ
where q0 is the density calculated at the bulk composition,
g is the gravitational acceleration, bT and bC are thermal
and compositional expansion coefficients, and T and C

are the temperature and concentration variables, with the
subscript “ref” denoting a reference state (in this study,
the initial condition is taken for this state).

The heat (energy) and solute conservation relations are
given by:

@T
@t
þ fl~u � rT ¼ g

qcp
r2T � L

cp

@fl

@t
ð4Þ



Fig. 1. Schematic of the computational domain and boundary conditions.

0 

20

40

60

80

100

120

140

160

0 20 40 60 80 100

Te
m

pe
ra

tu
re

 

wt% In

29.8 

156.6 

15.3 OC 

Ga-25wt%In

21.4

OC 

OC 

O
C

 

Fig. 2. Phase diagram of Ga–In binary alloy system, with the dashed line
showing the alloy used in the present study [36].
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@Ce

@t
þ~u � rCl ¼ r � ðDerClÞ; ð5Þ

where cp is the specific heat, g is the thermal conductivity, L

is the latent heat, and Cs and Cl are the average solute con-
centrations of the solid and liquid. The terms Ce and De are
the averages calculated using their respective values in
liquid and solid phases, i.e. Ce ¼ flCl þ fsCs and
De ¼ flDl þ kfsDs. Here, Dl and Ds are solute diffusion
coefficients in the liquid and solid, respectively, and k is
the partitioning coefficient. This allows the solute diffusion
equation (Eq. (5)) to be adapted to the entire domain,
including the liquid, solid and mushy regions. The rate of
change of the solid fraction (fs) at the solid–liquid interface
is obtained by the following relation [20,33]:

@fs

@t
¼ 1

Clð1� kÞ �
@Ce

@t
þ ½1� ð1� kÞfs�

@Cl

@t

� �
: ð6Þ

The governing thermal and species transport equations
are solved on the regular spatial grid. The flow velocity
through the mushy zone is proportionally dampened using
the values for the solid fraction [10]. The solidifying front is
advanced when a positive change in the solid fraction is
encountered, where a negative change implies remelting.
This work utilizes the modified decentered square/octahe-
dron algorithm described in Wang et al. [33] to impose
anisotropy of the interfacial energy at the solid–liquid
interface. The significant advantage of this methodology
over other numerical methods, such as phase field or level
set, is that a coarser grid (by an order of magnitude) can be
used, thus achieving considerable reduction in computing
effort. However, this is prone to cause errors in the values
of tip undercooling, which requires high resolution of inter-
facial grids. For a typical case, this error was found to be of
the order of 5% [33]. This approach has been validated
against experiments in terms of solute diffusion at the inter-
face, primary dendritic arm spacing and the columnar-to-
equiaxed transition [33,34]. Such an approach allows one
to incorporate fluid flow in the model to directly calculate
complex, multigrain solidification microstructures and the
subsequent effect of natural and forced convection.

2.1.2. Initial and boundary conditions
A schematic of the domain and boundary conditions

used in the current study is shown in Fig. 1. The phase dia-
gram for the Ga–In binary system is represented in Fig. 2
[36]. The simulation parameters and conditions are listed
in Table 1. Fixed nuclei were placed at the bottom to initi-
ate dendrite growth, using the primary arm spacing calcu-
lated from the analytical relation proposed by Hunt and Lu
[37]. The dimensionless spacing is given by the relation

k01 ¼ 0:078V 0ða�0:75ÞðV 0 � G0Þ0:75 G0�0:6028
, where a is a con-

stant, and V0 and G0 are non-dimensional values of speed
and thermal gradient, respectively [37]. This was calculated
to be 274 lm for G = 1 K mm�1 and R = 8 lm s�1

(Table 1). The crystallographic orientation was set to be
same for all the seeds. Although the simulation domain is
smaller than that of the experimental study, measured val-
ues of the thermal gradient and pulling velocity were
imposed. Periodic boundary conditions were used on the
thin side surfaces and a zero derivative boundary condition
was applied to the top, bottom, front and back surfaces for
velocities and solute concentration.

2.2. Estimation of the Rayleigh number (Ra)

The Rayleigh number is the dimensionless quantity
typically used for describing buoyancy driven flows. It
compares the contributions to heat or mass transfer
arising from diffusion and convection, respectively. In



Table 1
Thermophysical property values used in the simulation.

Property Variable Value Unit Reference

Partitioning coefficient k 0.05 – Estimated
Liquidus slope m 1.8 K wt.%�1 [38]
Melting point of Ga Tm 302.77 K [39]
Liquidus temperature Tliquidus 298 K [18]
Latent heat L 4.2 � 108 J m�3 [39]
Specific heat cp 380.4 J kg–1 K�1 [39]
Eutectic temperature Teut 288.3 K [38]
Eutectic concentration Ceut 21.4 wt.% In [38]
Kinematic viscosity m 3.28 � 10�7 m2 s�1 [40]
Solute expansion coefficient bc 1.66 � 10�3 wt.%�1 [39]
Thermal expansion coefficient bT 1 � 10�4 K�1 [39]
Thermal diffusivity a 4.918 � 10�3 m2 s�1 [39]
Solute diffusivity in liquid DL 2 � 10�9 m2 s�1 [41]
Solute diffusivity in solid DS 1 � 10�12 m2 s�1 [41]
Thermal gradient G 1 K mm�1 [18]
Solidification velocity R 8 lm s�1 [18]
Initial temperature Tinit 300 K –
Orientation angle 90 � h 2 deg –
PDAS (for given G and R) k1 274 lm [37]
Ga concentration Cinit 75 wt.% –
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solidification processes, such a criterion can be used to
predict the occurrence of freckles [9,13,14]:

Rah ¼
gKh
am

Dq
q0

� �
ð7Þ

where h is the characteristic length scale, K is the mean per-
meability of the mushy zone, a is the thermal diffusivity, m is
the kinematic viscosity, and the term Dq

q0
is the density

change due to thermal and/or compositional variation. In
this work, length scale (L), permeability (K) and density
inversion Dq

q0
are evaluated following Ramirez et al. [9].

For a given (experimental) casting speed R and a primary
arm spacing k1, the length scale is estimated by the relation
h ¼ a=R and the permeability using the following empirical
relation:

K ¼ 0:074 � k2
1 � � ln fs � 1:49þ 2fs � 0:5f 2

s

� �
ð8Þ

The maximum value of the Ra (as a function of solid
fraction) across the mushy zone is chosen to evaluate the
strength of convection, which is then correlated to the
occurrence of freckle defects.

2.3. Experimental setup

The experimental data used for validation are based on
in situ solidification of Ga–25 wt.% In alloy in a Hele–Shaw
cell 25 � 35 � 0.15 mm3 in size [18]. The X-ray observation
was performed over a 22.5 mm � 30 mm rectangular win-
dow. The Hele–Shaw cell was cooled at the bottom by
means of a Peltier cooler at�0.01 K s�1. An electrical heater
was installed at the upper part of the solidification cell. Dif-
ferent heating powers ranging from 0 to 1.7 W were applied
to control thermal gradient over the domain. A microfocus
X-ray tube (Phoenix XS225D-OEM) was used to perform
the radioscopy. Solute concentration distribution and flow
velocities were derived from the captured images using the
information from brightness variation and the optical flow
approach, respectively [18,19]. This novel experiment pro-
vides an ideal case for validating numerical models by allow-
ing visual tracking of the dynamics of microstructure/
freckle formation. Moreover, the setup of a solidification
cell with a thin gap provides a much simpler domain for
numerical solutions.

The procedure for obtaining compositional distribution
from the X-ray radiography images is briefly described
here. The X-ray radioscopy delivers a 2-D projection of
the local density in the slit container corresponding to the
distribution of the relative brightness P in the acquired
images. The 2-D scalar field P is defined as follows:

P ¼ I � Idark

I0 � Idark
ð9Þ

where I0 and I denote the intensities at the respective pixel
location obtained from the initial state and from the con-
secutively recorded images, respectively, and Idark is the
camera’s dark current signal. The relative brightness P

allows for an assessment of the local composition inside
the liquid phase. The calibration for measuring the compo-
sition was performed by using area reference measurements
of a cell filled with Ga liquid. Further details on the tech-
nique can be found in Refs. [18,42].

Secondly, the analysis of the flow field follows the opti-
cal flow approach proposed by Horn and Schunck [43].
The details of the approach and results concerning the flow
structures in the melt can be found in Ref. [7]. This algo-
rithm to determine the optical flow from the X-ray images
delivers reliable information on the velocity field in regions
where sufficiently large brightness gradients occur. The
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flow field is evaluated by monitoring the temporal varia-
tions of characteristic brightness patterns in the liquid
phase. Other values, such as tip velocity and tip solute con-
centration, are obtained by measuring the height of a 5 pix-
el � 5 pixel window just ahead of the interface representing
the tip of the dendrite.

3. Results and discussion

The model is first validated against the in situ experi-
ments. The stages leading up to, and during, freckle forma-
tion are then quantified, including characterizing dendrite
tip growth rates and solute profiles. Finally, the influences
of irregularities in the dendrite arm spacing and grain
boundary orientation upon freckle formation are
investigated.

3.1. Model validation

Exact experimental values of solidification conditions
were imposed in the numerical study. However, a smaller
simulation domain (4 � 10 � 0.15 mm3, grid size 10 lm)
than the experimental container (25 � 35 � 0.15 mm3)
was used for computational efficiency. The numerical
domain was selected as a trade-off of sufficient size to cap-
ture freckle formation against computational speed
(�1 week on a desktop PC). The values of the thermophys-
ical properties used in the simulation are listed in Table 1.

Fig. 3 shows a typical simulation of dendritic solidifica-
tion, with the gradual formation of a solute channel leading
to freckle formation. Note, in Fig. 3d, four dendrites are
marked a–d and three interdendritic regions are marked
1–3, to identify and explain several features in the following
discussion. The spacing between primary dendritic arms
was obtained from the Hunt and Lu model [37] and is also
found to match with the experimental result [18]. During
the early stages, the front remains predominantly flat,
but, due to solute partitioning at the dendrite–liquid inter-
face, Ga is rejected from the a-dendrites (kCl) and its con-
centration gradually increases in the mushy region. The Ga
is lighter than In, and therefore natural convection is initi-
ated and the interdendritic liquid flows upwards (Fig. 3b),
increasing the plume velocity from �1 lm s�1 to 30 lm s�1.
This upward flow of Ga-enriched liquid causes the second-
ary arms to remelt and inhibits any further local dendrite
growth. As shown in Fig. 3d, the secondary dendrite arms
for the dendrite “b” on the left-hand side (Ga enriched) are
much shorter than on the right-hand side. In addition, a
reciprocal downward flow (recirculation) occurs into the
neighboring interdendritic spaces (labeled 1), transporting
enriched liquid and making neighboring dendrites (“a”

and “b”) grow faster (Fig. 3c). Note that the length scale
of the initial convection cells as seen from the vectors
shown in Fig. 3b–d is comparable to the primary dendrite
arm spacing (PDAS). This indicates that the freckle forma-
tion behavior is primarily microscopic as proposed by
Yuan and Lee [10].
The model and experimental results are compared in
Fig. 4. The predicted contours of Ga concentration
(Fig. 4a) and freckle channel width (400 lm in both)
match closely with the values obtained from the experi-
ment (Fig. 4b). The fluid flow pattern and velocities were
also found to compare well. Fig. 5 shows the snapshots
from the experiment (Fig. 5a) and numerical simulation
(Fig. 5b), highlighting the flow velocity vectors and their
pattern in a representative region. The optical velocity
calculation method is very appropriate for plumes with
large Ga concentration variation. However, slight differ-
ences between the numerical and experimental results
are observed, which are primarily due to the difference
in the height of the solidification cells. Note that the
optical flow approach does not resolve the lower magni-
tude flow vectors (<20 lm s�1) due to weak concentra-
tion gradients.

3.2. Effect of solidification conditions on freckle formation

Freckle susceptibility has been found to decrease with
Ra number [9,13]. The Ra number can be varied by
altering the thermal gradient and solidification velocity,
allowing the dependence of freckle formation to be
evaluated for Ga–In alloys. Both thermal gradient and
solidification velocity vary during casting, providing
direct insights into key metallurgical processes. Therefore,
simulations were performed for a range of solidification
conditions as given in Table 2, and with comparable
Rayleigh number (using Eq. (7)) to the experiments of
Shevchenko et al. [18]. When calculating Ra in this table,
the permeability K (Eq. (8)) and density inversion Dq=q0

are calculated from the relations described in Ramirez
et al. [9].

In many prior ex situ experiments, there is a critical Ra

number below which freckles do not occur [13]. In the
experimental work, as shown in cases 1 and 3 of Table 2,
freckles were found at both solidification conditions. The
model was run for both these cases and a range of higher
cooling rates (lower Ra values). The model predicted
freckle formation for these Ra numbers, approximately
350 and 160. However, when the Ra number was reduced
(via cooling rate) just below the critical value, a gradual
transition towards non-existence of freckle channels was
observed. This transition was roughly predicted when
channels appear to form but were eventually suppressed.
An example of such a transition (corresponding to case 5
from Table 2) is shown in Fig. 6a, at 800 s and Ra = 143
(case 5), with slightly enhanced channels shown in black
circles. As faster solidification velocities were imposed,
Ra was further reduced and no evidence of freckle forma-
tion was noticed (e.g. Fig. 6b at 600 s for Ra = 129, case
6). The model, therefore, predicts a critical Ra value of
�150 for this alloy. These predictions match well with
the experimental observations, where many fewer freckles
were seen in case 3, when the Ra number was just above
the critical value (150).
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3.3. Dendrite tip velocity and solute concentration

It is well known that the tip velocity is significantly
altered in presence of convection due to the influence it
has on the solute boundary layer [44]. The tip velocity, or
growth rate, depends on the local undercooling, which
depends upon both temperature and the solute level. These,
in turn, are altered by any melt flow, as it can advect the
solute away, or to the tip. Freckle formation has conven-
tionally been investigated at a macroscopic level, and the
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Table 2
Comparison of experiment and model prediction for a range of solidification conditions.

Case Solidification condition Simulation Experiment [18]

G (K mm�1) R (lm s�1) Ra Freckle susceptibility? Ra Freckle susceptibility?

1 1 8 351 Y 335 Y
2 2 10 171 Y – –
3 1 15 162 Y 158 Y
4 2 15 152 Y – –
5 4 20 143 N – –
6 10 30 129 N – –
7 10 40 100 N – –

(a) (b) 

1 mm 100 µm/sCGa(wt%)
85

75

65

Fig. 6. Suppressed channel formation at lower Ra: (a) transition-like (weak freckle channels shown in black circles) behavior observed at Ra = 143 (case 5
of Table 2); and (b) no-freckle channels for Ra = 129 (case 6 of Table 2).
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impact on tip velocity has not been documented. In this
study, dendrite tip velocities adjacent to freckle channels
are plotted to provide further insights into freckle phenom-
ena. As solute channels form, both dendrite overgrowth
and deflection [10] were observed (Fig. 3), helping form dis-
tinct freckle channels. The tip velocities for four of the den-
drites (as marked in Fig. 3d) are compared in Fig. 7a. Two
distinct stages in the tip velocity can be identified in Fig. 7a,
corresponding to the two key stages that the model predicts
during freckle formation:
Stage I—freckle initiation: partitioned solute forms
localized density inversions that cause initially small flows
and recirculation cells. These cells then quickly grow, com-
pete with each other, advecting solute with them.

Stage II—freckle stabilization and sustained growth:
after a period of time, one convection cell dominates, often
due to its having remelted the secondary dendrites, and
subsequently stabilizing the chimney flow.

Stage I is clearly visible via the strong fluctuations in the
tip growth velocities during the first 700 s (Fig. 7),
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corresponding to the fluctuations in flow as the convection
cells form and compete with each other in the melt. These
fluctuations cause the solute layer ahead of the tip to fluc-
tuate between being enriched and depleted, slowing and
accelerating the tip growth, respectively. At 700 s, a stable
plume is established, as seen in Fig. 3c and d. This brings
Ga-enriched interdendritic liquid upwards, broadening
the solute field around tips “b” and “c”. This reduces the
tip undercooling and the tip growth velocities. However,
the upward flow must be fed by an equivalent downward
flow, which brings Ga-depleted fluid to the neighboring
tips “a” and “d”, resulting in increased undercooling and
tip velocity relative to those of “b” and “d”.

Fig. 7b shows the variation of tip growth velocity over
time, plotted from the experimental data corresponding
to similar solidification conditions. The freckle channel
and the dendrite under consideration are also shown in
the inset of the figure. If the plots in Fig. 7a and b are care-
fully compared, the order and nature of fluctuations are
reasonably similar, confirming the correctness of the
model. Furthermore, the experimental plot qualitatively
depicts the two stages of freckle formation as predicted
by the model (Fig. 7a). The experimental tip velocities were
higher than model predictions, presumably due to the lar-
ger domain which allows higher flow velocities than pre-
dicted by the model.

The gallium concentration profile was also investigated
at locations such as dendrite tips and interdendritic freckle
channels. As anticipated, the fluctuations in the flow reflect
the solute build-up profiles. Fig. 8a and b show the solute
profiles plotted from the tip of the dendrites a–d and inter-
dendritic channels 1–3, respectively. Solute in channel 1
exhibits significant dip near at 400 s, indicating the onset
of upward natural convection. After 700 s, fluctuations in
the solute profiles die down, indicating plume stabilization.
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Upon observation of the solute variation in channels 1–
3, the solute concentrations in all the channels simulta-
neously converge to an identical value at the end of stage
I and prolong throughout stage II. The stabilized solute
concentration was observed to gradually increase at a con-
stant rate. This stable value of the solute in all the channels
indicates the final stage of solidification where such high
solute levels are typically observed and can be qualitatively
compared with the experimental results reported in Ref.
[18]. This also gives sufficient indication that remelting
could take place, resulting in a sustained freckle channel
as described in Ref. [10]. Following Ref. [45], constitutional
supercooling can exist if:

GL

R
<

T liq � T sol

Dl
; ð10Þ

where GL is the thermal gradient in the liquid, R is the
solidification speed, Tliq and Tsol are liquidus and solidus
(a) (b)

Cga

(wt%) 85 75 65

Fig. 10. Freckle formation under the influence of grain boundary defects (a,
t = (c) 500 s, (d) 1000 s.
temperatures for the given alloy composition, and Dl is
the diffusivity of Ga in liquid In. Substituting typical values
for the system under consideration, Eq. (10) is satisfied
(1.125 � 108 < 5 � 109), and occurrence of remelting via
constitutional supercooling can be confirmed. Further-
more, a hypothetical line can be extended backwards from
the stable solute build-up as shown in Fig. 8b. During stage
I, the rise in solute concentration values in the channels
does not appear to exceed the extended line. This behavior
suggests the presence of a threshold solute gradient which
initiates natural convection and remelting during
solidification.

3.4. Influence of microstructural perturbations on freckle
formation

Nickel-based turbine blades can be cast as equiaxed,
directionally solidified or single crystals. Several types of
(c) (d)

1 mm 100 µm/s

b) with Ra = 341 at t = (a) 700 s, (b) 1400 s, and (c, d) with Ra = 141 at



(a) (b) (c) (d)

1 mm100 µm/sCga

(wt%) 85 75 65

Fig. 11. Freckle formation in presence of defective arm spacings (shown in black circles): (a) no defect, (b) ½k1, (c) k1/3, 2k1/3, (d) 2k1.
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perturbations may occur during these casting techniques,
which can eventually lead to freckles [46]. In this section,
we investigate the effect of imperfections that occur in
terms of grain boundary and primary arm spacing.
3.4.1. Influence of grain boundaries

Firstly, the influence of low-angle grain boundaries on
freckle formation was studied. As shown schematically in
Fig. 9, a set of two grains were initialized with at least



S. Karagadde et al. / Acta Materialia 79 (2014) 168–180 179
one pair of dendrites converging on to each other and
another pair diverging, representing a typical low-angle
grain boundary defect. By using a 7.5 � 1.5 � 0.15 mm3

volume with a periodic boundary condition and 15 lm
cells, a series of solidification conditions was simulated.
Intuitively, it would seem that the diverging growth can
create an extended spacing between the dendrites during
solidification, thus favouring the formation of freckles.
However, the simulations predicted the opposite. In a con-
verging grain boundary defect, more solute is trapped in a
gradually narrowing region, leading to localized solute
enrichment. Simulations with two different solidification
conditions were run, representing two distinct Rayleigh
numbers: (i) Ra = 341 (G = 1 K mm�1, R = 8 lm s�1)
and (ii) Ra = 141 (G = 1.5 K mm�1, R = 15 lm s�1), the
latter being slightly lower than the critical value. In the first
case, a plume was initiated at the converging location, and
was found to gradually develop into a stable chimney
(Fig. 10a and b). Although the solidification conditions
are identical to those of the validation case (Section 3.1),
a wider freckle channel, measuring up to 600 lm, was
observed, indicating a higher propensity for defect forma-
tion. In the second case, the plume initiated from the con-
verging location as anticipated, but did eventually stabilize
from its neighboring location. The secondary arms were
found to extend over the initial plume location as a result
of insufficient remelting. However, the freckle channel
was formed at Ra number lower than the critical range.
The study indicates a dependence on the dendrite orienta-
tion angle (grain boundary perturbation) and a higher ten-
dency to freckle formation. Moreover, this mainly
suggested that freckles are more likely to occur in a direc-
tionally solidified casting than single-crystal blades.

3.4.2. Primary dendrite arm spacing (PDAS) variation

When casting turbine blades and other superalloy com-
ponents, the PDAS often adjusts to changes in process con-
ditions such as heat extraction, etc. This may result in
localized changes in the spacing selection. In this section,
we investigate the influence of variations in PDAS (k1) on
freckle formation. Using the same conditions in Table 1,
the k1 was both doubled (2 k1) and halved (k1/2), and a ser-
ies of simulations was performed. The majority of simu-
lated cases demonstrate a sustained freckle channel close
to the defect location when the values of Ra are above
the critical range. The results of the simulations are shown
in Fig. 11a–d) at t = 1500 s. The maximum gap of 2k1 and
the minimum of k1/2 were selected following Wang et al.
[33], who demonstrated that the variation of primary arm
spacing beyond these values will initiate overgrowth/under-
growth healing of the defect. From the simulations, the
defective k1 location shows a tendency to initiate a freckle.
When the spacing is narrower (less than k), solute accumu-
lation is enhanced in the region of irregularity (Fig. 11b). In
addition, the two dendrites (third and fourth from left)
undergo retarded growth due to solute-rich surroundings,
and show a tendency to form the channel, but the channel
is not sustained due to insufficient solute gradients. On the
contrary, when the spacing is larger (greater than k1), the
interdendritic region can accommodate larger flow rates
(due to larger Ra), thus increasing the propensity for
freckle formation (Fig. 11d). When both smaller and larger
irregularities are introduced (k1/3 between the third and
fourth grains, and 2k1/3 between the fourth and fifth
grains), a narrow but stable chimney is observed from the
location where the larger spacing was imposed (Fig. 11c).
Therefore, the dependence of freckle susceptibility on k1

can be confirmed, with a higher likelihood for spacings
greater than k1.
4. Concluding remarks

An existing 3-D microstructural model of freckle forma-
tion was coupled with in situ X-ray radiography to investi-
gate the mechanisms of freckle initiation and growth. The
model was validated via solute concentrations, flow veloc-
ities and dendritic morphology, showing good agreement.
The model was then used to gain a number of new insights.

� Key microstructural features predicted during the onset
of a freckle, such as initial convection cells, were at the
dendrite scale, confirming the previously proposed
mechanisms.
� Two distinct stages of freckle formation were observed:

initiation (with fluctuation in flow and dendrite tip
velocities as recirculation cells compete), and steady
growth (where one cells dominates, and flows and tip
velocities stabilize). These stages are easily quantified
by plotting tip velocity.
� The Ga–25 wt.% In alloy system has critical Ra number

of 150–170.
� The freckle characteristics are found to be highly depen-

dent on grain orientation, primary arm spacing and
cooling rate. Any irregularity in these parameters
strongly initiates a freckle in a close proximity to the
defect.
� Converging grain boundaries were found to enhance

freckle formation, a directionally solidified casting being
more susceptible than single-crystal blades. In addition,
a location with primary spacing greater than k1 was
found to initiate freckles.
� The modeling approach can also be extended to perform

further parametric analyses and to a range of analogous
systems, including formation of freckles in steels, segre-
gates in volcanic flows, etc.
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