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Abstract

This thesis is centred around higher-order invariant variational problems defined on Lie groups. We are mainly motivated by applications in computational anatomy and quantum control, but the general framework is relevant in many other contexts as well. We first develop a higher-order analog of Euler–Poincaré reduction theory for variational problems with symmetry and discuss the important examples of Riemannian cubics and their higher-order generalisations. The theory is then applied to higher-order template matching and the optimal curves on the Lie group of transformations are shown to satisfy higher-order Euler–Poincaré equations. Motivated by questions of model selection in interpolation problems of computational anatomy, we then study the relationship between Riemannian cubics on manifolds with a group action (‘object manifolds’) and Riemannian cubics on the corresponding group itself. It is shown, for example, that in Type I symmetric spaces only those Riemannian cubics can be lifted horizontally that lie in flat, totally geodesic submanifolds. We then return to higher-order template matching and provide an alternative derivation of the Euler–Lagrange equations using Lagrange multipliers, which leads to a geometric interpretation of the equations in terms of higher-order Legendre–Ostrogradsky momenta. Building on this approach, we develop a variational integrator that respects the geometric properties of continuous-time solution curves. We also derive the corresponding adjoint equations. The remainder of the thesis is concerned with an application to quantum control, namely, to the problem of experimentally steering a quantum system through a series of target states at prescribed times. We show that the Euler–Lagrange equations lead to Riemannian cubic splines on the special unitary group, under whose action the system evolves optimally. Finally, we perform numerical experiments for two-level quantum systems and extend the formalism to the control of coherent states in bosonic multi-particle systems.
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1 Introduction

We begin with some background on variational principles and their importance in a wide range of applications. We will also give an overview of what is contained in this thesis and summarise its main contributions.

1.1 Variational principles in physics and applied mathematics

First-order variational principles. Much of classical mechanics revolves around the analysis of Euler–Lagrange equations, which characterise the time evolution of many physical systems. They arise from Hamilton's principle, which states that the time evolution of the system is a stationary point of an action functional defined as the time integral of a real-valued function. This function, called the Lagrangian, is defined on the tangent bundle of configuration space. That is, the curve in configuration space itself and its first time derivative serve as arguments in the Lagrangian. Hamilton’s principle is thus a first-order variational principle.

For a classical particle of mass $m$ moving freely in space the Lagrangian equals kinetic energy, $L = \frac{1}{2}m \|\dot{x}\|^2 = \frac{1}{2}m \sum_{i=1}^{3} \dot{x}_i^2$. Hamilton’s principle states that the trajectory of a physical system during the time interval $[t_i, t_f]$ is a stationary point of the action integral $S = \int_{t_i}^{t_f} L \, dt$ with respect to variations with fixed end points; in short, $\delta S = 0$. This leads to the Euler–Lagrange equations $m\ddot{x} = 0$. This is Newton’s first law as set out in Volume I of his Philosophiae Naturalis Principia Mathematica [1]. Namely, a freely moving particle travels along straight lines at constant speed. For what follows it is important to note that such trajectories are geodesics in Euclidean space.

A wide range of closed physical systems can be described in a similar manner. Namely, suppose the configuration space is a Riemannian manifold whose metric $\gamma$ measures the kinetic energy multiplied by two. That is, the Lagrangian is $L(q, \dot{q}) = \frac{1}{2}\gamma(q)(\dot{q}, \dot{q})$. As is well-known, Hamilton’s principle leads to the geodesic equation for curves on configuration space.\(^1\)

The dynamics of a freely moving rigid body (the Euler top) can be viewed in this

\(^1\)In the proof of Proposition 2.8 later on we will recall the derivation of this important result.
way. Another famous example is ideal incompressible fluid flow [2]. In fact, both of these examples have additional structure. Not only are their configuration spaces Riemannian manifolds, they are also groups: The group of rotations $SO(3)$ in the case of the rigid body, and the group of volume-preserving diffeomorphisms in the case of ideal incompressible fluid flow.\footnote{SO(3) is a (finite-dimensional) Lie group, that is, its group structure is compatible with the differentiable structure of the underlying finite-dimensional smooth manifold. For diffeomorphism groups the underlying manifold is a so-called Fréchet manifold, whose coordinate functions take values in an infinite-dimensional vector space. Accordingly, one speaks of Fréchet Lie groups or infinite dimensional Lie groups. In this thesis we will restrict ourselves almost exclusively to finite-dimensional systems. The one place where we do encounter diffeomorphism groups, in Section 2.5, the calculations are carried out at the formal level. For a detailed account of the geometry of infinite dimensional Lie groups we refer to [3].} The Riemannian metric in these examples, and hence the Lagrangian $L$, exhibit certain symmetries with respect to group operations. By consequence, $L$ can be expressed in an equivalent reduced form; that is, as a function on the Lie algebra rather than the tangent bundle.

The kinetic energy Lagrangian $L : TSO(3) \to \mathbb{R}$ of a freely moving rigid body with diagonal inertia tensor $I$, for example, is given as

$$L(g, \dot{g}) = \frac{1}{2} \gamma(g)(\dot{g}, \dot{g}) = \frac{1}{2} \text{tr} \left( (g^{-1}\dot{g})^T K (g^{-1}\dot{g}) \right),$$

where $(g, \dot{g})$ is a tangent vector at $g \in SO(3)$ and $K$ is the diagonal matrix that satisfies $K_{11} + K_{22} = I_{33}$, $K_{11} + K_{33} = I_{22}$ and $K_{22} + K_{33} = I_{11}$ [4]. Evidently, $L$ can be expressed in an equivalent reduced form $\ell : \mathfrak{so}(3) \to \mathbb{R}$,

$$\ell(\Omega) = \frac{1}{2} \text{tr} \left( \Omega^T K \Omega \right),$$

where $\Omega := g^{-1}\dot{g}$ is the left-trivialisation of the tangent vector $(g, \dot{g})$. In this situation we call the Lagrangian $L$ (or the metric $\gamma$) left-invariant.

In the example of ideal incompressible fluid flow [2, 5] one considers a bounded region $D$ of a Riemannian manifold and its group of volume preserving diffeomorphisms, which we denote by $\text{Diff}_{\text{vol}}(D)$. Its Lie algebra $\mathfrak{X}_{\text{div}}(D)$ consists of all vector fields with zero divergence on $D$ that are tangent to the boundary. The kinetic energy Lagrangian $L : T\text{Diff}_{\text{vol}}(D) \to \mathbb{R}$:

$$L(f, \dot{f}) = \frac{1}{2} \gamma(f)(\dot{f}, \dot{f}) = \frac{1}{2} \text{tr} \left( (f^{-1}\dot{f})^T K (f^{-1}\dot{f}) \right).$$

where $(f, \dot{f})$ is a tangent vector at $f \in \text{Diff}_{\text{vol}}(D)$ and $K$ is the diagonal matrix that satisfies $K_{11} + K_{22} = I_{33}$, $K_{11} + K_{33} = I_{22}$ and $K_{22} + K_{33} = I_{11}$ [5]. Evidently, $L$ can be expressed in an equivalent reduced form $\ell : \mathfrak{X}_{\text{div}}(D) \to \mathbb{R}$,

$$\ell(\xi) = \frac{1}{2} \text{tr} \left( \xi^T K \xi \right),$$

where $\xi := f^{-1}\dot{f}$ is the left-trivialisation of the tangent vector $(f, \dot{f})$. In this situation we call the Lagrangian $L$ (or the metric $\gamma$) left-invariant.
$T \text{Diff}_\text{vol}(D) \to \mathbb{R}$ is

$$L(\phi, \partial_t \phi) = \frac{1}{2} \gamma(\phi)(\partial_t \phi, \partial_t \phi) = \frac{1}{2} \int_D \|(\partial_t \phi) \circ \phi^{-1}\|^2 \ dx,$$

where $dx$ is the Riemannian volume element and $\| . \|$ is the norm of the Riemannian metric on $D$. In this case the reduced Lagrangian $\ell : X_{\text{div}}(D) \to \mathbb{R}$ is

$$\ell(u) = \frac{1}{2} \int_D \|u\|^2 \ dx,$$

where $u := (\partial_t \phi) \circ \phi^{-1}$. Here the trivialisation is by multiplication from the right; hence, we call $L$ (or the metric $\gamma$) right-invariant.

Whenever a variational principle on a Lie group exhibits this type of symmetry one can carry out Euler–Poincaré reduction; this involves taking constrained variations of the reduced Lagrangian and leads to a reduced form of the Euler–Lagrange equations in terms of objects in the Lie algebra and its dual space. In geometric mechanics these reduced equations are often called Euler–Poincaré equations. In the examples above, the kinetic energy Lagrangians correspond to Riemannian metrics on the respective groups; hence, Hamilton’s principle leads to geodesic equations. Their reduced forms are well-known in physics as Euler’s equations for rigid body dynamics and ideal incompressible fluid flow, respectively. The time evolution of many other systems is similarly characterised by geodesic curves on Lie groups with invariant metrics, finite or infinite dimensional: The equations that describe the motion of an ellipsoidal underwater vehicle (with coincident centres of gravity and buoyancy) fall into this framework, as do the equations of magnetohydrodynamics, the periodic Korteweg–de Vries equation or the Camassa–Holm equation. These examples and many more are discussed in [3] and [5] (see in particular the table on page 34 of the former book for an overview).

In some situations the Lie group acts on another manifold, which we will call object manifold, and the group action is built into the variational principle in an application-specific manner. If object manifolds are part of the variational description of a physical system, one cannot in general expect a full group symmetry. This effect is called symmetry breaking. However, sometimes a residual symmetry with respect to a subgroup persists that is related to isotropy properties of the object manifold.
Consider, for example, a rigid body in a gravitational field (the heavy top) [6]. The presence of gravity means that a full rotational symmetry is no longer present in the Lagrangian. This is expressed mathematically by introducing a unit vector in \( \mathbb{R}^3 \) (the object manifold) pointing in the direction of the gravitational field. Indeed, \( L : TSO(3) \rightarrow \mathbb{R} \) is given by

\[
L_{e_z}(g, \dot{g}) = \frac{1}{2} \text{tr} \left( (g^{-1} \dot{g})^T K (g^{-1} \dot{g}) \right) - m \lambda (g \chi_0) \cdot e_z,
\]

where \( m \) is the mass of the rigid body; \( \lambda \) is the gravitational constant; and \( \chi_0 \in \mathbb{R}^3 \) is the vector originating at the point of support and ending at the body’s centre of mass, as seen in spatial coordinates when the body is in the configuration corresponding to \( g = e \). We denote by \( g \chi_0 \) the standard action of \( g \) on \( \chi_0 \) (via matrix multiplication). The Lagrangian remains invariant with respect to left-multiplication by elements of the isotropy subgroup of \( e_z \). As a consequence of this \( S^1 \) symmetry, the \( z \)-component of spatial angular momentum is conserved.

The redundant degree of freedom associated with this residual symmetry can be removed by the method of Lagrange–Poincaré reduction [7], which will play an important role in this thesis and will be discussed in detail later. There is another, equivalent, reduction method, which is often called Euler–Poincaré reduction with advected quantities [6]. The idea is the following: If we define \( \mathcal{L}(g, \dot{g}, x) := L_{e_z}(g, \dot{g}) \), then \( \mathcal{L} \) is \( SO(3) \)-invariant in the sense that \( \mathcal{L}(hg, h\dot{g}, hx) = \mathcal{L}(g, \dot{g}, x) \), for all \( h \in SO(3) \). This means that a variant of Euler–Poincaré reduction can be carried out, whereby both the object manifold \( \mathbb{R}^3 \) and the associated group action are crucial ingredients.

Many other physical systems allow variational descriptions that involve object manifolds in a very similar manner. A number of them are discussed in [6], where the object manifolds are vector spaces representing quantities advected by fluid flow. The analogous formalism with general object manifolds is treated in [8], which is motivated by the theory of liquid crystals. This reference also discusses the relation between the two approaches mentioned above: Euler–Poincaré reduction on the one hand and Lagrange–Poincaré reduction on the other.

Object manifolds are also central in image matching problems in computational anatomy, where they appear in the form of shape spaces. Computational anatomy is concerned with
quantitative comparisons of shape, in particular the shapes of organs in the human body [9]. In computational anatomy, shapes are defined by spatial distributions of various types of geometric data structures, such as points (landmarks), spatially embedded curves or surfaces (boundaries), or tensors that encode local orientation of muscle fibres, etc. A fruitful approach in this burgeoning field applies the large deformation matching (LDM) method; see [10] for an excellent introduction. In the LDM method shapes are compared by measuring the relative deformation required to optimally match one shape to another under the action of a diffeomorphism group [11, 12]. The optimality condition is formulated in terms of a first-order variational problem involving both the diffeomorphism group and the object manifold of data structures (or shapes). Specifically, typical cost functionals are of the type

$$E[u] = \frac{1}{2} \int_0^1 \|u\|^2 \, dt + d^2 \left( g(1)S_0, S_{\text{target}} \right),$$

(1.1)

where $S_0$ and $S_{\text{target}}$ are initial and target shapes; $u$ is a time-dependent vector field whose flow at time 1 is denoted by $g(1)$; $\|\cdot\|$ is a norm on the space of vector fields associated with a right-invariant Riemannian metric on the diffeomorphism group; and $d$ is a distance function on shape space. Therefore, the first part of the cost functional is the integral of kinetic energy $\frac{1}{2}\|u\|^2$, while the second part measures the ‘mismatch’ between the transformed shape $g(1)S_0$ and the target shape $S_{\text{target}}$. The resulting optimal flow $g(t)$ is a geodesic on the diffeomorphism group with respect to the right-invariant metric, whereas the corresponding curve $g(t)S_0$ on shape space is a geodesic relative to a metric induced by the group action. We will return to this point shortly.

**Higher-order variational principles.** The Lagrangians of higher-order variational principles depend not just on positions and velocities, but also on acceleration and sometimes higher-order derivatives of the curve in configuration space. A natural arena for such higher-order variational principles is in optimal control theory, where one studies the evolution of physical systems under the influence of external controls. The task is to select optimal controls, that is, controls that optimise a given cost functional, under a set of constraints such as end point constraints on the trajectory. Both cost functional and constraints may depend on higher-order derivatives; we refer to [13, Chapter 7] for more information.
Our main motivation to study higher-order variational problems lies with potential applications to longitudinal studies in computational anatomy. Longitudinal studies in computational anatomy seek, among other goals, to determine a path that interpolates optimally through a time-ordered series of images, or shapes. Depending on the specific application, the interpolant will be required to have a certain degree of spatiotemporal smoothness. For example, the pairwise geodesic matching procedure described above can be extended to piecewise-geodesic interpolation through several shapes, as in [14, 15]. If a higher degree of smoothness is required, a natural approach is to investigate higher-order variational formulations of the interpolation problem [16].

As in the first-order case, systems whose configuration spaces are Riemannian manifolds are of special interest. In particular, the study of Riemannian cubics and their higher-order generalisations originated in [17], [18] and [19]. Riemannian cubics are solutions of Euler–Lagrange equations for a certain second-order variational problem in a finite-dimensional Riemannian manifold, to find a curve that interpolates between two points with given initial and final velocities, subject to minimal mean-square covariant acceleration. Riemannian cubics appear naturally in the solution of interpolation problems on Riemannian manifolds. In [19], for example, several of them are joined together in such a way that the resulting curve, which is then called a Riemannian cubic spline, is twice continuously differentiable. The mathematical theory of Riemannian cubics was subsequently developed in a series of papers including [20, 21, 22, 23, 24, 25, 26]. Engineering applications are discussed in [27, 28, 29, 30, 31], amongst others. Group structures, besides the Riemannian one, play an important role in these applications. For instance, [28] works with the group of special Euclidean transformations SE(3) to develop an interpolation method for the motion of a rigid body, taking into account both spatial and rotational displacements.

Just as for first order, object manifolds (manifolds acted on by Lie groups) can encode important aspects of higher-order variational problems. For example, the constraints of control theoretic applications may be defined in terms of object manifolds. As an illustration, consider the problem of rotating a sphere in such a way that the north pole passes through a number of prescribed locations. The constraints are given in terms of points on an object manifold (the sphere) acted on by the group of rotations.
In the presence of object manifolds one may ask about the relationship between curves \( g(t) \) on the Lie group and corresponding curves \( g(t)q \) on the object manifold. For first-order variational problems this relationship is well understood. As we mentioned above, in the LDM method of computational anatomy, for instance, one computes an optimal path in the group of diffeomorphisms that carries an initial shape into a target shape. This path is a (horizontal) geodesic in the diffeomorphism group with respect to a right-invariant metric defined by the norm \( ||\cdot|| \) used in the cost functional (1.1). The corresponding path in the object manifold (shape space) is a geodesic as well, with respect to a metric that is induced by the action of the diffeomorphism group. This horizontal lifting property of geodesics has been crucial in the understanding and the numerics of LDM. In particular, the geodesic flows on the diffeomorphism group are encoded by their initial momenta, and horizontality means that only momenta of a specific form are permitted. For instance, landmark-based geodesic image matching naturally summons the singular momenta that were introduced as solitons for shallow water waves on the real line in [32] and then characterised as singular momentum maps in any number of dimensions in [33]. We refer to [34, 35, 10, 36] for further details.

As we will see, the connection between horizontality and momentum maps is a fundamental one and will play a key role in this thesis.

1.2 Content of this work

At the start of each subsequent chapter is a detailed outline of contents. At this stage we only give a high-level overview over the main topics.

Chapter 2 begins our treatment of higher-order variational principles with a focus on those defined on Lie groups. For cases with symmetry we establish a higher-order reduction theory of the Euler–Poincaré type. We treat in detail the example of Riemannian cubics and their higher-order generalisations. The rest of the chapter is devoted to an application of these ideas to higher-order template matching, where we first encounter object manifolds. We then present numerical simulations in a finite-dimensional example, namely, fitting a curve to a series of points on the sphere.

In Chapter 3 we dive much more deeply into some of the questions that arise in the
presence of object manifolds. For a particular class of variational curves, Riemannian cubics, we ask how those on Lie groups are related to those on object manifolds. To begin with we introduce a natural metric on object manifolds, the so-called normal metric, and derive a new form of the equations for Riemannian cubics. The aforementioned connection between horizontality and momentum maps will be at the heart of the derivation. The form of the equations naturally lends itself to the analysis of horizontal lifts of cubics. For example, we show that in Type I symmetric spaces the presence of curvature is prohibitive to horizontal lifts in that precisely those Riemannian cubics can be lifted horizontally to the group of isometries that lie in a flat, totally geodesic submanifold. We also consider horizontal lifts of cubics in the more general framework of Riemannian submersions. In the rest of the chapter we include non-horizontal curves into our considerations and derive an expression of the obstruction for a Riemannian cubic on the group to project to a cubic on the object manifold. For symmetric spaces we also show that certain non-horizontal geodesics on the group of isometries project to Riemannian cubics.

In Chapter 4 we return in more generality to the higher-order template matching problem first encountered in Chapter 2. We give an alternative, more direct, derivation of the equations of motion using Lagrange multipliers. This has the added advantage of providing a geometric interpretation of the equations in the framework of higher-order Hamiltonian mechanics. We re-interpret the template matching problem as a type of inverse problem and discuss some examples. We then use the Lagrange multiplier approach to derive a discrete variational integrator for the template matching problem, which respects the geometric features of continuous-time solutions. In the numerical solution of the associated minimisation problem it is crucial to have an efficient method for computing gradients. To this end we derive the adjoint equations for the integrator (in Appendix B).

In Chapter 5 we discuss an application to time-dependent quantum control, namely, the problem of steering a finite-dimensional quantum system through a series of target states at prescribed times. We derive the Euler–Lagrange equations and show that they produce Riemannian cubic splines on the special unitary group, under the action of which the initial state evolves optimally. We carry out numerical experiments for two-level quantum systems. As another application we consider quantum control of coherent states.
in bosonic multi-particle systems. The chapter is self-contained in that it can be read before or after Chapter 4.

Finally, in Chapter 6 we summarise the main results of the thesis and provide some perspectives on possible future research directions.

1.3 Contributions of this work

The main contributions of this thesis are the following.

- The higher-order Euler–Poincaré reduction theory is developed and shown to lead to a streamlined derivation of the reduced equations for Riemannian cubics on Lie groups.

- The higher-order template matching problem is formulated and Euler–Lagrange equations are derived. This generalises the work of [37] in two directions. Namely, we interpolate through several data points, and we allow for cost functionals that depend on higher-order derivatives of the control vector field.

- The relationship between Riemannian cubics on object manifolds and those on Lie groups is studied. Four main results are derived in this context: It is shown that in Type I symmetric space only cubics in flat totally geodesic submanifolds can be lifted horizontally to the group of isometries; a necessary and sufficient condition for horizontal lifts of cubics is given for Riemannian submersions; for symmetric spaces it is shown that certain non-horizontal geodesics on the group of isometries project to Riemannian cubics; and an expression is derived that reveals the obstruction for a Riemannian cubic on the group to project to a cubic on the object manifold.

- An alternative derivation is given of the Euler–Lagrange equations for the higher-order template matching problem using Lagrange multipliers. The approach includes in particular a variational derivation of the well-known higher-order Legendre–Ostrogradsky transform of [38].

- A geometric discretisation of the Euler–Lagrange equations for the higher-order template matching problem is derived from a variational perspective, together with
the associated adjoint equations.

- The quantum spline problem is formulated. The Euler–Lagrange equations are computed, simulated for two-level systems and applied to coherent state control in bosonic multi-particle systems.

### 1.4 Publications

Some of the results of this thesis have appeared in the following papers, referenced in the rest of the thesis as [39], [40], [41] and [42], respectively.


2 Invariant higher-order variational problems, Part I

In this chapter we begin our investigation of invariant higher-order variational problems on Lie groups. After some preliminary work we derive the higher-order generalisation of Euler–Poincaré equations with a particular focus on Riemannian cubics, which are an important example. We then formulate a higher-order template matching problem motivated by potential applications to longitudinal studies in computational anatomy. We treat the problem in a general framework that highlights the importance of momentum maps and will serve as an anchor point in subsequent chapters. The results presented here have been published in [39].

The next section gives a more detailed overview of the present chapter.

2.1 Main content of the chapter

The main content is outlined as follows:

Section 2.2 discusses the geometric setting for the present investigation of extensions of group-invariant variational principles to higher order. In particular, Section 2.2.1 summarises the definition of higher-order tangent bundles mainly following the treatment in [7] for the geometric formulation of Lagrangian reduction.

Section 2.3 explains the quotient map for higher-order Lagrangian reduction by symmetry and uses it to derive the $k^{th}$-order Euler–Poincaré equations.

Section 2.4 takes advantage of the $k^{th}$-order Euler–Poincaré equations to derive the equations for Riemannian cubics on a Lie group and their higher-order generalisations.

Section 2.5 addresses theoretical and numerical results for our main motivation, longitudinal data interpolation. That is, interpolation through a sequence of data points. After a brief account of the previous work done in computational anatomy, we derive the equations that generalise the equations for geodesic template matching [37] to the case of higher-order cost functionals and sequences of several data points. We recover in particular the higher-order Euler–Poincaré equations. For a particular choice of cost functionals one can therefore think of the higher-order template
matching approach as template matching by Riemannian cubics. We discuss the gain in smoothness afforded by the higher-order approach, then we provide a qualitative discussion of two Lagrangians that are of interest for applications in computational anatomy. Finally, we close the section by demonstrating the higher-order approach to template matching in the finite dimensional case by interpolating a sequence of points on the sphere $S^2$, using $SO(3)$ as the Lie group of transformations. This yields the template-matching analog of the so-called NHP equation of Noakes, Heinzinger and Paden [18], which we first encounter in (2.44) below. The results are shown as curves on the sphere in Figures 2.3. A sample figure is shown below to explain the type of results we obtain.

Fig. 2.1: First-order vs. second-order template matching results interpolating a sequence of evenly time-separated points on the sphere, using a bi-invariant metric on the rotation group $SO(3)$. The colours show the local speed along the curves on the sphere (white smaller, red larger). The motion slows as the curve tightens. This figure appears in [39] – reproduced with kind permission from Springer Science and Business Media.

Section 2.6 is used to summarise the results of the chapter and give an outlook. In particular we motivate some of the developments in the remainder of the thesis.
2.2 Geometric setting

Here we review the definition of higher-order tangent bundles. For more details and explanations of the geometric setting for higher-order variational principles one may consult one of the following references: [7, Chap. 3.2], [43, Chap. 1.3] or [44].

2.2.1 \(k\)-th-order tangent bundles

Let us define the \(k\)-th-order tangent bundle \(T^{(k)} Q \rightarrow Q\) of a smooth manifold \(Q\).

First, the fibre \(T^{(k)}_{q_0} Q\) for any \(q_0 \in Q\) is defined as a set of equivalence classes of curves originating at \(q_0\), as follows: Two curves \(q_1(t), q_2(t)\) (both originating at \(q_0\)) are equivalent, if and only if their time derivatives at \(t = 0\) up to order \(k\) coincide in any local chart. That is, \(q_1^{(l)}(0) = q_2^{(l)}(0)\), for \(l = 0, \ldots, k\). The equivalence class of a given curve \(q(t)\) is denoted by \([q]^{(k)}_{q_0}\). One then defines \(T^{(k)} Q := \bigcup_{q_0 \in Q} T^{(k)}_{q_0} Q\), with projection

\[
\tau_Q^{(k)} : T^{(k)} Q \rightarrow Q, \quad [q]^{(k)}_{q_0} \mapsto q_0.
\]  

(2.1)

Note that \(T^{(0)} Q = Q\) and \(T^{(1)} Q = T Q\). Of the bundles \(T^{(k)} Q\) only the tangent bundle (i.e., \(k = 1\)) is a vector bundle.

Given a curve \(q(t)\) one defines the \(k\)-th-order tangent element at time \(t\) to be

\[
[q]^{(k)}_{q(t)} := [h]^{(k)}_{h(0)}, \quad \text{where} \quad h : \tau \mapsto q(t + \tau).
\]  

(2.2)

We will sometimes use the coordinate notation \((q(t), q^{(1)}(t), \ldots, q^{(k)}(t))\) to denote \([q]^{(k)}_{q(t)}\). Often, one writes \(q^{(1)}(t) = \dot{q}(t)\) and \(q^{(2)}(t) = \ddot{q}(t)\). For more information on higher-order tangent bundles see [7].

A smooth map \(f : M \rightarrow N\) induces a map between \(k\)-th-order tangent bundles,

\[
T^{(k)} f : T^{(k)} M \rightarrow T^{(k)} N, \quad [q]^{(k)}_{q_0} \mapsto [f \circ q]^{(k)}_{f(q_0)}.
\]  

(2.3)

Therefore, a group action \(\Phi : G \times Q \rightarrow Q\) on the base manifold lifts to a group action on the \(k\)-th-order tangent bundle,

\[
\Phi^{(k)} : G \times T^{(k)} Q \rightarrow T^{(k)} Q, \quad \Phi^{(k)}_g : [q]^{(k)}_{q_0} \mapsto [\Phi_q \circ q]^{(k)}_{\Phi_q(q_0)}.
\]  

(2.4)
**The case of a Lie group.** The \( k \)-th order tangent bundle \( T^{(k)}G \) of a Lie group \( G \) carries a natural Lie group structure: If \([g]_{h_0}, \ [h]_{h_0} \) are classes of curves \( g \) and \( h \) in \( G \), define \([g]_{h_0} \ [h]_{h_0} := [gh]_{gh_0} \). The Lie algebra \( T_e T^{(k)}G \) of \( T^{(k)}G \) can be naturally identified, as a vector space, with \((k+1)g\) (that is, the direct sum of \( k+1 \) copies of \( g \)) which, therefore, carries a unique Lie algebra structure such that this identification becomes a Lie algebra isomorphism.

To avoid confusion let us state explicitly that throughout this thesis we will use both \( \frac{d}{dt} \) and, interchangeably, the more compact notation \( \partial_t \) to denote time derivatives. A similar remark holds for covariant derivatives, which will be important later, where we write \( \frac{D}{dt} \) or, equivalently, \( D_t \).

**2.2.2 \( k \)-th order Euler–Lagrange equations**

A \( k \)-th order Lagrangian is a smooth function \( L : T^{(k)}Q \to \mathbb{R} \). In the higher-order generalisation of Hamilton’s principle, one seeks a critical point of the functional

\[
\mathcal{J}[q] := \int_0^1 L(q(t), \dot{q}(t), \ldots, q^{(k)}(t)) \ dt
\]

with respect to deformations \( q(t, \varepsilon) \) of the curve \( q(t) \) fixing the endpoints up to order \( k - 1 \); i.e., \( q^{(l)}(0, \varepsilon) = q^{(l)}(0) = q_0^{(l)}, \ q^{(l)}(1, \varepsilon) = q^{(l)}(1) = q_1^{(l)} \) for all \( \varepsilon \) in an open interval of \( \mathbb{R} \) containing the origin and all \( l = 0, \ldots, k - 1 \); where \((q_0, q_0^{(1)}, \ldots, q_0^{(k-1)}) = [q]_{q_0^{(k-1)}} \in T_{q_0}^{(k-1)}Q \) and \((q_1, q_1^{(1)}, \ldots, q_1^{(k-1)}) = [q]_{q_1^{(k-1)}} \in T_{q_1}^{(k-1)}Q \) are the given boundary conditions. The boundary conditions imply that the variations \( \delta q^{(l)}(0) = 0, \ \delta q^{(l)}(1) = 0 \), for all \( l = 0, \ldots, k - 1 \), where we shall use from now on the usual \( \delta \)-notation for variations, i.e., if \( \varepsilon \mapsto f_\varepsilon \) is a deformation of a quantity \( f = f_0 \), define

\[
\delta f := \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} f_\varepsilon.
\]

With this notation, we have the following formulation of Hamilton’s Principle on \( k \)-th order tangent bundles. Its proof is a straightforward verification that can be carried out in coordinates.

**Theorem 2.1.** There is a unique bundle map

\[
\mathcal{E}\mathcal{L}(L) : T^{(2k)}Q \to T^{\ast}Q
\]
covering $Q$ such that, for any deformation $q(t, \varepsilon)$, keeping the endpoints fixed, we have

$$
\delta \mathcal{J}[q] = \int_0^1 \langle \mathcal{E} \mathcal{L}(L)\left(q(t), \ldots, q^{(2k)}(t)\right), \delta q(t) \rangle \, dt,
$$

where

$$
\delta \mathcal{J}[q] := \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} \int_0^1 L\left(q(t, \varepsilon), \dot{q}(t, \varepsilon), \ldots, q^{(k)}(t, \varepsilon)\right) \, dt
$$

and we wrote $\langle \ldots \rangle$ for the duality pairing. The cotangent bundle-valued map $\mathcal{E} \mathcal{L}(L)$ is called the $k^{th}$-order Euler–Lagrange operator and has the following expression in standard local charts

$$
\langle \mathcal{E} \mathcal{L}(L)\left(q, \ldots, q^{(2k)}\right), \delta q \rangle = \left\langle \sum_{j=0}^k (-1)^j \frac{d^j}{dt^j} \left. \frac{\partial L}{\partial q^{(j)}}\right|_{q^*} \delta q \right\rangle,
$$

where, on the right hand side, it is understood that one formally takes the time derivatives and then replaces expressions of the form $\frac{d^j}{dt^j} q^l$ by $q^{(l+j)}$ for $l = 0, \ldots, k$ and $j = 0, \ldots, k$.

Thus, a curve $q(t)$ respecting the endpoint conditions satisfies Hamilton’s principle if and only if it satisfies the $k^{th}$-order Euler–Lagrange equations $\mathcal{E} \mathcal{L}(L)(q(t), \ldots, q^{(2k)}(t)) = 0$, which in standard local coordinates of $T^{(2k)}Q$ are

$$
\sum_{j=0}^k (-1)^j \frac{d^j}{dt^j} \left. \frac{\partial L}{\partial q^{(j)}}\right|_{q^*} = 0. \tag{2.7}
$$

### 2.2.3 Examples: Riemannian cubic polynomials and generalisations

Riemannian cubics, as introduced in [17, 18] and [19], generalise cubic polynomials in Euclidean space to Riemannian manifolds. Let $(Q, \gamma)$ be a Riemannian manifold and denote by $\frac{D}{Dt}$ or, interchangeably, $D_t$, the covariant derivative with respect to the Levi–Civita connection $\nabla$ for the metric $\gamma$. Also, let $\| \cdot \|$ be the norm induced by $\gamma$.

We recall the bundle isomorphisms $b : TQ \to T^*Q$ and $\sharp := b^{-1}$. The definition of $b$ is given, on each fibre $T_qQ$, by the identity

$$
\langle v^b_q, w_q \rangle = \gamma_Q(q)(v_q, w_q), \quad \text{for arbitrary } v_q, w_q \in T_qQ.
$$
Consider Hamilton’s principle (2.5) for \( k = 2 \) with the Lagrangian \( L : T^{(2)}Q \to \mathbb{R} \) given by
\[
L(q, \dot{q}, \ddot{q}) = \frac{1}{2} \left\| \frac{D}{Dt} \dot{q} \right\|^2_q. \tag{2.8}
\]
This Lagrangian is indeed well-defined on the second-order tangent bundle \( T^{(2)}Q \), since in coordinates
\[
\frac{D}{Dt} \dot{q}^k = \ddot{q}^k + \Gamma^k_{ij}(q) \dot{q}^i \dot{q}^j, \tag{2.9}
\]
where \( \Gamma^k_{ij}(q) \) are the Christoffel symbols at the point \( q \). Denoting by \( R \) the curvature tensor defined by \( R(X,Y)Z := \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X,Y]} Z \) for any vector fields \( X,Y,Z \in \mathfrak{X}(Q) \), the Euler–Lagrange equation is ([18])
\[
\frac{D^3}{Dt^3} \dot{q}(t) + R \left( \frac{D}{Dt} \dot{q}(t), \dot{q}(t) \right) \dot{q}(t) = 0. \tag{2.10}
\]
A solution of this equation is called a Riemannian cubic, or cubic for short.

For completeness, let us derive (2.10). We have
\[
\delta \int_0^1 L(q, \dot{q}, \ddot{q}) \, dt = \delta \int_0^1 \frac{1}{2} \gamma(q) \left( \frac{D}{Dt} \dot{q}, \frac{D}{Dt} \dot{q} \right) \, dt
\]
\[
= \int_0^1 \gamma(q) \left( \frac{D}{Dt} \frac{D}{Dt} \dot{q}, \frac{D}{Dt} \dot{q} \right) \, dt = \int_0^1 \gamma(q) \left( \frac{D}{Dt} \frac{D}{Dt} \dot{q} + R(\delta q, \dot{q}) \dot{q}, \frac{D}{Dt} \dot{q} \right) \, dt
\]
\[
= \int_0^1 \gamma(q) \left( \frac{D^2}{Dt^2} \delta q + R(\delta q, \dot{q}) \dot{q}, \frac{D}{Dt} \dot{q} \right) \, dt = \int_0^1 \gamma(q) \left( \frac{D^3}{Dt^3} \delta q + R \left( \frac{D}{Dt} \dot{q}, \dot{q} \right) \dot{q}, \delta q \right) \, dt,
\]
where we used several standard identities of Riemannian geometry; they can be found, for example, in [45, Part II] or the more recent book [46]. Specifically, for the second equality we used the compatibility of the Levi–Civita connection with the metric\(^3\); for the fourth the symmetry of the connection\(^4\); and for the fifth a symmetry property of the curvature

\(^3\)Compatibility implies that for any two vector fields \( V,W \) along a curve \( q(t) \) one has
\[
\frac{d}{dt} \gamma(q)(V,W) = \gamma(q)(D_t V,W) + \gamma(q)(V,D_t W).
\]
See, for example, [46, Lemma 5.2].

\(^4\)Symmetry of the connection implies that for a variation \( q(t,\varepsilon) \) one has [46, Lemma 6.3]
\[
\frac{D}{Dt} \frac{d}{dt} q(t,\varepsilon) = \frac{D}{Dt} \frac{d}{d\varepsilon} q(t,\varepsilon).
\]
Therefore, the Euler–Lagrange operator $\mathcal{EL}(L) : T^{(4)}Q \rightarrow T^*Q$ is given by

$$
\mathcal{EL}(L)(q, \dot{q}, \ldots, q^{(4)}) = \left[ \frac{D^3}{Dt^3} \dot{q} + R \left( \frac{D}{Dt} \dot{q}, \dot{q} \right) \right]^b,
$$

which implies (2.10).

**Remark 2.2.** Riemannian cubics appear naturally in typical interpolation problems on Riemannian manifolds. A problem discussed in [19], for example, seeks a curve that has prescribed initial and final velocities and interpolates given points on a Riemannian manifold, subject to minimal mean-square covariant acceleration. The solution curve is called a Riemannian cubic spline and consists of several Riemannian cubics joined together, to form a curve that is twice continuously differentiable.

We also mention two generalisations of Riemannian cubics. The first one consists of the class of geometric $k$-splines [20] for $k \geq 2$ with Lagrangian $L : T^{(k)}Q \rightarrow \mathbb{R},$

$$
L(q, \dot{q}, \ldots, q^{(k)}) = \frac{1}{2} \left\| \frac{D^{k-1}}{Dt^{k-1}} \dot{q} \right\|_q^2.
$$

Note that the case $k = 2$ recovers the Riemannian cubics. The Euler–Lagrange equations are [20]

$$
\frac{D^{2k-1}}{Dt^{2k-1}} \dot{q}(t) + \sum_{j=2}^{k} (-1)^{j} R \left( \frac{D^{2k-j-1}}{Dt^{2k-j-1}} \ddot{q}(t), \frac{D^{j-2}}{Dt^{j-2}} \dot{q}(t) \right) \dot{q}(t) = 0.
$$

The second generalisation comprises the class of cubics in tension that arise from the following class of Lagrangians

$$
L_\tau(q, \dot{q}, \ddot{q}) := \frac{1}{2} \left\| \frac{D}{Dt} \dot{q} \right\|_q^2 + \frac{\tau^2}{2} \left\| \dot{q} \right\|_q^2,
$$

where $\tau$ is a real constant. The Euler–Lagrange equations are

$$
\frac{D^3}{Dt^3} \ddot{q}(t) + R \left( \frac{D}{Dt} \ddot{q}(t), \ddot{q}(t) \right) \dot{q}(t) = \tau^2 \frac{D}{Dt} \ddot{q}(t),
$$

as proven in [30], where an application to space-based interferometric imaging was discussed. More precisely, the authors consider the following interpolation problem:

\footnote{Namely, for vector fields $W, X, Y, Z,$ we have $\gamma(R(X,Y)Z, W) = \gamma(R(W,Z)Y, X)$ [46, Proposition 7.4].}
Given \( N + 1 \) points \( q_i \in Q, \ i = 0, \ldots, N \) and tangent vectors \( v_j \in T_{q_j}Q, \ j = 0, N, \) minimise

\[
J[q] := \frac{1}{2} \int_{t_0}^{t_N} \left( \gamma_{q(t)} \left( \frac{D}{Dt} \dot{q}(t), \frac{D}{Dt} \ddot{q}(t) \right) + \tau^2 \gamma_{q(t)} (\dot{q}(t), \ddot{q}(t)) \right) dt,
\]

among curves \( t \mapsto q(t) \in Q \) that are \( C^1 \) on \( [t_0, t_N] \), smooth on \( [t_i, t_{i+1}] \), \( t_0 \leq t_1 \leq \ldots \leq t_N \), and subject to the interpolation constraints

\[ q(t_i) = q_i, \quad \text{for all } i = 1, \ldots, N - 1 \]

and the boundary conditions

\[ q(t_0) = q_0, \quad \dot{q}(t_0) = v_0, \quad \text{and} \quad q(t_N) = q_N, \quad \dot{q}(t_N) = v_N. \]

This problem is a generalisation of the one mentioned above in Remark 2.2. As shown in [30, Theorem 3.2] the minimiser is a \( C^2 \) curve and can accordingly be called a Riemannian cubic spline in tension.

Another more general problem is treated in Chapter 7 of [13]: The authors consider the second-order Lagrangian

\[
L(q, \dot{q}, \ddot{q}) = \frac{1}{2} \gamma(q) \left( \frac{D}{Dt} \dot{q}, I \left( \frac{D}{Dt} \dot{q} \right) \right),
\]

where \( I : TQ \to TQ \) is a vector bundle isomorphism covering the identity. Evidently, if \( I \) is the identity mapping, one recovers the Lagrangian for Riemannian cubics. In particular, the derivation of the Euler–Lagrange equations for (2.17) that is given in [13] simplifies to the derivation of (2.10) we presented above.

In the context of group actions on object manifolds, we refer the reader to Section 2.5 of the present chapter for an example of higher-order interpolation particularly relevant for computational anatomy.

**Remark 2.3.** We also mention an alternative, non-variational, generalisation of cubic polynomials to Riemannian manifolds. Instead of (2.15), one considers solutions \( q(t) \) of

\[
\frac{D^3}{Dt^3} \ddot{q}(t) = 0.
\]

Higher-order polynomials can be defined similarly, by

\[
\frac{D^k}{Dt^k} \dot{q}(t) = 0.
\]
We refer to [47, 48] and references therein for more details and the recent work [49], which discusses polynomial regression in shape spaces using this type of curves.

2.2.4 Quotient space and reduced Lagrangian

When one deals with a Lagrangian $L : T^{(k)}Q \to \mathbb{R}$ that is invariant with respect to the lift $\Phi^{(k)} : G \times T^{(k)}Q \to T^{(k)}Q$ of a group action $\Phi : G \times Q \to Q$, then the invariance can be exploited to define a new function called the reduced Lagrangian on the quotient space $(T^{(k)}Q) / G$. We review this procedure here in the special case where $Q = G$. For the general case we refer to [50].

Let $G$ be a Lie group and $h \in G$. The right-, respectively left-actions by $h$ on $G$,

$$R_h : G \to G, \ g \mapsto gh, \ \text{and} \ L_h : G \to G, \ g \mapsto hg,$$

can be naturally lifted to actions on the $k^{th}$-order tangent bundle $T^{(k)}G$ (see (2.4)). We will denote these lifted actions by concatenation, as in

$$R^{(k)}_h : T^{(k)}G \to T^{(k)}G, \ [g]_{g_0}^{(k)} \mapsto R^{(k)}_h ([g]_{g_0}^{(k)}) = [g]^{(k)}_h, \ \text{and}$$

$$L^{(k)}_h : T^{(k)}G \to T^{(k)}G, \ [g]_{g_0}^{(k)} \mapsto L^{(k)}_h ([g]_{g_0}^{(k)}) = h[g]^{(k)}_{g_0}.$$

Consider a Lagrangian $L : T^{(k)}G \to \mathbb{R}$ that is right-, or left-invariant, i.e., invariant with respect to the lifted right-, or left-actions of $G$ on itself. For any $[g]^{(k)}_{g_0} \in T^{(k)}G$ we then get

$$L ([g]^{(k)}_{g_0}) = L|_{T^{(k)}_e G} ([g]^{(k)}_{g_0} g_0^{-1}), \ \text{or} \ L ([g]^{(k)}_{g_0}) = L|_{T^{(k)}_e G} (g_0^{-1} [g]^{(k)}_{g_0}), \ (2.18)$$

respectively. The restriction $L|_{T^{(k)}_e G}$ of the Lagrangian to the $k^{th}$-order tangent space at the identity $e$ therefore fully specifies the Lagrangian $L$. Moreover, there are natural identifications $\alpha_k : T^{(k)}_e G \to k\mathfrak{g}$ given by

$$\alpha_k ([g]^{(k)}_e) := \left( \frac{\partial}{\partial t} \bigg|_{t=0} \dot{g}(0), \frac{\partial}{\partial t} \bigg|_{t=0} \dot{g}(0) g(t)^{-1}, \ldots, \frac{d^{k-1}}{dt^{k-1}} \bigg|_{t=0} \dot{g}(t) g(t)^{-1} \right), \ (2.19)$$

or

$$\alpha_k ([g]^{(k)}_e) := \left( \frac{\partial}{\partial t} \bigg|_{t=0} g(t)^{-1} \dot{g}(0), \ldots, \frac{d^{k-1}}{dt^{k-1}} \bigg|_{t=0} g(t)^{-1} \dot{g}(t) \right), \ (2.20)$$
respectively, where \( t \mapsto g(t) \) is an arbitrary representative of \([g]^{(k)}_e\).

The reduced Lagrangian \( \ell : kg \to \mathbb{R} \) is then defined as
\[
\ell := L|_{T^{(k)}G} \circ \alpha^{-1}_k,
\]
where one uses the choice for \( \alpha_k \) that is appropriate, namely (2.19) for a right-invariant Lagrangian and (2.20) for a left-invariant Lagrangian. Let \( t \mapsto g(t) \in G \) be a curve on the Lie group. For every \( t \) this curve defines an element in \( T^{(k)}g(t)G \) namely
\[
[g]^{(k)}_{g(t)} := [h]^{(k)}_{g(t)}, \quad \text{where } h \text{ is the curve } \tau \mapsto h(\tau) := g(t + \tau).
\]
(2.22)

Note that for the case \( k = 1 \) we write, as usual, \( \dot{g}(t) := [g]^{(1)}_{g(t)} \). The following lemma is a direct consequence of the definitions:

**Lemma 2.4.** Let \( t \mapsto g(t) \) be a curve in \( G \) and \( L : T^{(k)}G \to \mathbb{R} \) a right-, or left-invariant Lagrangian. Then the following equation holds for any time \( t_0 \),
\[
L \left( [g]^{(k)}_{g(t_0)} \right) = \ell \left( \xi(t_0), \dot{\xi}(t_0), \ldots, \xi^{(k-1)}(t_0) \right),
\]
(2.23)
where \( \xi(t) := \dot{g}(t)g^{-1}(t) \), or \( \xi(t) := g^{-1}(t)\dot{g}(t) \), respectively.

This last equation will play a key role in the higher-order Euler–Poincaré reduction discussed in the next section.

### 2.3 Higher-order Euler–Poincaré reduction

In this section we derive the \( k^{th} \)-order Euler–Poincaré equations by reducing the variational principle associated to the Euler–Lagrange equations on \( T^{(k)}G \). The equations adopt a factorised form, in which the Euler–Poincaré operator at \( k = 1 \) is applied to the Euler–Lagrange operator acting on the reduced Lagrangian \( \ell(\xi, \dot{\xi}, \ddot{\xi}, \ldots, \xi^{(k-1)}) : kg \to \mathbb{R} \) at the given order, \( k \). We then derive the \( k^{th} \)-order Euler–Poincaré equations for Riemannian cubics and, more generally, geometric \( k \)-splines.

**2.3.1 Quotient map, variations and \( k^{th} \)-order Euler–Poincaré equations**

Let \( L : T^{(k)}G \to \mathbb{R} \) be a right-, or left-invariant Lagrangian. Recall from Section 2.2.2 that the Euler-Lagrange equations are equivalent to the higher-order Hamilton’s principle, as
For given \( h_i \in G \) and \([h_i]_{h_i}^{(k-1)} \in T_{h_i}^{(k-1)}G, \ i = 1, 2\), find a critical curve of the functional

\[
\mathcal{J}[g] = \int_{t_1}^{t_2} L \left( [g]^{(k)}_{g(t)} \right) dt
\]

among all curves \( g : t \in [t_1, t_2] \mapsto g(t) \in G \) satisfying the endpoint condition

\[
[g]_{g(t)}^{(k-1)} = [h_i]_{h_i}^{(k-1)}, \quad i = 1, 2.
\] (2.24)

The time derivatives of up to order \( k - 1 \) are therefore fixed at the endpoints, i.e., \([g]^{(j)}_{g(t)} = [h_i]_{h_i}^{(j)}, \ j = 0, \ldots, k - 1\), are automatically verified. Let \( g : t \mapsto g(t) \in G \) be a curve and \((\varepsilon, t) \mapsto g_\varepsilon(t) \in G\) a variation of \( g \) respecting (2.24). We recall from Lemma 2.4 that, for any \( \varepsilon \) and any \( t_0\),

\[
L \left( [g_\varepsilon]^{(k)}_{g_\varepsilon(t_0)} \right) = \ell \left( \xi_\varepsilon(t_0), \ldots, \xi_\varepsilon^{(k-1)}(t_0) \right),
\] (2.25)

where \( \xi_\varepsilon := \dot{g}_\varepsilon g_\varepsilon^{-1} \) or \( \xi_\varepsilon := g_\varepsilon^{-1} \dot{g}_\varepsilon \) respectively for the right-, or left-invariant Lagrangian \( L \). As is well-known from first-order Euler–Poincaré reduction, the variation \( \delta \xi \) induced by the variation \( \delta g \) is given by ([5, Theorem 13.5.3])

\[
\delta \xi = \dot{\eta} + [\xi, \eta],
\] (2.26)

where \( \eta := (\delta g) g^{-1} \), or \( \eta := g^{-1} (\delta g) \), respectively. It follows from the endpoint conditions (2.24) that \( \eta(t_i) = \dot{\eta}(t_i) = \ldots = \eta^{(k-1)}(t_i) = 0 \) and therefore \( \delta \xi(t_i) = \ldots = \partial_t^{k-2} \delta \xi(t_i) = 0 \), for \( i = 1, 2 \).

**Remark 2.5** (Ad, ad and their duals). For any \( \nu \in \mathfrak{g} \) we define \( \text{ad}^*_\nu : \mathfrak{g}^* \to \mathfrak{g}^* \) to be the dual of the map

\[
\text{ad}_\nu : \mathfrak{g} \to \mathfrak{g}, \quad \xi \mapsto [\nu, \xi].
\]

We will use \( \text{ad}^* \) in the calculations that follow. For later reference we also define, for any \( g \in G \), the Lie algebra automorphism

\[
\text{Ad}_g : \mathfrak{g} \to \mathfrak{g}, \quad \xi \mapsto TL_g TR_g^{-1} \xi
\]

and its dual \( \text{Ad}^* \). We recall the relation ([5, Proposition 9.1.5])

\[
\text{ad}_\nu \xi = \frac{d}{ds} \bigg|_{s=0} \text{Ad}_{g(s)} \xi,
\]

where \( g(s) \) is any curve in the group that originates at the identity with initial tangent vector \( \nu \).
We are now ready to compute the variation of $J$:

\[
\delta \int_{t_1}^{t_2} L \left( [g^{(k)}]_{g(t)} \right) \, dt = \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} \int_{t_1}^{t_2} L \left( [g^{(k)}]_{g(t)} \right) \, dt (2.25) = \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} \int_{t_1}^{t_2} \ell (\xi_1, \ldots, \xi^{(k-1)}_\varepsilon) \, dt
\]

\[
= \sum_{j=0}^{k-1} \int_{t_1}^{t_2} \left\langle \frac{\delta \ell}{\delta \xi(j)}, \delta \xi(j) \right\rangle \, dt = \sum_{j=0}^{k-1} \int_{t_1}^{t_2} \left\langle \frac{\delta \ell}{\delta \xi(j)}, \partial_t \delta \xi(j) \right\rangle \, dt
\]

\[
= \int_{t_1}^{t_2} \sum_{j=0}^{k-1} (-1)^j \partial_t^j \frac{\delta \ell}{\delta \xi(j)} \, dt
\]

\[
= \int_{t_1}^{t_2} \left\langle \delta \xi \mp \text{ad}_\xi^* \sum_{j=0}^{k-1} (-1)^j \partial_t^j \frac{\delta \ell}{\delta \xi(j)}, \eta \right\rangle \, dt,
\]

were we used the vanishing endpoint conditions $\delta \xi(t_i) = \ldots = \partial_t^{k-2} \delta \xi(t_i) = 0$ and $\eta(t_i) = 0$, for $i = 1, 2$, when integrating by parts. Therefore, the stationarity condition $\delta J = 0$ implies the $k^{th}$-order Euler-Poincaré equation,

\[
(\partial_t \mp \text{ad}_\xi^* \sum_{j=0}^{k-1} (-1)^j \partial_t^j \frac{\delta \ell}{\delta \xi(j)}) = 0. \tag{2.27}
\]

Formula (2.27) takes the following forms for various choices of $k = 1, 2, 3$:

If $k = 1$:

\[
(\partial_t \mp \text{ad}_\xi^*) \frac{\delta \ell}{\delta \xi} = 0,
\]

If $k = 2$:

\[
(\partial_t \mp \text{ad}_\xi^*) \left( \frac{\delta \ell}{\delta \xi} - \partial_t \frac{\delta \ell}{\delta \xi} \right) = 0. \tag{2.28}
\]

If $k = 3$:

\[
(\partial_t \mp \text{ad}_\xi^*) \left( \frac{\delta \ell}{\delta \xi} - \partial_t \frac{\delta \ell}{\delta \xi} + \partial_t^2 \frac{\delta \ell}{\delta \xi} \right) = 0.
\]

The first of these is the usual Euler-Poincaré equation. The others adopt a factorised form in which the Euler-Poincaré operator $(\partial_t \mp \text{ad}_\xi^*)$ is applied to the Euler-Lagrange operation on the reduced Lagrangian $\ell(\xi, \dot{\xi}, \ddot{\xi}, \ldots)$ at the given order.

The results obtained above are summarised in the following theorem.

**Theorem 2.6.** $k^{th}$-order Euler-Poincaré reduction] Let $L : T^{(k)} G \to R$ be a $G$-invariant Lagrangian and let $\ell : k g \to R$ be the associated reduced Lagrangian. Let $g(t)$ be a curve
in \( G \) and \( \xi(t) = \dot{g}(t)g(t)^{-1} \), resp. \( \xi(t) = g(t)^{-1}\dot{g}(t) \) be the reduced curve in the Lie algebra \( \mathfrak{g} \). Then the following assertions are equivalent.

(i) The curve \( g(t) \) is a solution of the \( k^{th} \)-order Euler–Lagrange equations for \( L : T^{(k)}G \to \mathbb{R} \).

(ii) Hamilton's variational principle

\[
\delta \int_{t_1}^{t_2} L \left( g, \dot{g}, \ldots, g^{(k)} \right) dt = 0
\]

holds upon using variations \( \delta g \) such that \( \delta g^{(j)} \) vanish at the endpoints for \( j = 0, \ldots, k - 1 \).

(iii) The \( k^{th} \)-order Euler–Poincaré equations are satisfied:

\[
\left( \partial_t \pm \operatorname{ad}_\xi \right) \sum_{j=0}^{k-1} (-1)^j \partial^j_\ell \frac{\delta \ell}{\delta \xi^{(j)}} = 0. \tag{2.29}
\]

(iv) The constrained variational principle

\[
\delta \int_{t_1}^{t_2} \ell \left( \xi, \dot{\xi}, \ldots, \xi^{(k)} \right) = 0
\]

holds for constrained variations of the form \( \delta \xi = \partial_t \eta \mp [\xi, \eta] \), where \( \eta \) is an arbitrary curve in \( \mathfrak{g} \) such that the \( \eta^{(j)} \) vanish at the endpoints, for all \( j = 0, \ldots, k - 1 \).

**Remark 2.7.** As we have seen earlier, the \( k^{th} \)-order tangent bundle \( T^{(k)}G \) is also a Lie group in a natural way. However it is worth mentioning that the group structure of \( T^{(k)}G \) is not involved in the higher-order Euler–Poincaré reduction. The first-order Euler–Poincaré reduction for \( T^{(k)}G \), viewed as a group, deals with Lagrangians defined on the vector bundle \( T(T^{(k)}G) \) that are invariant with respect to the right or left group multiplication in \( T^{(k)}G \). This situation is distinct from the one we discussed above, where the Lagrangian was defined on the fibre bundle \( T^{(k)}G \). For more details we refer to [39, Remark 3.3].

Our next step is the treatment, in the framework of higher-order Euler–Poincaré reduction, of Riemannian cubics and their generalisations on Lie groups with invariant metrics.
2.4 Riemannian cubics and geometric $k$-splines

In this section we apply the $k^{th}$-order Euler–Poincaré reduction to the particular case of Riemannian cubics, or geometric 2-splines, on Lie groups. In Remark 2.9 below we deal with the general case of geometric $k$-splines. Fix a right-, respectively left-invariant Riemannian metric $\gamma$ on the Lie group $G$. We denote by

$$\|v_g\|_g^2 := \gamma(v_g, v_g)$$

the corresponding squared norm of a vector $v_g \in T_g G$. The inner product induced on the Lie algebra $\mathfrak{g}$ is also denoted by $\gamma : \mathfrak{g} \times \mathfrak{g} \to \mathbb{R}$ and its squared norm by

$$\|\xi\|_g^2 := \gamma(\xi, \xi).$$

We have the following proposition, which we will prove in two different ways. The first proof is elementary and only requires knowledge of the geodesic equation in Euler–Poincaré reduced form. The method of the second proof is more general and can in particular be applied to geometric $k$-splines with $k > 2$.

**Proposition 2.8.** Consider the Lagrangian $L : T^{(2)}G \to \mathbb{R}$ for Riemannian cubics, given by

$$L(g, \dot{g}, \ddot{g}) = \frac{1}{2} \left\| \frac{D}{Dt} \dot{g} \right\|^2_g,$$  \hspace{1cm} (2.30)

where $\| \cdot \|$ is the norm of a right-, respectively left-invariant metric on $G$. Then $L$ is right-, respectively left-invariant and induces the reduced Lagrangian $\ell : 2\mathfrak{g} \to \mathbb{R}$ given by

$$\ell(\xi, \dot{\xi}) = \frac{1}{2} \left\| \dot{\xi} \pm \text{ad}^\dagger \xi \dot{\xi} \right\|^2_{\mathfrak{g}},$$  \hspace{1cm} (2.31)

where $\text{ad}^\dagger$ is defined by $\text{ad}^\dagger \eta := (\text{ad}^*_\xi (\eta))^{\sharp}$, for any $\xi, \eta \in \mathfrak{g}$.

**First proof.** Let us compute the Euler–Lagrange operator for the kinetic energy Lagrangian $L_{KE} : TG \to \mathbb{R}$, given by $L_{KE}(\dot{g}) = \frac{1}{2} \|\dot{g}\|_g^2$. We obtain variations

$$\delta \int_{t_1}^{t_2} L_{KE}(\dot{g}) \, dt = \delta \int_{t_1}^{t_2} \frac{1}{2} \|\dot{g}\|_g^2 \, dt = \int_{t_1}^{t_2} \gamma(g) \left( \dot{g}, \frac{D}{Dt} \dot{g} \right) \, dt$$

$$= \int_{t_1}^{t_2} \gamma(g) \left( \dot{g}, \frac{D}{Dt} \delta g \right) \, dt = - \int_{t_1}^{t_2} \gamma(g) \left( \frac{D}{Dt} \dot{g}, \delta g \right) \, dt.$$
Therefore, the Euler–Lagrange operator $\mathcal{EL}(L_{KE}) : T^{(2)}G \to \mathbb{R}$ is given by

$$\mathcal{EL}(L_{KE})(g, \dot{g}, \ddot{g}) = -\left(\frac{D}{Dt}\dot{g}\right)\bigg|_{g}.$$  \(\text{2.32}\)

Notice that this implies in particular that the Euler–Lagrange equation for the kinetic energy Lagrangian is the geodesic equation, as we mentioned in the introduction, Section 1.1. On the other hand, we can use the invariance of the kinetic energy Lagrangian to rewrite the variation in terms of the reduced velocity vector (just as we did for higher order in Section 2.3.1) to obtain, for right-invariance,

$$\delta \int_{t_1}^{t_2} L_{KE}(\dot{g}) \, dt = \int_{t_1}^{t_2} \gamma(e) \left(-\dot{\xi} - \text{ad}^\dagger_\xi \xi, TR_{g^{-1}}\delta g\right) \, dt = \int_{t_1}^{t_2} \gamma(g) \left(TR_g (-\dot{\xi} - \text{ad}^\dagger_\xi \xi), \delta g\right) \, dt,$$

setting $\xi := \dot{gg}^{-1}$, and for left-invariance

$$\delta \int_{t_1}^{t_2} L_{KE}(\dot{g}) \, dt = \int_{t_1}^{t_2} \gamma(g) \left(TL_g (-\dot{\xi} + \text{ad}^\dagger_\xi \xi), \delta g\right) \, dt,$$

setting $\xi := g^{-1}\dot{g}$. This gives equivalent expressions

$$\mathcal{EL}(L_{KE})(g, \dot{g}, \ddot{g}) = \left(TR_g \left(-\dot{\xi} - \text{ad}^\dagger_\xi \xi\right)\right)^b \quad \text{and} \quad \mathcal{EL}(L_{KE})(g, \dot{g}, \ddot{g}) = \left(TL_g \left(-\dot{\xi} + \text{ad}^\dagger_\xi \xi\right)\right)^b$$

for the Euler–Lagrange operator (2.32). We have shown in particular that

$$\frac{D}{Dt}\dot{g} = TR_g \left(\dot{\xi} + \text{ad}^\dagger_\xi \xi\right), \quad \text{and} \quad \frac{D}{Dt}\dot{g} = TL_g \left(\dot{\xi} - \text{ad}^\dagger_\xi \xi\right),$$

for a right-, or left-invariant metric $\gamma$, respectively. Using the invariance of the metric once more, we obtain

$$L(g, \dot{g}, \ddot{g}) = \frac{1}{2} \left\| \frac{D}{Dt}\dot{g} \right\|_g^2 = \frac{1}{2} \left\| \dot{\xi} \pm \text{ad}^\dagger_\xi \xi \right\|_g^2,$$  \(\text{2.33}\)

which depends only on the right-invariant quantity $\xi = \dot{gg}^{-1}$, respectively the left-invariant quantity $\xi = g^{-1}\dot{g}$. Accordingly, $L$ is right-, or left-invariant, and the group-reduced Lagrangian is

$$\ell(\xi, \dot{\xi}) = \frac{1}{2} \left\| \dot{\xi} \pm \text{ad}^\dagger_\xi \xi \right\|_g^2.$$

This completes the proof.

\[ \square \]

Second proof. Let us recall the expression of the Levi–Civita covariant derivative associated to a right-, respectively left-invariant Riemannian metric on \( G \). For \( X \in \mathfrak{X}(G) \) and \( v_g \in T_g G \), we have (e.g., [51, Chap. 46.5])

\[
\nabla_{v_g} X(g) = TR_g \left( df(v_g) + \frac{1}{2} \text{ad}_{v_g} f(g) + \frac{1}{2} \text{ad}_{f(g)} v - \frac{1}{2} [v, f(g)] \right), \quad v := v_g g^{-1}
\]

(2.34)

resp.

\[
\nabla_{v_g} X(g) = TL_g \left( df(v_g) - \frac{1}{2} \text{ad}_{v_g} f(g) - \frac{1}{2} \text{ad}_{f(g)} v + \frac{1}{2} [v, f(g)] \right), \quad v := g^{-1} v_g
\]

(2.35)

where \( f \in \mathcal{F}(G; \mathfrak{g}) \) is uniquely determined by the condition \( X(g) = TR_g(f(g)) \) for right-invariance and \( X(g) = TL_g(f(g)) \) for left-invariance; and we introduced the exterior derivative \( d \), which satisfies \( df(v_g) = \partial_{\varepsilon=0} f(g(\varepsilon)) \) for any curve \( g(\varepsilon) \) with \( \partial_{\varepsilon=0} g(\varepsilon) = v_g \).

Therefore, we have

\[
\frac{D}{Dt} \dot{g}(t) = \nabla_{\dot{g}} \dot{g} = TR_g \left( \dot{\xi} + \frac{1}{2} \text{ad}_{\dot{\xi}} \xi + \frac{1}{2} \text{ad}_{\xi} \dot{\xi} - \frac{1}{2} [\xi, \dot{\xi}] \right) = TR_g \left( \dot{\xi} + \text{ad}_{\dot{\xi}} \xi \right),
\]

respectively

\[
\frac{D}{Dt} \dot{g}(t) = \nabla_{\dot{g}} \dot{g} = TL_g \left( \dot{\xi} - \frac{1}{2} \text{ad}_{\dot{\xi}} \xi - \frac{1}{2} \text{ad}_{\xi} \dot{\xi} + \frac{1}{2} [\xi, \dot{\xi}] \right) = TL_g \left( \dot{\xi} - \text{ad}_{\dot{\xi}} \xi \right),
\]

where we used \( v_g = \dot{g} \) and \( X(g) = \dot{g} \); so \( f(g) = \dot{g} g^{-1} = \xi \) (respectively, \( f(g) = g^{-1} \dot{g} = \xi \)) and \( df(v_g) = \dot{\xi} \). One concludes the proof in the same manner as above.

\[ \square \]

Remark 2.9. The above considerations generalise to geometric \( k \)-splines for \( k > 2 \). Indeed, iterated application of formulas (2.34), (2.35) yields

\[
\frac{D^k}{Dt^k} \dot{g} = TR_g (\eta_k), \quad \text{respectively} \quad \frac{D^k}{Dt^k} \dot{g} = TL_g (\eta_k),
\]

where the quantities \( \eta_k \in \mathfrak{g} \) are defined by the recursive formulae

\[
\eta_1 = \dot{\xi} \pm \text{ad}_{\dot{\xi}} \xi, \quad \text{and} \quad \eta_k = \eta_{k-1} \pm \frac{1}{2} \left( \text{ad}_{\dot{\xi}} \eta_{k-1} + \text{ad}_{\eta_{k-1}} \dot{\xi} + \text{ad}_{\eta_{k-1}} \xi \right), \quad (2.36)
\]
for }\xi = \dot{g}g^{-1}, \text{ respectively } \xi = g^{-1}\dot{g}. \text{ Therefore, the Lagrangian (2.12) for geometric } k\text{-splines on a Lie group } G \text{ with right-, respectively left-invariant Riemannian metric,}
\begin{align*}
L (g, \dot{g}, \ldots , g^{(k)}) &= \frac{1}{2} \left\| \frac{D^{k-1}}{D\tau^{k-1}} \dot{g} \right\|^2_g,
\end{align*}
is right-, respectively left-invariant, and the reduced Lagrangian is
\begin{align*}
\ell (\xi, \dot{\xi}, \ldots , \xi^{(k-1)}) &= \frac{1}{2} \| \eta_{k-1} \|^2_g.
\end{align*}

2.4.1 Computing the second-order Euler–Poincaré equations for Riemannian cubics

Let us compute the Euler–Poincaré equations for } k = 2. \text{ Upon defining } \eta := \dot{\xi} \pm \text{ad}_\xi^* \xi \text{ the required variational derivatives of the reduced Lagrangian (2.31) can be calculated as follows:}
\begin{align*}
\left\langle \frac{\delta \ell}{\delta \xi} , \delta \xi \right\rangle &= \left\langle \pm \text{ad}_\xi^* \xi^b \pm \text{ad}_\xi^* \delta \xi^b , \eta \right\rangle = \left\langle \mp \left( \text{ad}_\eta^* \xi^b + (\text{ad}_\eta \xi)^b \right) , \delta \xi \right\rangle
\end{align*}
and
\begin{align*}
\left\langle \frac{\delta \ell}{\delta \dot{\xi}} , \delta \dot{\xi} \right\rangle &= \left\langle \eta^b , \delta \dot{\xi} \right\rangle.
\end{align*}
Hence,
\begin{align*}
\frac{\delta \ell}{\delta \xi} &= \mp \left( \text{ad}_\eta^* \xi^b + (\text{ad}_\eta \xi)^b \right) \quad \text{and} \quad \frac{\delta \ell}{\delta \dot{\xi}} = \eta^b. \quad (2.38)
\end{align*}
From formula (2.28) with } k = 2 \text{ one then finds the second-order Euler–Poincaré equation
\begin{align*}
\left( \partial_t \pm \text{ad}_\xi^d \right) \left( \partial_t \eta^b \pm \text{ad}_\xi^d \eta^b \pm (\text{ad}_\eta \xi)^b \right) = 0, \quad \text{with} \quad \eta^b := \dot{\xi} \pm \text{ad}_\xi^d \xi^b, \quad (2.39)
or, equivalently,
\begin{align*}
\left( \partial_t \pm \text{ad}_\xi^d \right) \left( \partial_t \eta \pm \text{ad}_\eta \xi \pm \text{ad}_\eta \xi \right) = 0, \quad \text{with} \quad \eta := \dot{\xi} \pm \text{ad}_\xi^d \xi. \quad (2.40)
\end{align*}
These are the reduced equations for Riemannian cubics, or geometric 2-splines, associated to a left-, or right-invariant Riemannian metric on the Lie group } G. \text{ In an analogous fashion one can derive the Euler–Poincaré equations for geometric } k\text{-splines, using the reduced Lagrangian (2.37). We remark that a version of equation (2.40) was derived in } [52] \text{ for the case of a left-invariant metric on the particular Lie group } G = SO(3).

When the metric is left- and right-invariant (bi-invariant), certain simplifications arise, as we shall discuss next.
2.4.2 Bi-invariant metrics and the NHP equation

In the case of a bi-invariant Riemannian metric, we have $\text{ad}_{\xi}^\dagger \eta = - \text{ad}_{\xi} \eta$ and therefore the reduced Lagrangian (2.31) becomes $\ell(\xi, \dot{\xi}) = \frac{1}{2} \| \dot{\xi} \|^2_\theta$. Therefore,

$$\frac{\delta \ell}{\delta \xi} = \dot{\xi} \quad \text{and} \quad \frac{\delta \ell}{\delta \dot{\xi}} = 0. \quad (2.41)$$

The second-order Euler–Poincaré equations (2.28) in this case become

$$(\partial_t \pm \text{ad}_{\xi}^\ast) \ddot{\xi} = 0 \quad \text{or} \quad (\partial_t \pm \text{ad}_{\xi}^\dagger) \dot{\xi} = 0, \quad (2.42)$$

or

$$\ddot{\xi} \mp [\xi, \dot{\xi}] = 0. \quad (2.43)$$

Note that since the metric is bi-invariant, one may choose to reduce the system either on the right or on the left; this choice will determine the sign above. Equation (2.43) appears in [19]. We call it the **NHP equation** after Noakes, Heinzinger and Paden, who first derived it for $G = SO(3)$ in [18]:

$$\ddot{\Omega} \mp \dot{\Omega} \times \dot{\Omega} = 0. \quad (2.44)$$

In order to understand the vector notation in the previous equation, let us make the following remark about conventions.

**Remark 2.10 (Conventions for so(3) and so(3)*).** In equation (2.44) and throughout this thesis we use vector notation for the Lie algebra so(3) of the Lie group of rotations SO(3), as well as for its dual so(3)*. One identifies so(3) with $\mathbb{R}^3$ via the familiar isomorphism

$$\sim: \mathbb{R}^3 \to \text{so}(3), \quad \Omega = \begin{pmatrix} a \\ b \\ c \end{pmatrix} \mapsto \Omega := \hat{\Omega} = \begin{pmatrix} 0 & -c & b \\ c & 0 & -a \\ -b & a & 0 \end{pmatrix}, \quad (2.45)$$

called the hat map. This is a Lie algebra isomorphism when the vector cross product $\times$ is used as the Lie bracket operation on $\mathbb{R}^3$. The identification of so(3) with $\mathbb{R}^3$ induces an isomorphism of the dual spaces so(3)* $\cong (\mathbb{R}^3)^* \cong \mathbb{R}^3$, whereby the standard dot product is used as duality pairing.
In [18], the unreduced equations (2.10) are derived for general Riemannian manifolds, but the symmetry reduced equation is given only for \( SO(3) \) with bi-invariant metric. That derivation takes (2.10) as starting point and hence follows a different route from the Euler–Poincaré reduction method we described above.

The NHP equation can be integrated once to yield

\[
\ddot{\xi} + [\xi, \dot{\xi}] = \nu
\]  

(2.46)

for a constant \( \nu \in \mathfrak{g} \). Solutions \( \xi \) were called Lie quadratics in [23, 24]. For \( G = SO(3) \), long-term behaviour and internal symmetries of Lie quadratics were studied there, both in the null (\( \nu = 0 \)) and the non-null (\( \nu \neq 0 \)) case. Generalisations to cubics in tension can be found in [53].

As we mentioned in the introductory section 1.1, the solution curves of higher-order variational principles typically have added smoothness, which makes them an attractive choice for longitudinal data interpolation, in particular in computational anatomy. This is the topic of the next section.

### 2.5 Higher-order template matching problems

We first give a brief account of previous work done on longitudinal data interpolation in computational anatomy. Then we derive the equations that generalise the first-order methods of [37] to higher order. After making a few remarks concerning the gain in smoothness, we provide a qualitative discussion of two Lagrangians of interest for computational anatomy. Finally, we close the section by demonstrating the spline approach to template matching for the finite dimensional case of fitting a smooth curve through a sequence of target points on the sphere, using the natural action of the rotation group.

#### 2.5.1 Previous work on longitudinal data interpolation in computational anatomy

Computational anatomy is concerned with modeling and quantifying diffeomorphic evolutions of shapes, as presented in [54, 55]. Usually one aims at finding a geodesic path, on the space of shapes, between given initial and final data. This approach can be
adapted for longitudinal data interpolation; that is, interpolation through a sequence of data points. One may interpolate between the given data points in such a way that the path is piecewise-geodesic, [14, 15]. It was, however, argued in [16] that higher-order models, i.e., models that provide more smoothness than the piecewise-geodesic one, are better suited as growth models for typical biological evolutions. As an example of such a higher-order model, spline interpolation on the Riemannian manifold of landmarks was studied there. In the next paragraph we will consider another class of models of interest for computational anatomy that are inspired by an \textit{optimal control viewpoint}. Indeed, the time-dependent vector field is seen as a control variable acting on the template and the penalty on this control variable will be defined on the Lie algebra. This means that the action functional will be sensitive to the curve in the transformation group \textit{directly}, rather than only through its orbit in some data vector space. This class of models is an interesting alternative to the shape splines model presented in [16].

\subsection{2.5.2 Euler–Lagrange equations for higher-order template matching}

Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$, and let

$$G \times V \rightarrow V, \quad (g, I) \mapsto gI$$

be a left representation of $G$ on the vector space $V$. Let $\| \cdot \|_V$ be a norm on $V$. We consider minimisation problems of the following abstract form:

\begin{equation}
E[\xi] = \int_0^{t_l} \ell(\xi(t), \ldots, \xi^{(k-1)}(t)) \, dt + \frac{1}{2\sigma^2} \sum_{i=1}^l \| g^\xi(t_i)T_0 - I_i \|_V^2
\end{equation}

subject to the conditions $\xi^{(j)}(0) = \xi_0^j$, $j = 0, \ldots, k - 2$, where $g^\xi(t_i)$ is the flow, as defined below, of $\xi(t)$ evaluated at time $t_i$. The minimisation is carried out over a space $\mathcal{P}_{k-1}$ of
curves $\xi : [0, t_l] \rightarrow \mathfrak{g}$. We place a number of requirements on this space: Of course, the cost functional $E$ has to be defined on $\mathcal{P}_{k-1}$. Moreover, the curves need to be $2k-1$ times continuously differentiable, with existing limits, on the open intervals $(0, t_1), \ldots, (t_{l-1}, t_l)$ and $k-2$ times continuously differentiable on $[0, t_l]$. This definition of $\mathcal{P}_{k-1}$ reflects the requirements of the variational calculus that follows. In particular it ensures that when carrying out integration by parts below, all terms are well-defined.

Given a curve $\xi(t) \in \mathcal{P}_{k-1}$ in the Lie algebra $\mathfrak{g}$, its flow $g^\xi : t \mapsto g^\xi(t) \in G$ is a continuous curve defined by the conditions

$$g^\xi(0) = e, \quad \text{and} \quad \frac{d}{dt} g^\xi(t) = \xi(t) g^\xi(t),$$

whenever $t$ is in one of the open intervals $(0, t_1), \ldots, (t_{l-1}, t_l)$. Here we used the notation $\xi(t) g^\xi(t) := TR_{g^\xi(t)} \xi(t)$. In the special case when $\xi(t) \equiv \xi$ is a constant, the flow at time 1 is called the Lie exponential and denoted by $\exp(\xi) := g^\xi(1)$. We typically think of $(I_1, \ldots, I_l)$ as the time-sequence of data, indexed by time points $t_j$, $j = 1, \ldots, l$, and $T_0$ is the template (the source image). Moreover, $\xi : t \in [0, t_l] \mapsto \xi(t) \in \mathfrak{g}$ is typically a time-dependent vector field (sufficiently smooth in time) that generates a flow of diffeomorphisms $g^\xi : t \in [0, t_l] \mapsto g^\xi(t) \in G$. Note that, in this case, the Lie group $G$ is infinite dimensional and a rigorous framework to work in is the large deformations by diffeomorphisms setting thoroughly explained in [56]. We will informally refer to this case as the diffeomorphism case or infinite dimensional case. The expression $g^\xi(t_i) T_0$ represents the template at time $t_i$, as it is being deformed by the flow of diffeomorphisms.

Inspired by the second-order model presented in [16], this subsection thus generalises the work of [37] in two directions. First, we allow for a higher-order penalty on the time-dependent vector field given by the first term of the functional (2.48); second, the similarity measure (second term in (2.48)) takes into account several time points in order to compare the deformed template with the time-sequence target.

Staying at a general level, we will take the geometric viewpoint of [37] in order to derive the Euler–Lagrange equations, which are satisfied by any minimiser of $E$. We suppose that the norm on $V$ is induced by an inner product $\langle \cdot, \cdot \rangle_V$ and denote by $\flat$ the isomorphism

$$\flat : V \rightarrow V^*, \quad \omega \mapsto \omega^\flat$$
that satisfies
\[ \langle I, J \rangle_V = \langle I', J \rangle \quad \text{for all } I, J \in V, \]
where we wrote \( \langle \cdot, \cdot \rangle \) for the duality pairing between \( V \) and its dual \( V^* \). The action (2.47) of \( G \) on \( V \) induces an action on \( V^* \),
\[ G \times V^* \to V^*, \quad (g, \omega) \mapsto g \omega = (g^{-1})^* \omega \]
that is defined by the identity
\[ \langle g \omega, I \rangle = \langle \omega, g^{-1} I \rangle \quad \text{for all } I \in V, \ \omega \in V^*, \ g \in G. \] (2.50)
The *cotangent lift momentum map* \( \diamond : V \times V^* \to \mathfrak{g}^* \) for the action of \( G \) on \( V \) is defined by the identity
\[ \langle I \diamond \omega, \xi \rangle = \langle \omega, \xi I \rangle, \quad \text{for all } I \in V, \ \omega \in V^*, \ \xi \in \mathfrak{g}, \] (2.51)
where the brackets on both sides represent the duality pairings of the respective spaces \( \mathfrak{g} \) and \( V \), and where \( \xi I \) denotes the infinitesimal action of \( \mathfrak{g} \) on \( V \), defined as \( \xi I := \left. \frac{d}{dt} \right|_{t=0} g(t) I \in V \) for any \( C^1 \) curve \( g : [-\varepsilon, \varepsilon] \to G \) that satisfies \( g(0) = e \) and \( \left. \frac{d}{dt} \right|_{t=0} g(t) = \xi \in \mathfrak{g} \). We remark in passing that general momentum maps are often denoted by the letter \( J \), however the diamond notation above is customary for the special case of vector spaces. Later in this thesis we will encounter momentum maps in various more general settings. Note that equations (2.50) and (2.51) imply
\[ \text{Ad}^*_{g^{-1}} (I \diamond \omega) = g I \diamond g \omega. \] (2.52)
For the flow defined in (2.49), we also introduce the notation
\[ g^\xi_{t,s} := g^\xi(t) \left( g^\xi(s) \right)^{-1}. \] (2.53)

Lemma 2.5 in [37], which is an adaptation from [57] and [36], gives the derivative of the flow at a given time with respect to a variation \( (\varepsilon, t) \mapsto \xi_\varepsilon(t) = \xi(t) + \varepsilon \delta \xi(t) \in \mathfrak{g} \) of a smooth curve \( \xi = \xi_0 \). Namely,
\[ \delta g^\xi_{t,s} := \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} g^\xi_{t,s} = g^\xi_{t,s} \int_s^t \left( \text{Ad}_{g^\xi(r)} \delta \xi(r) \right) dr \in T_{g^\xi_{t,s}} G. \] (2.54)
For completeness we include the proof of this formula, following [37]. Recall from (2.49) and (2.53) that we have, for all \( \varepsilon \),

\[
\frac{d}{dt} g_{t,s}^{\xi_{\varepsilon}} = \xi_{\varepsilon}(t) g_{t,s}^{\xi_{\varepsilon}}, \quad g_{s,s}^{\xi_{\varepsilon}} = e.
\]

Taking a derivative with respect to \( \varepsilon \) we obtain

\[
\frac{d}{dt} \frac{d}{d\varepsilon} |_{\varepsilon=0} g_{t,s}^{\xi_{\varepsilon}} = \frac{d}{dt} \delta g_{t,s}^{\xi_{\varepsilon}} = \delta \xi(t) g_{t,s}^{\xi_{\varepsilon}} + \xi(t) \delta g_{t,s}^{\xi_{\varepsilon}}.
\]

Hence,

\[
\frac{d}{dt} (g_{t,s}^{\xi})^{-1} \delta g_{t,s}^{\xi} = -(g_{t,s}^{\xi})^{-1} \left( \frac{d}{dt} g_{t,s}^{\xi} \right) (g_{t,s}^{\xi})^{-1} \delta g_{t,s}^{\xi} + (g_{t,s}^{\xi})^{-1} \frac{d}{dt} \delta g_{t,s}^{\xi}
\]

\[
= -(g_{t,s}^{\xi})^{-1} \xi(t) g_{t,s}^{\xi}(g_{t,s}^{\xi})^{-1} \delta g_{t,s}^{\xi} + (g_{t,s}^{\xi})^{-1} \left[ \delta \xi(t) g_{t,s}^{\xi} + \xi(t) \delta g_{t,s}^{\xi} \right] = \text{Ad}_{g_{s,s}^{\xi}} \delta \xi(t).
\]

To arrive at (2.54) we integrate both sides, noting that \( \delta g_{s,s}^{\xi} = 0 \); and multiply the result by \( g_{t,s}^{\xi} \) from the left.

Importantly, (2.54) also holds for the diffeomorphism case in a non-smooth setting. For more information on this aspect we refer to [58, Chaps. 8 & 9], where the assumption is \( \xi \in L^2([0,t_l], \mathcal{B}) \), for some space \( \mathcal{B} \) of sufficiently smooth (in space) vector fields.

Formula (2.54) and equation (2.52) are the key ingredients needed to take variations of the similarity measure in (2.48). With these preparations it is now straightforward to adapt the calculations done in the proof of Theorem 2.5 of [37] to our case, in order to show the following theorem.

**Theorem 2.11.** A curve \( \xi \in \mathcal{P}_{k-1} \) is a stationary point for the functional \( E \), i.e., \( \delta E = 0 \) if and only if (I), (II), and (III) below hold:

(I) For \( t \) in any of the open intervals \( (0,t_1), \ldots, (t_{l-1},t_l) \),

\[
\sum_{j=0}^{k-1} (-1)^j \frac{d^j}{dt^j} \delta \xi(t) \bigg|_{t=t_i} = -\sum_{i=1}^{l} 1_{t \leq t_i} \left( g_{t,0}^{\xi_{t_i}} T_0 \circ g_{t_i,0}^{\xi_{t_i}} \pi^i \right),
\]

(2.55)

where \( \pi^i \) is defined by

\[
\pi^i := \frac{1}{\sigma^2} \left( g_{t_i,0}^{\xi_{t_i}} T_0 - I_{t_i} \right)^b \in V^*,
\]

and we set \( 1_{a \leq b} \), for any \( a, b \in \mathbb{R} \), to be equal to 1 if \( a \leq b \) and 0 otherwise.
(II) For \( i = 1, \ldots, l - 1 \) and \( r = 0, \ldots, k - 2 \),
\[
\lim_{t \to t_i} \sum_{j \geq r + 1}^{k-1} (-1)^{j-r-1} \frac{d^{j-r-1}}{dt^{j-r-1}} \frac{\delta \ell}{\delta \xi^{(j)}} (t) = \lim_{t \to t_i} \sum_{j \geq r + 1}^{k-1} (-1)^{j-r-1} \frac{d^{j-r-1}}{dt^{j-r-1}} \frac{\delta \ell}{\delta \xi^{(j)}} (t).
\] (2.56)

(III) For \( r = 0, \ldots, k - 2 \),
\[
\sum_{j \geq r + 1}^{k-1} (-1)^{j-r-1} \frac{d^{j-r-1}}{dt^{j-r-1}} \frac{\delta \ell}{\delta \xi^{(j)}} (t_i) = 0.
\] (2.57)

Note that there is no condition at \( t_0 = 0 \) analogous to (III) because of the fixed end point conditions \( \xi^{(j)}(0) = \xi^j_0 \), for \( j = 0, \ldots, k - 2 \).

**Proof.** Set \( t_0 = 0 \) for convenience. We also introduce shorthand notation \( f(t^\pm) \) for the value of a function \( f(t) \) as \( t \) approaches \( t_i \) from above or below, respectively.

A series of partial integrations taking into account the fixed end point conditions \( \xi^{(j)}(0) = \xi^j_0 \), \( j = 0, \ldots, k - 2 \), leads to
\[
\delta \int_0^{t_i} \ell dt = \sum_{i=0}^{l-1} \int_{t_i}^{t_{i+1}} \sum_{j=0}^{k-1} \left< \frac{\delta \ell}{\delta \xi^{(j)}}, \delta \xi^{(j)} \right> dt
\]
\[
= \sum_{i=0}^{l-1} \int_{t_i}^{t_{i+1}} \left< \sum_{j=0}^{k-1} (-1)^j \frac{d^j}{dt^j} \frac{\delta \ell}{\delta \xi^{(j)}} (t), \delta \xi(t) \right> dt
\]
\[
+ \sum_{i=1}^{l-1} \sum_{r=0}^{k-2} \left< \left< \sum_{j \geq r + 1}^{k-1} (-1)^{j-r-1} \left( \frac{d^{j-r-1}}{dt^{j-r-1}} \frac{\delta \ell}{\delta \xi^{(j)}} (t_i^-) - \frac{d^{j-r-1}}{dt^{j-r-1}} \frac{\delta \ell}{\delta \xi^{(j)}} (t_i^+) \right), \delta \xi^{(r)}(t_i) \right>, \delta \xi^{(r)}(t_i) \right>.
\] (2.58)

Note that the hypothesis \( \xi \in \mathcal{P}_{k-1} \) is sufficient to give meaning to the previous formula.

On the other hand, using formula (2.54) and mimicking the computations done in [37], one finds for the variation of the similarity measure\(^6\)
\[
\delta \left( \frac{1}{2 \sigma^2} \sum_{i=1}^l \| g^\xi(t_i) T_0 - I_{t_i} \|_{V_i}^2 \right) = \int_0^{t_i} \left< \sum_{i=1}^l 1_{t \leq t_i} \left( g^\xi_{t_0} T_0 \circ g^\xi_{t,t_i} \pi^i \right), \delta \xi(t) \right> dt.
\] (2.59)

\(^6\)The detailed computation is as follows:
\[
\delta \left( \frac{1}{2 \sigma^2} \sum_{i=1}^l \| g^\xi(t_i) T_0 - I_{t_i} \|_{V_i}^2 \right) = \sum_{i=1}^l \left< \left< g^\xi_{t_0}, \int_0^{t_i} \text{Ad}_{g^\xi_{t_0}} \delta \xi(r) dr \right>_0, \pi^i \right>
\]
\[
= \int_0^{t_i} \sum_{i=1}^l 1_{t \leq t_i} \left< \left< \text{Ad}_{g^\xi_{t_0}} \delta \xi(r) T_0, g^\xi_{0,t_i} \pi^i \right>_0, \pi^i \right> dr = \int_0^{t_i} \sum_{i=1}^l 1_{r \leq t_i} \left< \delta \xi(r) \left( g^\xi_{r_0} T_0 \right), g^\xi_{r_0} g^\xi_{0,t_i} \pi^i \right> dr.
\]
Assembling the two contributions to $\delta E$, we arrive at
\[
\delta E = \sum_{s=0}^{l-1} \int_{t_s}^{t_{s+1}} \left\langle \sum_{j=0}^{k-1} (-1)^j \frac{d^j}{dt^j} \frac{\delta \ell}{\delta \xi^{(j)}}(t) + \sum_{i=1}^{l} 1_{t \leq t_i} \left( g_{t_0}^{\xi} T_0 \circ g_{t_i}^{\xi} \pi^i \right), \delta \xi(t) \right\rangle dt \\
+ \sum_{i=1}^{l-1} \sum_{r=0}^{k-2} \left\langle \sum_{j=r+1}^{k-1} (-1)^j (-1)^{-1} \frac{d^{j-r-1}}{dt^{j-r-1}} \frac{\delta \ell}{\delta \xi^{(j)}}(t_i^-), \delta \xi^{(r)}(t_i) \right\rangle \\
+ \sum_{r=0}^{k-2} \left\langle \sum_{i=r+1}^{k-1} (-1)^{j-r-1} \frac{d^{j-r-1}}{dt^{j-r-1}} \frac{\delta \ell}{\delta \xi^{(j)}}(t_i), \delta \xi^{(r)}(t_i) \right\rangle.
\]  
(2.60)

Stationarity $\delta E = 0$ therefore leads to equations (2.55)-(2.57).

**Remark 2.12.** The right-hand side of equation (2.55) follows coadjoint motion on every open interval $(0, t_1), \ldots, (t_{l-1}, t_l)$. That is,
\[
\left( \frac{d}{dt} + \text{ad}^*_\xi \right) \sum_{j=0}^{k-1} (-1)^j \frac{d^j}{dt^j} \frac{\delta \ell}{\delta \xi^{(j)}} = 0,
\]
(2.61)
in which we once again recognise the higher-order Euler–Poincaré equation (2.27).

### 2.5.3 Two examples of interest for computational anatomy

Regarding potential applications in computational anatomy, an interesting property of higher-order models is the gain in (temporal) smoothness of the optimal path $T : t \in [0, t_l] \mapsto g^\xi(t) T_0 \in V$, in comparison with first-order models. For instance, in the case of piecewise-geodesic (i.e., first-order) interpolation, where $\ell(\xi) := \frac{1}{2} \|\xi\|^2$, equation (2.55) reads
\[
\xi(t) = -\sum_{i=1}^{l} 1_{t \leq t_i} \left( g_{t_0}^{\xi} T_0 \circ g_{t_i}^{\xi} \pi^i \right).\]
(2.62)

In general therefore, $\xi$ will be discontinuous at each time point $t_i$ for $i < l$, which implies non-differentiability of $T$ at these points. In contrast, for the Lagrangian $\ell_1(\dot{\xi}) := \frac{1}{2} \|\dot{\xi}\|^2_\theta$, equation (2.55) becomes
\[
\ddot{\xi}(t) = \sum_{i=1}^{l} 1_{t \leq t_i} \left( g_{t_0}^{\xi} T_0 \circ g_{t_i}^{\xi} \pi^i \right).
\]
(2.63)

\[
= \int_0^{t_l} \sum_{i=1}^{l} 1_{r \leq t_i} \left\langle g_{r_0}^{\xi} T_0 \circ g_{r_i}^{\xi} \pi^i, \delta \xi(r) \right\rangle dr = \int_0^{t_l} \left\langle \sum_{i=1}^{l} 1_{r \leq t_i} \left( g_{r_0}^{\xi} T_0 \circ g_{r_i}^{\xi} \pi^i \right), \delta \xi(r) \right\rangle dr,
\]
where we used (2.54), (2.50) and (2.51).
Now the curves $\xi(t)$ and $T(t)$ are $C^1$ and $C^2$ on $[0, t_l]$, respectively. This situation is similar to the exact interpolation problems of [19, 31] discussed earlier in Section 2.2.3.\footnote{In [39] it was stated that the exact second-order interpolation method of [31] lead to $C^1$, as opposed to $C^2$, solution curves. In fact, solution curves are $C^2$.}

Note also that the minimisation of the functional $E$ for $\ell_1$ when $l = 1$ (one target only) produces Lie-exponential solutions on $G$, as long as the initial conditions are chosen properly. More precisely, if the Lie-exponential map is surjective and the action of $G$ on $V$ is transitive, then there exists $\xi_0 \in \mathfrak{g}$ such that $\exp(t_1\xi_0)T_0 = I_{t_1}$. Hence, the constant curve $\xi \equiv \xi_0$ is a minimiser of the functional $E$, with $E[\xi] = 0$. The Lie-exponential has been widely used in computational anatomy, for instance in [59, 60].

Another Lagrangian of interest for computational anatomy is $\ell_2(\xi, \dot{\xi}) := \frac{1}{2}\|\dot{\xi} + \text{ad}^\dagger_\xi \xi\|^2_g$, which measures the acceleration on the Lie group for the right-invariant metric induced by the norm $\|\cdot\|_g$. The Lagrangian $\ell_2$ may therefore have more geometrical meaning than $\ell_1$. However, the definition of $\ell_2$ requires special attention in the case of diffeomorphism groups. Roughly speaking, the difficulty arises because the reduced geodesic equation involves spatial derivatives of the trivialised velocity curve (which in this case is a time-dependent vector field), leading to a loss of regularity. In general then, $\ell_2$ is not well-defined, since the norm $\|\cdot\|_g$ may not be defined on $\dot{\xi} + \text{ad}^\dagger_\xi \xi$. One way of dealing with this complication is to work with two different norms; one to define the covariant acceleration, the other to measure it [61]. A detailed investigation of these topics is beyond the scope of this thesis and will be left for future work.

### 2.5.4 Template matching on the sphere

Consider as a finite-dimensional example $G = SO(3)$ with norm $\|\Omega\|_{\mathfrak{so}(3)} = \sqrt{\Omega \cdot I\Omega}$ on the Lie algebra $\mathfrak{so}(3)$, where $I$ is a symmetric positive-definite matrix (the moment of inertia tensor). Let $V = \mathbb{R}^3$ with $\|\cdot\|_{\mathbb{R}^3}$ the Euclidean distance. We would like to interpolate a time sequence of points on the unit sphere $S^2 \subset \mathbb{R}^3$ starting from the
template $T_0 = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}$. Choose the times to be $t_i = \frac{1}{5}i$ for $i = 1, \ldots, 5$ and

$$I_{t_1} = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \quad I_{t_2} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad I_{t_3} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 0 \\ 1 \end{pmatrix}, \quad I_{t_4} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \\ 0 \end{pmatrix}, \quad I_{t_5} = \frac{1}{\sqrt{3}} \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}.$$  

The associated minimisation problem for a given Lagrangian $\ell(\Omega, \ldots, \Omega^{(k-1)})$ is:

Minimise

$$E[\Omega] := \int_0^1 \ell(\Omega(t), \ldots, \Omega^{(k-1)}(t))dt + \frac{1}{2\sigma^2} \sum_{i=1}^5 \|\Lambda^\Omega(t_i)T_0 - I_{t_i}\|_{R^3}^2,$$

subject to the conditions $\Omega^{(j)}(0) = \Omega^0_j$, $j = 0, \ldots, k - 2$, where $\Lambda^\Omega(t)$ is a continuous curve defined by

$$\Lambda^\Omega(0) = e, \quad \text{and} \quad \frac{d}{dt} \Lambda^\Omega(t) = \Omega(t)\Lambda^\Omega(t),$$

whenever $t$ is in one of the open intervals $(0, t_1), \ldots, (t_4, t_5)$. As we mentioned in Section 2.5.3, an important property of higher-order models is the increase in smoothness of the optimal path when compared with first-order models. We illustrate this behaviour in Figures 2.2 and 2.3 below.

Figure 2.2 shows the interpolation between the given points $I_{t_1}, \ldots, I_{t_5}$ for the first-order Lagrangian

$$\ell(\Omega) = \frac{1}{2} \Omega \cdot I\Omega.$$  

(2.65)

We contrast this with the second-order model

$$\ell(\Omega, \dot{\Omega}) = \frac{1}{2} \left( \dot{\Omega} + I^{-1}(\Omega \times I\Omega) \right) \cdot I \left( \dot{\Omega} + I^{-1}(\Omega \times I\Omega) \right).$$  

(2.66)

Note that this is the reduced Lagrangian for Riemannian cubics on $SO(3)$, as we discussed in Section 2.3, and for $I = e$ we recognise equation (2.61) to be the NHP equation (2.44).

Figure 2.3 visualises the resulting interpolation for two different choices of the moment of inertia tensor $I$, namely

$$I_1 := \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad I_2 := \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$  

(2.67)
In order to compare the two cases we have normalised $I_2$ in such a way that it has the same norm as $I_1$ with respect to $\|I\|^2 = \text{tr}(I^TI)$. The figures were obtained by minimising the functional $E$ using the downhill simplex algorithm $fmin_{tnc}$ that is included in the $optimize$ package of SciPy, [62].

Fig. 2.2: First-order template matching. Results are shown for the Lagrangian (2.65) with $I = e$, for two different values of tolerance $\sigma$. These values have been chosen so that the sum of the mismatch penalties is similar in size to the one obtained in the second-order template matching shown in Figure 2.3. As might be expected, when the tolerance is smaller, the first-order curves pass nearer their intended target points. These first-order curves possess jumps in tangent directions at the beginning of each new time interval. This figure appears in [39] – reproduced with kind permission from Springer Science and Business Media.

2.6 Final remarks

This chapter consisted of a first look at invariant higher-order variational problems on Lie groups. We introduced the higher-order generalisation of the Euler–Poincaré reduction method and derived corresponding Euler–Poincaré equations. Special attention was given to the important example of Riemannian cubics on Lie groups with right-, or left-invariant metrics. As an application we discussed higher-order template matching, where one seeks an optimal curve that interpolates given data points at prescribed target times. The formulation of the optimality condition involved both a Lie group acting on the data vector space and the data vector space itself.

Let us conclude the chapter with a number of remarks.
Fig. 2.3: *Second-order template matching.* The pictures in the top row show the template matching for the Lagrangian (2.65) with $I_1$ for two different values of the tolerance $\sigma$. The bottom row represents the corresponding matching results for $I_2$. One observes that the quality of matching increases as the tolerance decreases. This is due to the increased weight on the penalty term in (2.48). The color of the curves represents the magnitude of the velocity vector of the curve on the sphere (red is large, white is small). We fixed the initial angular velocity $\Omega(0) = \frac{5\pi}{2} (0, 0, 1)$. On comparing these figures with those in the first-order case, one observes that the second-order method produces smoother curves. *This figure appears in [39] – reproduced with kind permission from Springer Science and Business Media.*

(1) One can verify directly that the higher-order Euler–Poincaré equations (2.27) imply

$$\frac{d}{dt} \text{Ad}_{g^\pm_1} \left[ \sum_{j=0}^{k-1} (-1)^j \partial_t^j \frac{\delta \ell}{\delta \xi(j)} \right] = 0,$$

for right-, respectively left-invariant Lagrangians. In Chapter 4 we will show that this conservation arises, via Noether’s theorem, from the group-invariance of the higher-order Lagrangian.
(2) One can similarly verify that
\[
\frac{d}{dt} \left[ \sum_{r=0}^{k-1} \langle \mu^r, \xi^{(r)} \rangle - \ell(\xi, \ldots, \xi^{(k-1)}) \right] = 0,
\]
where
\[
\mu^r = \sum_{j=0}^{k-r-1} (-1)^j \frac{d^j}{d\delta^{(r+j)}} \frac{\delta \ell}{\delta \xi^{(r+j)}} \quad (r = 0, \ldots, k-1).
\]
In Chapter 4 we will interpret the \( \mu^r \) as higher-order Legendre momenta and the conserved quantity as the Hamiltonian of the higher-order system.

(3) Our paper [39] contains the higher-order Euler–Poincaré equations and also discusses a number of other contexts. In particular, a higher-order version is given of the theory of parameter-dependent Lagrangians in the sense of [6]. Moreover, the reduced Hamiltonian formulation is given in terms of a higher-order Legendre mapping, also called the Legendre–Ostrogradsky transform. In this thesis we will instead develop the Hamiltonian side of the theory from the point of view of the so-called Hamilton–Pontryagin variational principle. This will be done in Chapter 4.

(4) In the same chapter we will revisit in much more detail the higher-order template matching problem whose treatment we started above. We will recast it in a more general form using arbitrary object manifolds rather than just vector spaces. As we will see, this widens the range of potential applications of the theory. Moreover, we will provide a substantially simplified derivation of the Euler–Lagrange equations using Lagrange multipliers. In the process we will in particular re-discover, as a byproduct, the Legendre–Ostrogradsky transform of higher-order mechanics.

(5) Finally, we mention two papers that are closely related to the developments in this chapter. The authors of [63] independently derived higher-order Euler–Poincaré equations taking the canonical Hamiltonian formulation as their starting point. Their paper also contains an extension to Lagrangians defined on constraint submanifolds of higher-order tangent bundles, with applications to underactuated control systems on Lie groups. The second paper we mention is [50], which develops higher-order Lagrange–Poincaré reduction and its Hamiltonian counterpart, Hamilton–Poincaré.
reduction. We will take advantage of higher-order Lagrange–Poincaré reduction in the next chapter.

In Section 2.5 we derived necessary conditions for the optimal curve $g(t) \in G$ in the higher-order template matching problem. We found in Remark 2.12 that on the open intervals between target times $g(t)$ satisfies higher-order Euler–Poincaré equations. The presence of an object manifold, the vector space $V$ in this case, naturally leads to a number of questions about the relationship between the optimal curve $g(t)$ and the corresponding trajectory $g(t)T_0 \in V$. This will be the topic of the next chapter.
3 Invariant higher-order variational problems, Part II

At the end of Section 1.1 we briefly mentioned an interesting area of investigation that presents itself when working with object manifolds. Let $Q$ be an object manifold acted on by a Lie group of transformations $G$. Suppose some variational problem involving both quantities in $Q$ and $G$ leads to an optimal curve $g(t) \in G$ with $g(0) = e$, which induces a curve $g(t)q \in Q$ on the object manifold, for some initial point $q \in Q$. How are the two curves $g(t)$ and $g(t)q$ related? Of course, the answer depends on the particular situation one considers.

For example, as we pointed out in Section 1.1, the LDM method of computational anatomy, which is a first-order variational method, leads to a (horizontal) geodesic in the group of diffeomorphisms carrying some initial shape into a target shape. The corresponding path in the object manifold of shapes is also a geodesic, with respect to an induced metric that derives, by means of the group action, from the metric on the diffeomorphism group. In geometric mechanics these types of metrics are known as normal metrics, and they will play a central role in this chapter.

Here we shall start the investigation of such questions in the context of higher-order variational principles. More precisely, we are concerned with Riemannian cubics on Lie groups and object manifolds (endowed with normal metrics), focusing on their lifting and projection properties. First, let us give some more background on why such considerations are important.

In addressing an interpolation problem on the object manifold, two distinct strategies offer themselves. First, one may choose to define a variational principle on the Lie group, or indeed its Lie algebra, and find an optimal path $g(t)$ that transforms the initial shape $q$ as $q(t) = g(t)q$, such that $q(t)$ passes through the prescribed configurations. This type of higher-order interpolation was proposed in regard to applications in computational anatomy in Section 2.5 of the previous chapter. Alternatively, one may define a variational principle on shape space itself, without making explicit reference to any group action, and find an optimal curve that interpolates the given shapes. This was the approach of [16], where interpolation by Riemannian cubics on shape space was proposed, and existence results for the shape space of landmarks were given.
The particular cost functionals that interest us here are, on the group,

\[ S_G[g] = \int_0^1 \left\| \frac{D}{Dt} \dot{g} \right\|_g^2 dt, \]

and on the object manifold,

\[ S_Q[q] = \int_0^1 \left\| \frac{D}{Dt} \dot{q} \right\|_q^2 dt. \]

Hamilton’s principle, \( \delta S = 0 \), leads to Riemannian cubics in the respective manifolds \( G \) and \( Q \). One is therefore naturally led to the question of how Riemannian cubics on the group of transformations are related to those on the object manifold. This is a new question in geometric mechanics and its answer is potentially important in applications of computational anatomy. We emphasise however that for the purposes of this chapter we consider finite-dimensional manifolds only.

We first analyse horizontal lifts of cubics on the object manifold to the group of transformations. In the context of so-called Type I symmetric spaces\(^8\), we completely characterise the class of cubics on the object manifold that can be lifted horizontally to cubics on the group of transformations. For rank-one symmetric spaces this selects geodesics reparametrised in time with cubic polynomials. We then study non-horizontal curves in \( G \). We show that certain types of non-horizontal geodesics project to cubics in \( Q \). Finally, we present the theory of second-order Lagrange–Poincaré reduction for Riemannian cubics in the group of transformations. The reduced form of the equations reveals the obstruction for such a cubic to project to a cubic on the object manifold. Most results of this chapter appear in [40].

### 3.1 Main content of the chapter

The main content of the chapter may be summarised as follows:

In Section 3.2 we outline the geometric setting for the present investigation of Riemannian cubics for normal metrics and their relation to Riemannian cubics on the Lie group of transformations. That is, we summarise the definition of normal metrics

\(^8\)See the footnote on page 73.
and recall that the projection \( G \to Q \) which maps an element of the group to the group transformation of a reference object is a Riemannian submersion.

In Section 3.3 we provide the key expressions for covariant derivatives of curves and vector fields along curves, both in Lie groups and in object manifolds with normal metric. The horizontal generator of a curve in the object manifold is introduced and expressed in terms of the momentum map of the cotangent lifted action.

In Section 3.4 we derive the equations of Riemannian cubics for normal metrics. For ease of exposition we first consider a more general context and then specialise to the case of Riemannian cubics. Here the horizontal generator plays a crucial role. Invariant metrics on Lie groups are a simple example of normal metrics, as are the metrics on Type I symmetric spaces. These examples are worked out in detail. For the convenience of the reader we will also briefly recall from the previous chapter how Riemannian cubics on Lie groups can be treated equivalently by Euler–Poincaré reduction. Our derivation of the Euler–Lagrange equations bypasses any mention of curvature. Therefore, these equations can also be used to compute curvatures by means of the general equation for Riemannian cubics (2.10). This is demonstrated by two simple examples, whose well-known curvatures we recover.

In Section 3.5 we study horizontal lifting properties of Riemannian cubics. Our form of the Euler–Lagrange equations is particularly well-suited for this task, due to the appearance of the horizontal generator of curves. We characterise the cubics in Type I symmetric spaces that can be lifted horizontally to cubics in the group of isometries. We then proceed to the more general situation of a Riemannian submersion and state necessary and sufficient conditions under which a cubic on the object manifold lifts horizontally to a cubic on the Lie group of transformations.

In Section 3.6 we extend the previous considerations to include non-horizontal curves on the Lie group. We show that certain non-horizontal geodesics on the group of transformations project to cubics on the object manifold. We then reduce the Riemannian cubic variational problem on the group by the isotropy subgroup of a reference object. To achieve this, we use higher-order Lagrange–Poincaré reduction.
The reduced Lagrangian couples horizontal and vertical parts of the motion, which explains the absence of a general horizontal lifting property for cubics. Namely, the reduced equations that describe Riemannian cubics on the Lie group contain the equation that characterises Riemannian cubics on the object manifold, plus extra terms. These extra terms represent the obstruction for a cubic on the Lie group to project to a cubic on the object manifold. In this sense, the reduced equations fully describe the relation between cubics on the Lie group and cubics on the object manifold. They also lend themselves to further study of the questions investigated in the present chapter.

This is a long chapter. The reader may find it useful to read the summary pages 146–148 in parallel, in order to track his or her progress.

3.2 Geometric setting

We begin with some preparations for the later developments in the chapter. In particular, we recall some background on group actions, normal metrics, connectors and Riemannian submersions.

3.2.1 Group actions

Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$, acting from the left on a smooth manifold $Q$ (the object manifold). We denote the action by

$$\Phi : G \times Q \rightarrow Q, \quad (g, q) \mapsto gq := \Phi_g(q).$$  \hfill (3.1)

The infinitesimal generator of the action corresponding to $\xi \in \mathfrak{g}$ is the vector field on $Q$ given by

$$\xi_Q(q) := \frac{d}{dt} \bigg|_{t=0} \exp(t\xi)q.$$ \hfill (3.2)

In accordance with (2.4), the tangent lift of $\Phi$ is defined as the action of $G$ on $TQ$,

$$G \times TQ \rightarrow TQ, \quad (g, v_q) \mapsto g v_q := T\Phi_g(v_q),$$ \hfill (3.3)
with infinitesimal generator $\xi_{TQ}$ corresponding to $\xi \in \mathfrak{g}$. Note that we have the relation

$$T\tau_Q(\xi_{TQ}(v_q)) = \xi_Q(q),$$

(3.4)

where $\tau_Q : TQ \to Q$ is the tangent bundle projection. Similarly, one defines the cotangent lifted action as

$$G \times T^*Q \to T^*Q, \quad (g, \alpha_q) \mapsto g\alpha_q := (T\Phi_{g^{-1}})^*(\alpha_q).$$

(3.5)

The momentum map $J : T^*Q \to \mathfrak{g}^*$ associated with the cotangent lift of $\Phi$ is given by

$$\langle J(\alpha_q), \xi \rangle_{\mathfrak{g}^* \times \mathfrak{g}} = \langle \alpha_q, \xi_Q(q) \rangle_{T^*Q \times TQ},$$

(3.6)

for arbitrary $\alpha_q \in T^*Q$ and $\xi \in \mathfrak{g}$. Notice that in (2.51) we already encountered a cotangent lift momentum map. There the manifold $Q$ was a vector space, $V$, and we used the diamond notation customary in the vector case, that is, $J(\omega, I) = I \diamond \omega$ for $I \in V$ and $\omega \in V^*$.

### 3.2.2 Normal metrics

Let $G$ be a Lie group acting transitively from the left on a smooth manifold $Q$. Transitivity of the action means in particular that $Q$ is a $G$-orbit. Let $\gamma_G$ be a right-invariant Riemannian metric on $G$. We will now use the action of $G$ on $Q$ in order to induce a metric $\gamma_Q$ on $Q$. To do this, define a pointwise inner product on tangent spaces $T_qQ$ by

$$\gamma_Q(v_q, v_q) := \min_{\{\xi \in \mathfrak{g} | \xi_Q(q) = v_q\}} \{\gamma_G(\xi, \xi)\}.$$

(3.7)

We refer to [58] for a rigorous treatment of the infinite dimensional case of diffeomorphism groups. We define the **vertical subspace of $\mathfrak{g}$ at $q$** as

$$\mathfrak{g}_q = \{\xi \in \mathfrak{g} | \xi_Q(q) = 0\}$$

(3.8)

and the **horizontal subspace** as the orthogonal complement $\mathfrak{g}_q^\perp$. Denote the orthogonal projection onto $\mathfrak{g}_q^\perp$ by $\xi \mapsto H_q(\xi)$. This projection operation depends smoothly on $q \in Q$ (see [40] for details). The vertical projection is similarly written as $\xi \mapsto V_q(\xi)$. Let
\( \nu_1, \ldots, \nu_k \) be an orthonormal basis of \( \mathfrak{g}_q \). For \( v_q \) in \( T_qQ \) and \( \xi \) any generator of \( v_q \), i.e. \( \xi_Q(q) = v_q \), we can write

\[
\gamma_Q(v_q, v_q) = \min_{\Lambda^i \in \mathbb{R}} \{ \gamma_G \left( H_q(\xi) + \lambda^i \nu_i, H_q(\xi) + \lambda^j \nu_j \right) \}
\]

\[
= \min_{\Lambda^i \in \mathbb{R}} \left\{ \gamma_G \left( H_q(\xi), H_q(\xi) \right) + \sum_{i=1}^{k} (\lambda^i)^2 \right\}
\]

\[
= \gamma_G \left( H_q(\xi), H_q(\xi) \right).
\] (3.9)

The pair \((Q, \gamma_Q)\) with \( \gamma_Q \) defined pointwise by (3.7) is a Riemannian manifold. The metric \( \gamma_Q \) is called a normal metric or projected metric. In particular, it coincides with the normal metric considered in [64].

### 3.2.3 The connector of a Riemannian metric

From (3.4), it follows that \( T\tau_Q(\xi_{TQ}(v_q)) = 0_q \), for all \( \xi \in \mathfrak{g}_q \). Let \( T(TQ) \supset V_{v_q}(TQ) := \ker(T_{v_q}\tau_Q) \) be the vertical space at \( v_q \). Intuitively, these are elements of \( T_vTQ \) that are tangent to curves that remain in \( \tau_{TQ}^{-1}(q) \), to first order. Then \( \xi_{TQ}(v_q) \in V_{v_q}(TQ) \) can be identified with an element of \( T_qQ \) in the standard way: \( \tau : V_{v_q}(TQ) \ni \xi_{TQ}(v_q) \mapsto w_q \in T_qQ \), where \( w_q \) is the unique vector satisfying \( \xi_{TQ}(v_q) = \frac{d}{d\varepsilon}\bigg|_{\varepsilon=0} (v_q + \varepsilon w_q) \).

Let \( \gamma_Q \) be a Riemannian metric on \( Q \) and define the connector of \( \gamma_Q \) to be the intrinsic map \( K : TTQ \to TQ \) given in coordinates as

\[
K_{\text{loc}}(x, w, u, v) := (x, v + \Gamma(x)(w, u)),
\] (3.10)

where \( \Gamma \) are the Christoffel symbols of the metric.

Recall that \( TTQ \) has two vector bundle structures with base \( TQ \), namely the standard tangent bundle structure \( \tau_{TQ} : TTQ \to TQ \) and \( T\tau_Q : TTQ \to TQ \), where \( \tau_Q : TQ \to Q \) is the tangent bundle projection. In coordinates, these maps are given by \( \tau_{TQ}(x, w, u, v) = (x, w) \) and \( T\tau_Q(x, w, u, v) = (x, u) \). In addition, \( TTQ \) has the canonical involution \( \kappa_Q : TTQ \to TTQ \) which, in standard local charts, is given by \( \kappa_Q(x, u, v) = (x, u, w, v) \). The connector is linear relative to both vector bundle structures of \( TTQ \) and it is symmetric, i.e., \( K \circ \kappa_Q = K \), which is equivalent to the vanishing of the torsion of the Levi–Civita connection. A key property of the connector is given by the formula

\[
\nabla_Y X = K \circ TX \circ Y
\]
for any $X,Y \in \mathfrak{X}(Q)$. Moreover, the restriction of $K$ to vertical spaces $V_{v_q} \subset TTQ$ coincides with $\tau : V_{v_q}(TQ) \sim T_qQ$ at every $v_q \in T_qQ$, since $K_{\text{loc}}(x,u,0,v) = (x,v) = \tau_{\text{loc}}(x,u,0,v)$. For $\xi \in \mathfrak{g}_q$, one therefore obtains

$$\tau(\xi_{TQ}(v_q)) = K(\xi_{TQ}(v_q)) = K(T\xi_Q(q)(v_q)) = \nabla_{v_q}\xi_Q.$$  \hspace{1cm} (3.11)

More information on the connector can be found, for example, in [65, Chap. 22.8, 22.9].

### 3.2.4 Riemannian submersion property

For $(G, \gamma_G)$ and $(Q, \gamma_Q)$ as above, fix $q_0 \in Q$, and consider the principal bundle projection

$$\Pi : G \to Q, \quad g \mapsto gq_0. \hspace{1cm} (3.12)$$

We decompose the tangent bundle of $G$ into horizontal and vertical subbundles, $TG = H_G \oplus V_G$. The vertical space at $g \in G$ is defined as $V_gG := \ker T_g\Pi$ and the horizontal space as $H_gG := (V_gG)^\perp$, where the orthogonal complement is taken with respect to the right-invariant Riemannian metric $\gamma_G$. These spaces are translations of appropriate subspaces of $\mathfrak{g}$,

$$V_gG = T_eL_g(\mathfrak{g}_{q_0}) = T_eR_g(\mathfrak{g}_q), \quad \text{and} \quad H_gG = T_eR_g(\mathfrak{g}_q^\perp), \hspace{1cm} (3.13)$$

where $q = \Pi(q) = gq_0$. See Figure 3.1 for a schematic representation. Notice that

$$T_g\Pi(T_eR_g\xi) = \xi_Q(\Pi(g)), \quad \text{for all } g \in G, \xi \in \mathfrak{g}, \hspace{1cm} (3.14)$$

which can be written in shorter form as $\Pi_*(\xi_G(g)) = \xi_Q(\Pi(g))$. It is well-known that $\Pi : G \to Q$ is a Riemannian submersion; i.e., $\Pi$ is a surjective submersion and

$$\gamma_G(g)(v_g,w_g) = \gamma_Q(q)(T_g\Pi(v_g),T_g\Pi(w_g)) \quad \text{for all } v_g,w_g \in H_gG. \hspace{1cm} (3.15)$$

This property will be useful when we compute covariant derivatives for normal metrics in the next section. Before we continue however, let us remark that if the metric on $G$ is bi-invariant, then one has, in addition to (3.13), that

$$H_gG = T_eL_g(\mathfrak{g}_{q_0}^\perp). \hspace{1cm} (3.16)$$
Fig. 3.1: Schematic representation of horizontal and vertical subbundles. The vertical bundle $H_g G$ at $g \in G$ consists of all vectors in $T_g G$ that point in the direction of the fibre $\Pi^{-1}(q)$, where $q = \Pi(g) = gq_0$. The horizontal space $H_g G$ is the orthogonal complement of $V_g G$. Applying $T_g R_{g^{-1}}$ to these spaces maps them to $\mathfrak{g}_q$ and $\mathfrak{g}_q^\perp$, respectively, as can be seen from equation (3.13).

3.3 Covariant derivatives

We recall and emphasise that in this chapter we consider transitive group actions only. That is, we assume that the object manifold $Q$ consists of a single $G$-orbit, $\{gq_0 \mid g \in G\} = Q$. The main goal of the current section is to obtain expressions for the covariant derivative of a curve $q(t) \in Q$, where $Q$ is equipped with a normal metric. The strategy is the following. First we compute covariant derivatives of curves in Lie groups with right-invariant metrics. Then we exploit the fact that the projection mapping $\Pi$ introduced in Section 3.2.4 above is a Riemannian submersion.

For the second step, we recall a formula for the covariant derivative of horizontal vector fields for Riemannian submersions. Let $\Pi : (\bar{Q}, \bar{\gamma}_\bar{Q}) \to (Q, \gamma_Q)$ be a Riemannian submersion and denote the covariant derivatives with respect to the Levi–Civita connections on $\bar{Q}$ and $Q$ by $\bar{\nabla}$ and $\nabla$, respectively.

Define the vertical subbundle $V\bar{Q} := \ker T\Pi \subset T\bar{Q}$, whose fibre at $\bar{q} \in \bar{Q}$ is $V_{\bar{q}}\bar{Q} = \bar{q}^*\mathfrak{g}_{\bar{Q}}$. The vertical bundle $V_g G$ at $g \in G$ consists of all vectors in $T_g G$ that point in the direction of the fibre $\Pi^{-1}(q)$, where $q = \Pi(g) = gq_0$. The horizontal space $H_g G$ is the orthogonal complement of $V_g G$. Applying $T_g R_{g^{-1}}$ to these spaces maps them to $\mathfrak{g}_q$ and $\mathfrak{g}_q^\perp$, respectively, as can be seen from equation (3.13).
The horizontal subbundle $H\tilde{Q} \subset T\tilde{Q}$ consists of the fibres $H_q\tilde{Q} = (V_q\tilde{Q})^\perp$. Altogether one obtains a $\gamma_{\tilde{Q}}$-orthogonal decomposition $T\tilde{Q} = V\tilde{Q} \oplus H\tilde{Q}$.

The horizontal lift of a vector field $X \in \mathfrak{X}(Q)$ is the unique horizontal vector field $\tilde{X} \in \mathfrak{X}(\tilde{Q})$ that satisfies $T_q\Pi(\tilde{X}(\tilde{q})) = X(\Pi(\tilde{q}))$, for all $\tilde{q} \in \tilde{Q}$. Similarly, a curve $\tilde{q}(t) \in \tilde{Q}$ is called a horizontal lift of a curve $q(t) \in Q$, if its tangent vectors lie in $H\tilde{Q}$ at all times, and $\Pi \circ \tilde{q} = q$.

As we pointed out in Section 3.2.4, the map $\Pi : G \to Q$ defined in (3.12) is a Riemannian submersion, and the resulting $\gamma_G$-orthogonal decomposition of $TG$ was already given in (3.13).

Let $\tilde{X}, \tilde{Y} \in \mathfrak{X}(\tilde{Q})$ be the horizontal lifts of $X, Y \in \mathfrak{X}(Q)$, respectively. Then (see [66]),

$$\nabla_{\tilde{X}}\tilde{Y} = \nabla_X Y + \frac{1}{2}[\tilde{X}, \tilde{Y}]^V, \quad (3.17)$$

where the superscript $V$ denotes the vertical part. The horizontal lifting property of geodesics follows. Namely, if $\tilde{q}(t) \in \tilde{Q}$ is the horizontal lift of a geodesic $q(t) \in Q$, that is, $\nabla_{\dot{\tilde{q}}} = 0$, then $\tilde{q}(t)$ is a geodesic, since $\nabla_{\dot{\tilde{q}}}=0$. Note also that applying $T\Pi$ to both sides of (3.17) gives

$$T\Pi \left( \nabla_{\tilde{X}}\tilde{Y} \right) = \nabla_X Y. \quad (3.18)$$

### 3.3.1 Covariant derivatives for normal metrics

The following proposition is a compilation of well-known expressions that will be used extensively in the rest of the chapter. We showed (3.19) in Chapter 2 in the process of proving Proposition 2.8. The proofs of (3.20) and (3.21) can be found, for example, in [51]. The expression (3.24) below for the horizontal generator was also used in [16] and [64].

**Proposition 3.1.** Let $(G, \gamma_G)$ be a Lie group with right-invariant metric, acting transitively from the left on a manifold $(Q, \gamma_Q)$ with normal metric $\gamma_Q$.

(i) Let $g(t)$ be a curve in $G$, and define $\xi(t) \in \mathfrak{g}$ by $\dot{g} = \xi_G(g)$. Then,

$$\frac{D}{Dt} \dot{g} = \left( \dot{\xi} + \text{ad}^\dagger \xi \right)_G(g). \quad (3.19)$$
(ii) More generally, let $V(t) \in T_{g(t)} G$ be a vector field along a curve $g(t) \in G$. Define curves $\xi(t), \nu(t) \in \mathfrak{g}$ by $\dot{g} = \xi_G(g)$ and $V = \nu_G(g)$, respectively. Then,

$$
\frac{D}{Dt} V = \left( \dot{\nu} + \frac{1}{2} \text{ad}_\xi^\dagger \nu + \frac{1}{2} \text{ad}_\nu^\dagger \xi - \frac{1}{2} [\xi, \nu] \right)_G(g).
$$

(3.20)

Furthermore, let $M(t) \in T_{g(t)}^* G$ be a covector field along $g(t)$ and define $\mu(t) \in \mathfrak{g}^*$ by $\mu = (TR_g)^* M$. Then,

$$
\frac{D}{Dt} M = (TR_{g^{-1}})^* \left( \dot{\mu} - \frac{1}{2} (\text{ad}_\xi (\mu^\dagger))^\dagger + \frac{1}{2} \text{ad}_\mu^\dagger \xi^\dagger + \frac{1}{2} \text{ad}_\xi^\dagger \mu \right).
$$

(3.21)

(iii) Let $q(t)$ be a curve in $Q$ and let $\xi(t) \in \mathfrak{g}$ be a curve satisfying $\dot{q} = \xi_Q(q)$. Then

$$
\frac{D}{Dt} \dot{q} = \left( \dot{\xi} + \text{ad}_H^\dagger (\xi) H_q(\xi) \right)_Q(q) + \nabla_q (V_q(\xi))_Q.
$$

(3.22)

In particular, if $\xi(t) \in \mathfrak{g}^\perp_{q(t)}$ is the unique horizontal generator of $q(t)$, then

$$
\frac{D}{Dt} \dot{q} = \left( \dot{\xi} + \text{ad}_\xi^\dagger \xi \right)_Q(q).
$$

(3.23)

(iv) Let $q(t)$ be a curve in $Q$. The unique horizontal generator of $q(t)$ is given by the Lie algebra element $\tilde{J}(\dot{q})$ defined by

$$
\tilde{J}(\dot{q}) := (\tilde{J}(\dot{q}))^\sharp \in \mathfrak{g}^\perp_q,
$$

(3.24)

where $J$ is the cotangent lift momentum map defined in Section 3.2.1. In particular,

$$
\frac{D}{Dt} \dot{q} = \left( \partial_t \tilde{J}(\dot{q}) + \text{ad}_{\tilde{J}(\dot{q})}^\dagger \tilde{J}(\dot{q}) \right)_Q(q).
$$

(3.25)

Proof. For the proof of (i) and (ii) we refer to [51], or the proof of Proposition 2.8 in Chapter 2 above. In order to show (iii) recall the projection mapping $\Pi : G \to Q$, $g \mapsto ga$, for a fixed $a \in Q$. Let $q(t)$ be a curve in $Q$ and define the curve $\xi(t) \in \mathfrak{g}$ to be its horizontal generator, that is, $\dot{q} = \xi_Q(q)$ and $\xi \in \mathfrak{g}^\perp_q$. Choose $g_0 \in \Pi^{-1}(q(0))$ and define $g(t) \in G$ by $g(0) = g_0$ and $\dot{g} = \xi_G(g)$. Then $g(t)$ is the horizontal lift of $q(t)$ through $g_0$.

We apply $T\Pi$ to (3.17) and use (3.19) and (3.14) to find

$$
\frac{D}{Dt} \dot{q} = \nabla_q \dot{q} = T_g \Pi \left( \tilde{\nabla}_{\dot{g}} \dot{q} \right) = T_g \Pi \left( (\dot{\xi} + \text{ad}_\xi^\dagger \xi)_G(g) \right) = (\dot{\xi} + \text{ad}_\xi^\dagger \xi)_Q(q).
$$

(3.26)

This shows (3.23).
Suppose now $\xi(t)$ is a generator of $q(t)$, possibly non-horizontal. Denote the horizontal generator curve by $\eta := H_q(\xi)$. On an open set $U \subset Q$ introduce a coordinate map $\phi: U \to \mathbb{R}^n, q \mapsto (x^1, \ldots, x^n)$. Taking two time derivatives of the coordinate curve $x(t) = \phi(q(t))$ one obtains

$$\ddot{x} = T_x\xi_{\mathbb{R}^n}(\dot{x}) + T_x\eta_{\mathbb{R}^n}(x) + \dot{\eta}_{\mathbb{R}^n}(x) \quad (3.27)$$

By consequence,

$$T_q\phi(D_t\dot{q}) = (\dot{\eta} + \text{ad}_H^\dagger \eta)_{\mathbb{R}^n}(x) = (\dot{\xi} + \text{ad}_H^\dagger H_q(\xi))_{\mathbb{R}^n}(x) + T_x((V_q(\xi))_{\mathbb{R}^n})(\dot{x}). \quad (3.28)$$

This is the coordinate version of

$$D_t\dot{q} = (\dot{\xi} + \text{ad}_H^\dagger H_q(\xi))_{\mathbb{R}^n}(x) + \tau((V_q(\xi))_{\mathbb{R}^n})(\dot{x}). \quad (3.29)$$

where $\tau$ was defined in Section 3.2.3. By (3.11), this is equivalent to (3.22).

The final step is to prove (iv). For a fixed $q \in Q$, arbitrary $w_q, v_q \in T_qQ$ and $\xi \in \mathfrak{g}$ with $\xi_Q(q) = v_q$ we obtain the following chain of equalities; note that $(J(w_q))_{^q}^\sharp \in \mathfrak{g}_q^{\perp}$ is horizontal because of (3.6).

$$\gamma_Q(((J(w_q))_{^q}^\sharp)_{\mathbb{R}^n}(q), v_q) = \gamma_G((J(w_q))_{^q}^\sharp, \xi) = \langle J(w_q), \xi \rangle_{\mathfrak{g}^* \times \mathfrak{g}} \quad (3.30)$$

$$= \langle w_q, \xi_Q(q) \rangle_{T^*Q \times TQ} = \gamma_Q(w_q, v_q). \quad (3.31)$$

Since $v_q$ was arbitrary we conclude $w_q = ((J(w_q))_{^q}^\sharp)_{\mathbb{R}^n}(q)$. This, together with (3.23), shows (iv).

\[ \square \]

3.4 Cubics for normal metrics

In this section we derive the equations of Riemannian cubics for normal metrics. For ease of exposition we first consider a more general context and then particularise to the case of Riemannian cubics. The examples of Lie groups and of symmetric spaces are worked out in detail.

3.4.1 Preparations

Consider a manifold $Q$ with a linear connection on its tangent bundle $TQ$. Denote the covariant derivative with respect to this linear connection by $\frac{D}{Dt}$. For $v_q, w_q \in T_qQ$ write
\((v_q)^H_{w_q} \in T_{w_q}TQ\) for the horizontal lift of \(v_q\) to \(w_q\), i.e., in local coordinates,

\[ (q,v)^H_{(q,w)} = (q, w, v, -\Gamma(q)(w,v)), \]

where \(\Gamma\) is the Christoffel map of the linear connection. The vertical lift of \(v_q\) to \(w_q\) is written \((v_q)^V_{w_q} := \frac{d}{d\varepsilon} \big|_{\varepsilon=0} (w_q + \varepsilon v_q)\).

For a variation \((t,s) \mapsto q(t,s)\) of a curve \(q(t) = q(t,0)\) the curve \(\delta \dot{q}(t) := \frac{d}{ds} \big|_{s=0} \dot{q}(t,s) \in T_{\dot{q}(t)}(TQ)\) splits into horizontal and vertical parts

\[ \delta \dot{q} = (\delta \dot{q})^H + \left( \frac{D}{Ds} \bigg|_{s=0} \dot{q} \right)^V. \]  

(3.32)

For a function \(\xi : TQ \to g\) and an arbitrary \(v_q \in TQ\) define the \(g\)-valued linear form \(\delta \xi |_{v_q} : g^* \to T^*_{qQ}\) by

\[ \left\langle \frac{\delta \xi}{\delta q} |_{v_q}, w_q \right\rangle := \frac{d}{d\varepsilon} \big|_{\varepsilon=0} \xi(v(\varepsilon)), \text{ for any } w_q \in T_qQ, \]  

(3.33)

where \(v(\varepsilon)\) is any curve in \(TQ\) with \(\frac{d}{d\varepsilon} \big|_{\varepsilon=0} v(\varepsilon) = (w_q)^H\). On the other hand we write \(\delta \xi \bigg|_{v_q}\) for the fibre derivative of \(\xi\) at \(v_q\). That is,

\[ \left\langle \frac{\delta \xi}{\delta q} \bigg|_{v_q}, w_q \right\rangle := \frac{d}{d\varepsilon} \big|_{\varepsilon=0} \xi(v_q + \varepsilon w_q), \text{ for any } w_q \in T_qQ. \]  

(3.34)

Note that if \(q(t,s)\) is a variation of a curve \(q(t) = q(t,0)\), then using the splitting (3.32) we get

\[ \delta \xi := \frac{d}{ds} \bigg|_{s=0} \xi(\dot{q}(t,s)) = T_{\dot{q}(t)}(\delta \dot{q}) = \left\langle \frac{\delta \xi}{\delta q}, \delta \dot{q} \right\rangle + \left\langle \frac{\delta \xi}{\delta q}, \frac{D}{Ds} \bigg|_{s=0} \dot{q} \right\rangle. \]  

(3.35)

We also define the dual operator \(\left(\frac{\delta \xi}{\delta q} |_{v_q}\right)^* : g^* \to T^*_qQ\) by

\[ \left\langle \left( \frac{\delta \xi}{\delta q} \right)^* |_{v_q}, \mu, w_q \right\rangle = \left\langle \mu, \left\langle \frac{\delta \xi}{\delta q} \bigg|_{v_q}, w_q \right\rangle \right\rangle, \text{ for any } \mu \in g^*, w_q \in T_qQ, \]  

(3.36)

and similarly the operator \(\left(\frac{\delta \xi}{\delta q} |_{v_q}\right)^* : g^* \to T^*_qQ\) by

\[ \left\langle \left( \frac{\delta \xi}{\delta q} \right)^* |_{v_q}, \mu, w_q \right\rangle = \left\langle \mu, \left\langle \frac{\delta \xi}{\delta q} \bigg|_{v_q}, w_q \right\rangle \right\rangle, \text{ for any } \mu \in g^*, w_q \in T_qQ. \]  

(3.37)
3.4.2 A generalised variational problem

Given a Lagrangian \( \ell : 2g \to \mathbb{R} \) and a smooth map \( \xi : TQ \to g \), consider the action functional on the space of curves \( q(t) : [0, 1] \to Q \) given by

\[
J[q] = \int_0^1 \ell(\xi(q, \dot{q}), \partial_t \xi(q, \dot{q})) \, dt,
\]

(3.38)

and Hamilton’s principle \( \delta J = 0 \) with respect to variations satisfying \( \delta q(0) = \delta q(1) = 0 \) and \( \delta \dot{q}(0) = \delta \dot{q}(1) = 0 \). As we shall see below, the Lagrangian of Riemannian cubics for normal metrics fits into this framework.

In the following calculations we assume that there is a Riemannian metric on \( Q \), and we work with the Levi–Civita connection. Taking variations of \( J \) we obtain, using (3.35),

\[
\delta J = \int_0^1 \left\langle \frac{\delta \ell}{\delta \xi}, \delta \xi \right\rangle + \left\langle \frac{\delta \ell}{\delta \xi}, \delta \dot{\xi} \right\rangle \, dt = \int_0^1 \left\langle \frac{\delta \ell}{\delta \xi} - \frac{d}{dt} \frac{\dot{\xi}}{\dot{\xi}}, \delta \xi \right\rangle \, dt
\]

\[
= \int_0^1 \left\langle \frac{\delta \ell}{\delta \xi}, \dot{q} \right\rangle + \left\langle \frac{\delta \xi}{\delta q}, D_s \right\rangle_{s=0} \right|_{\dot{q}} \, dt
\]

\[
= \int_0^1 \left\langle \frac{\delta \xi}{\delta q} \right\rangle \left( \frac{\delta \ell}{\delta \xi} - \frac{d}{dt} \frac{\dot{\xi}}{\dot{\xi}} \right), \dot{q} \right\rangle + \left\langle \frac{\delta \xi}{\delta q} \right\rangle \left( \frac{\delta \ell}{\delta \xi} - \frac{d}{dt} \frac{\dot{\xi}}{\dot{\xi}} \right), D_{Dt} \dot{q} \right\rangle \, dt
\]

\[
= \int_0^1 \left[ \left( \frac{\delta \xi}{\delta q} \right) \left( \frac{\delta \ell}{\delta \xi} - \frac{d}{dt} \frac{\dot{\xi}}{\dot{\xi}} \right), \dot{q} \right\rangle \, dt,
\]

where \( D_{Dt} \circ \left( \frac{\delta \xi}{\delta q} \right)^* \) represents the operation of evaluating the function \( \left( \frac{\delta \xi}{\delta q} \right)^* \) before taking the covariant derivative; note that we used the symmetry of the connection to obtain the fourth equality. The Euler–Lagrange equation for Hamilton’s principle \( \delta J = 0 \) is therefore

\[
\left[ \left( \frac{\delta \xi}{\delta q} \right)^* - D_{Dt} \circ \left( \frac{\delta \xi}{\delta q} \right)^* \right] \left( \frac{\delta \ell}{\delta \xi} - \frac{d}{dt} \frac{\dot{\xi}}{\dot{\xi}} \right) = 0.
\]

(3.39)

3.4.3 Cubics for normal metrics: Euler–Lagrange equations

Let \( (G, \gamma_G) \) be a Lie group with right-invariant metric \( \gamma_G \), acting transitively from the left on a manifold \( (Q, \gamma_Q) \) with normal metric \( \gamma_Q \). Let \( q(t) \) be a curve in \( Q \), originating at \( q_0 = q(0) \). Recall from (3.24) that its horizontal generator curve is given by \( \bar{J}(\dot{q}) = (J(\dot{q}))^t \in \mathfrak{g}_q^\perp \).

Lemma 3.2. For any curve \( q(t) \in Q \), the curve \( \partial_t(\bar{J}(\dot{q})) + \text{ad}_{J(\dot{q})}^\dagger \bar{J}(\dot{q}) \) is horizontal, that is, in \( \mathfrak{g}_{q(t)}^\perp \).
Proof. Fix any \( g_0 \in \Pi^{-1}(q_0) \) and define the horizontal curve \( g(t) \in G \) by \( g(0) = g_0 \) and \( \dot{g} = (\bar{J}(\dot{q}))_G(g) \). By formula (3.17), \( \frac{D}{Dt}\dot{g} \) is horizontal, that is, in \( H_gG \). Moreover, by Proposition 3.1,

\[
\frac{D}{Dt}\dot{g} = \left( \partial_t\bar{J}(\dot{q}) + \text{ad}_{\bar{J}(\dot{q})}^\dagger \bar{J}(\dot{q}) \right)_G(g) = TR_g \left( \partial_t\bar{J}(\dot{q}) + \text{ad}_{\bar{J}(\dot{q})}^\dagger \bar{J}(\dot{q}) \right).
\]

The statement of the lemma now follows from (3.13). \(\square\)

This lemma enables us to rewrite the Lagrangian (2.8) of Riemannian cubics, evaluated along the curve \( q(t) \), as follows,

\[
L(q, \dot{q}, \ddot{q}) = \frac{1}{2} \left\| \frac{D}{Dt}\dot{q} \right\|_q^2 = \frac{1}{2} \left\| \left( \partial_t\bar{J}(\dot{q}) + \text{ad}_{\bar{J}(\dot{q})}^\dagger \bar{J}(\dot{q}) \right)_Q (q) \right\|_q^2 = \frac{1}{2} \left\| \partial_t\bar{J}(\dot{q}) + \text{ad}_{\bar{J}(\dot{q})}^\dagger \bar{J}(\dot{q}) \right\|_g^2,
\]

where we used (3.25) in the second and the normal metric expression (3.9) in the third equality.

Therefore, Hamilton’s principle (2.5) for Riemannian cubics is \( \delta J = 0 \) with cost functional \( J \) of the form (3.38),

\[
J[q] = \int_0^1 \frac{1}{2} \left\| \frac{D}{Dt}\dot{q} \right\|_q^2 dt = \int_0^1 \ell (\bar{J}(\dot{q}), \partial_t\bar{J}(\dot{q})) dt,
\]

where

\[
\ell : 2g \to \mathbb{R}, \quad (\xi_1, \xi_2) \mapsto \frac{1}{2} \left\| \xi_2 + \text{ad}_{\xi_1}^\dagger \xi_1 \right\|_g^2.
\]

Remarkably, the function \( \ell \) coincides with the reduced Lagrangian in the Euler–Poincaré reduction of Riemannian cubics on Lie groups, which we first encountered in Proposition 2.8. We recall from (2.38) the variational derivatives of \( \ell \),

\[
\frac{\delta \ell}{\delta \xi_1} = (\text{ad}_{\xi_1} \eta)^\flat - \text{ad}_\eta^* \xi_1^\flat, \quad \text{and} \quad \frac{\delta \ell}{\delta \xi_2} = \eta^\flat, \quad \text{where} \quad \eta := \xi_2 + \text{ad}_{\xi_1}^\dagger \xi_1.
\]

Hence, the Euler–Lagrange equation (3.39) becomes

\[
\left[ \left( \frac{\delta \bar{J}}{\delta q} \right)^* \frac{D}{Dt} \circ \left( \frac{\delta \bar{J}}{\delta q} \right)^* \right] \left( -\partial_t\eta^\flat + (\text{ad}_J \eta)^\flat - \text{ad}_\eta^* \bar{J}^\dagger \right) = 0, \quad \text{where} \quad \eta := \dot{J} + \text{ad}_{\dot{J}}^\dagger \bar{J}.
\]

(3.40)
3.4.4 Cubics on Lie groups revisited

Riemannian cubics on Lie groups \((G, \gamma_G)\) with right-invariant metrics \(\gamma_G\) were treated in the previous chapter by second-order Euler–Poincaré reduction. To illustrate the ideas above, we now revisit the problem from the point of view of normal metrics.

**Equations of motion.** We first observe that \(\gamma_G\) is a particularly simple case of a normal metric. Namely, let \((G, \gamma_G)\) act on \(G\) by left multiplication. Then the normal metric induced on \(G\) is again \(\gamma_G\). The generator of a curve \(g(t)\) is the right-invariant velocity vector, \(\dot{J}(g, \dot{g}) = TR_{g^{-1}} \dot{g}\). Relative to the Levi–Civita connection of \(\gamma_G\) one arrives, by Proposition 3.1 (ii), at

\[
\delta \dot{J} \bigg|_{(g, \dot{g})} : \delta g \mapsto -\frac{1}{2} \text{ad}^\dagger \eta \xi - \frac{1}{2} \text{ad} \xi \eta - \frac{1}{2} [\xi, \eta], \quad \text{where} \quad \xi := TR_{g^{-1}} \dot{g}, \eta := TR_{g^{-1}} \delta g,
\]

\[
\left( \frac{\delta \dot{J}}{\delta g} \right)_{(g, \dot{g})}^* : \mu \mapsto (TR_{g^{-1}})^* \left( \frac{1}{2} \text{ad}^\dagger \eta \xi^\flat - \frac{1}{2} (\text{ad} \xi \mu^*)^\flat - \frac{1}{2} \text{ad}^* \eta \mu \right), \quad \text{where} \quad \xi := TR_{g^{-1}} \dot{g},
\]

\[
\frac{\delta \dot{J}}{\delta \dot{g}} \bigg|_{(g, \dot{g})} : v_g \mapsto TR_{g^{-1}} v_g \quad \text{for any} \quad v_g \in T_g G, \quad \text{and}
\]

\[
\left( \frac{\delta \dot{J}}{\delta \dot{g}} \right)_{(g, \dot{g})}^* : \mu \mapsto (TR_{g^{-1}})^* \mu.
\]

Using the expression for \(\frac{D}{Dt}\) given in (3.21) we now get

\[
\left[ \left( \frac{\delta \dot{J}}{\delta g} \right)^* - \frac{D}{Dt} \circ \left( \frac{\delta \dot{J}}{\delta \dot{g}} \right)^* \right] \mu = (TR_{g^{-1}})^* ( - \partial_t - \text{ad}^* \dot{J}) \mu
\]

(3.41)

for any curves \(g(t) \in G\) and \(\mu(t) \in \mathfrak{g}^*\). The Euler–Lagrange equations (3.40) are therefore

\[
(TR_{g^{-1}})^* (\partial_t + \text{ad}^*_j) [\partial_t \eta^\flat - (\text{ad} \dot{J} \eta)^\flat + \text{ad}^*_n \tilde{J}^\flat] = 0, \quad \text{where} \quad \eta := \dot{J} + \text{ad}^*_j J.
\]

(3.42)

This is equivalent to

\[
(\partial_t + \text{ad}^*_j) [\partial_t \eta^\flat - (\text{ad} \dot{J} \eta)^\flat + \text{ad}^*_n \tilde{J}^\flat] = 0, \quad \text{where} \quad \eta := \dot{J} + \text{ad}^*_j \tilde{J},
\]

(3.43)

and \(\tilde{J} := \tilde{J}(g, \dot{g}) = TR_{g^{-1}} \dot{g}\). As expected, we have recovered the second-order Euler–Poincaré equation (2.39).
Bi-invariance and the NHP equation. We recall from the previous chapter that if the metric $\gamma_G$ is bi-invariant, then $\text{ad}^\dagger = - \text{ad}$, and the above expressions simplify. Namely, $\eta = \dot{J}$ and (3.43) is equivalent to the NHP equation given in (2.43),
\begin{equation}
\dddot{J} + [\dddot{J}, J] = 0. \tag{3.44}
\end{equation}

Euler–Poincaré reduction. For the convenience of the reader we include here a brief reminder of second-order Euler–Poincaré reduction and, in particular, the Riemannian cubics in this context. These topics were covered in detail in the previous chapter, see Sections 2.3 and 2.4.

Start with a right-invariant Lagrangian $L : T^{(2)}G \to \mathbb{R}$ with reduced Lagrangian $\ell : Tg \to \mathbb{R}$. Consider Hamilton’s principle
\begin{equation}
\delta \int_{0}^{1} L(g, \dot{g}, \ddot{g}) \, dt = 0 \tag{3.45}
\end{equation}
with respect to variations of curves $g(t) : [0, 1] \to G$ respecting boundary conditions $\delta g(0) = \delta g(1) = 0$ and $\delta \dot{g}(0) = \delta \dot{g}(1) = 0$. The right-invariance of $L$ leads to the equivalent reduced formulation
\begin{equation}
\delta \int_{0}^{1} \ell(\xi, \dot{\xi}) \, dt = 0, \tag{3.46}
\end{equation}
with respect to constrained variations of curves $\xi(t) : [0, 1] \to g$. Namely, one considers variations of the form $\delta \xi = \delta \eta - [\xi, \eta]$ with $\eta(t) : [0, 1] \to g$ arbitrary up to boundary conditions $\eta(0) = \eta(1) = 0$ and $\dot{\eta}(0) = \dot{\eta}(1) = 0$. Solutions $g(t)$ of (3.45) and solutions $\xi(t)$ of (3.46) are equivalent through the reconstruction relation $\xi = TR_{g^{-1}}g = \dddot{J}(g, \dot{g})$.

Taking constrained variations of (3.46) leads to the second-order Euler–Poincaré equation
\begin{equation}
\left( \frac{d}{dt} + \text{ad}^\dagger_{\xi} \right) \left( \frac{\delta \ell}{\delta \xi} - \frac{d}{dt} \frac{\delta \ell}{\delta \dot{\xi}} \right) = 0. \tag{3.47}
\end{equation}

For a curve $g(t) \in G$ with right-invariant velocity vector $\xi(t) = TR_{g^{-1}}\dot{g}$ we rewrite the Lagrangian of cubics,
\begin{equation*}
L(g, \dot{g}, \ddot{g}) = \frac{1}{2} \left\| \frac{D}{Dt} \dot{g} \right\|_g^2 = \frac{1}{2} \left\| (\xi + \text{ad}_\xi^\dagger \xi) g(\dot{g}) \right\|_g^2 = \frac{1}{2} \left\| \xi + \text{ad}_\xi^\dagger \xi \right\|_g^2 ,
\end{equation*}
where in the second equality we used (3.19) and the third equality follows from right-invariance of $\gamma_G$. This demonstrates that the Lagrangian $L$ for Riemannian cubics only depends on the right-invariant velocity $\xi$ and its time-derivative $\dot{\xi}$ and is therefore right-invariant. The reduced Lagrangian can be read off as
\[
\ell(\xi, \dot{\xi}) = \frac{1}{2} \left\| \dot{\xi} + \text{ad}_{\xi}^\dagger \xi \right\|_g^2.
\]
(3.48)
The dynamics are governed by the second-order Euler–Poincaré equation (3.47), which becomes, for $\ell$ as above,
\[
(\partial_t + \text{ad}_{\dot{\xi}}^\dagger)[\partial_t \eta^\flat - (\text{ad}_\xi \eta)^\flat + \text{ad}_\eta^* \xi^\flat] = 0, \quad \text{where} \quad \eta := \dot{\xi} + \text{ad}_{\xi}^\dagger \xi.
\]
This coincides with (3.43), since $\xi = TR_{g^{-1}} \dot{g} = J(g, \dot{g})$.

### 3.4.5 Cubics on symmetric spaces

We particularise the equation for Riemannian cubics (3.40) to symmetric spaces. Due to the appearance of the horizontal generator, this equation lends itself to the analysis of horizontal lifting properties to be addressed in Section 3.5 below. We also comment on how it is related to the equivalent equation derived in [19].

**The horizontal generator.** Recall that for any curve $g(t)$ in a Lie group $G$ with $\dot{g} = TR_g \xi$ for $\xi(t) \in g$ and any curve $\nu(t) \in g$,
\[
\frac{d}{dt} \text{Ad}_{g^{-1}} \nu = \text{Ad}_{g^{-1}} (\dot{\nu} + [\nu, \xi]).
\]
(3.49)
Let $G$ be a Lie group with a *bi-invariant* metric $\gamma_G$ that acts transitively on a manifold $Q$ equipped with the normal metric $\gamma_Q$, so that the action is by isometries.\(^9\) Denote by $G_a$ the isotropy subgroup of a fixed element $a \in Q$, so that $Q$ is diffeomorphic to $G/G_a$, the
\footnote{To see that $G$ acts isometrically, let $v_q = \xi_Q(q)$ and $w_q = \nu_Q(q)$ be two arbitrary vectors in $T_q Q$. Then
\[
\gamma_Q(gg)(gv_q, gw_q) = \gamma_Q(gg)((\text{Ad}_g H_q(\xi))(Q(gg)), (\text{Ad}_g H_q(\nu))Q(gg))
\]
\[
= \gamma_G(e)((\text{Ad}_g H_q(\xi)), (\text{Ad}_g H_q(\nu))) = \gamma_G(e)(H_q(\xi), H_q(\nu)) = \gamma_Q(q)(v_q, w_q),
\]
where we used the relations (3.13) and (3.16) for the second equality and bi-invariance of $\gamma_G$ for the third.
quotient being taken with respect to the right-action of $G_a$ on $G$. Recall the Riemannian submersion $\Pi : G \to Q$ given by $g \mapsto ga$. Note that for any $g \in G$ with $ga = q$,

$$\text{Ad}_g \circ H_a \circ \text{Ad}_g^{-1} = H_q \quad \text{and} \quad \text{Ad}_g \circ V_a \circ \text{Ad}_g^{-1} = V_q.$$  \hfill (3.50)

**Lemma 3.3.** Let $\bar{J} := \bar{J}(\dot{q})$ be the horizontal generator of a curve $q(t) \in Q$. Then,

$$V_q(\bar{J}) = 0, \quad V_q(\dot{\bar{J}}) = 0, \quad V_q(\bar{J} + [\dot{\bar{J}}, \bar{J}]) = 0,$$

$$V_q(\dot{\bar{J}} + 2[\dot{\bar{J}}, \bar{J}] + [[\dot{\bar{J}}, \bar{J}], \bar{J}]) = 0. \hfill (3.51)$$

**Proof.** Let $g(t) \in G$ be a horizontal lift of $q(t)$ relative to the Riemannian submersion $\Pi$. The first equation in (3.51) follows from horizontality of $\bar{J}$. By (3.50) it is equivalent to $V_a(\text{Ad}_g^{-1}(\bar{J})) = 0$. The second equation follows from taking a time derivative of this latter relation while noting that $\dot{g} = T R_g \bar{J}$ and, by consequence, using (3.49) with $\xi$ replaced by $\bar{J}$. That is,

$$\partial_t (V_a(\text{Ad}_g^{-1}(\bar{J}))) = V_a(\text{Ad}_g^{-1}(\dot{\bar{J}})) = 0.$$  \hfill (3.52)

Therefore, $V_q(\dot{\bar{J}}) = 0$. The third and fourth equations follow from taking two more time derivatives. \hfill \Box

**Symmetric spaces.** Assume in addition that there exists an involutive Lie algebra automorphism $\sigma$ of $\mathfrak{g}$ such that $\mathfrak{g}_a$ and $\mathfrak{g}_a^\perp$ are, respectively, the $+1$ and $-1$ eigenspaces. Then $(G, Q, \sigma)$ is a symmetric space structure.\footnote{We refer to [67] for a comprehensive treatment of symmetric spaces. One starts from a so-called symmetric space structure $(G, Q, \sigma)$, whereby initially no Riemannian metrics are specified. $G$ is assumed to act transitively on $Q$ and $\sigma$ is an involutive Lie algebra automorphism of $\mathfrak{g}$ whose $+1$ eigenspace is the isotropy Lie algebra $\mathfrak{g}_a$ for some base point $a \in Q$. It turns out that any $G$-invariant Riemannian metric on the symmetric space $Q$ induces the same Levi–Civita connection on $TQ$, the canonical connection ([67, Corollary 4.3] and [68, Theorem 3.1]). In particular, the geodesic curves in $Q$ as well as the curvature are entirely defined by the data $(G, Q, \sigma)$. In this thesis we consider symmetric spaces with the following additional properties: (1) the canonical connection arises from a normal metric that is associated with a bi-invariant metric on the group of isometries; and (2) $\mathfrak{g}_a^\perp$ is the $-1$ eigenspace of $\sigma$. These properties are satisfied by the symmetric spaces of Type I in Cartan’s classification of irreducible symmetric spaces, all of which are listed in [67, Chap. IX, Table II].} The following inclusions hold for all $q \in Q$,

$$[\mathfrak{g}_q, \mathfrak{g}_q] \subset \mathfrak{g}_q, \quad [\mathfrak{g}_q^+, \mathfrak{g}_q] \subset \mathfrak{g}_q^+, \quad [\mathfrak{g}_q^+, \mathfrak{g}_q^+] \subset \mathfrak{g}_q.$$  \hfill (3.53)
The first identity follows because $\mathfrak{g}_q$ is a Lie subalgebra of $\mathfrak{g}$. The second one is a consequence of the Ad-invariance of the metric inner product on $\mathfrak{g}$. The third one is characteristic of symmetric spaces. It follows from the eigenspace structure of $\sigma$ described above. As a consequence of (3.53) we can see that $[[\vec{J}, \vec{J}], \vec{J}]$ is horizontal, so that (3.52) becomes

$$V_q\left(\dddot{\vec{J}} + 2 [\vec{J}, \vec{J}]\right) = 0.$$  \hspace{1cm} (3.54)

We now compute the Euler–Lagrange equation (3.40) for Riemannian cubics in the symmetric space $Q$. We will find that it is equivalent to

$$H_q\left(\dddot{\vec{J}} + 2 [\vec{J}, \vec{J}]\right) = 0.$$ \hspace{1cm} (3.55)

In particular, a curve $q(t) \in Q$ is a Riemannian cubic if and only if its horizontal generator curve $\vec{J}(t)$ satisfies

$$\dddot{\vec{J}} + 2 [\vec{J}, \vec{J}] = 0.$$ \hspace{1cm} (3.56)

We start with a lemma.

**Lemma 3.4.** Relative to the Levi–Civita connection on $TQ$,

$$\left\langle \frac{\delta J}{\delta q}_{(q, \dot{q})}, \delta q \right\rangle = [\vec{J}(\delta q), \vec{J}(\dot{q})], \quad \text{and} \quad \left\langle \frac{\delta J}{\delta \dot{q}}_{(q, \dot{q})}, \delta q \right\rangle = \vec{J}(\delta q).$$

Let us reiterate what we need to verify. One, that there exists a bi-invariant metric on $G$ whose normal metric induces the canonical connection on $Q$. And two, that $\mathfrak{g}^\perp_a$ is the $-1$ eigenspace of $\sigma$.

For the first point we recall from the general theory that the isometry groups $G$ of Type I symmetric spaces are compact, simple Lie groups. Then the negative of the Killing form on $\mathfrak{g}$ is a positive definite, Ad-invariant inner product and can therefore be brought onto the whole of $G$ by right-, or left-translation, thereby establishing a bi-invariant Riemannian metric on $G$. The corresponding normal metric on $Q$ is $G$-invariant, hence induces the canonical connection.

Secondly, as we said above, the Lie algebra automorphism $\sigma$ of a symmetric space is such that the isotropy Lie algebra $\mathfrak{g}_a$ at the base point $a \in Q$ is the $+1$ eigenspace. The $-1$ eigenspace is orthogonal to $\mathfrak{g}_a$, which follows from the invariance of the Killing form with respect to Lie algebra automorphisms, in particular $\sigma$. Hence, the $-1$ eigenspace is exactly $\mathfrak{g}_a^\perp$. Whenever we say ‘symmetric space’ in the following we mean a Type I symmetric space.
Proof. The second statement is due to the linearity of \( \bar{J} \) on fibres of \( TQ \). In order to prove the first equation, let \( q(\varepsilon) \) be a curve with \( q(0) = q \) and \( \partial_{\varepsilon=0} q(\varepsilon) = \delta q \), and let \( g(\varepsilon) \) with \( g(0) = g \) be horizontal above \( q(\varepsilon) \). We construct the parallel transport of \( \dot{q} \) along \( q(\varepsilon) \). Define

\[
\omega(\varepsilon) := \bar{J}(\dot{q}) + \varepsilon \left[ \bar{J}(\delta q), \bar{J}(\dot{q}) \right], \quad X(\varepsilon) := TR_g(\varepsilon)\omega(\varepsilon). \tag{3.57}
\]

To first order in \( \varepsilon \), \( X(\varepsilon) \) is a horizontal vector field along \( g(\varepsilon) \) and \( \omega(\varepsilon) \) lies in \( \mathfrak{g}_q^\perp \). Now define a vector field along \( q(\varepsilon) \) by \( v(\varepsilon) := T_{g(\varepsilon)}\Pi(X(\varepsilon)) \). Note that to first order in \( \varepsilon \), \( \bar{J}(v(\varepsilon)) = \omega(\varepsilon) \). Denoting by \( \bar{\nabla} \) the covariant derivative on \( G \) with respect to the Levi–Civita connection of \( \gamma \), we use (3.20) to get

\[
\bar{\nabla}_{\delta g} X = \left( \frac{1}{2} \left[ \bar{J}(\delta q), \bar{J}(\dot{q}) \right] \right)_G (g) = \bar{\nabla}_{\delta g} v + \frac{1}{2} [\delta g, X]^V, \]

where we used (3.17) in the second step. Recall from (3.53) that \( \left[ \bar{J}(\delta q), \bar{J}(\dot{q}) \right] \) is in \( \mathfrak{g}_q \), so that applying \( T\Pi \) to the above shows \( \nabla_{\delta q} v = 0 \). To first order in \( \varepsilon \), \( v(\varepsilon) \) is therefore the parallel transport of \( \dot{q} \) along \( q(\varepsilon) \), and

\[
\left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} \bar{J}(v(\varepsilon)) = \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} \omega(\varepsilon) = \left[ \bar{J}(\delta q), \bar{J}(\dot{q}) \right].
\]

\( \Box \)

It follows that

\[
\left( \frac{\delta J}{\delta q} \right)_{(q,\dot{q})}^*: \mu \mapsto \left( \left[ \bar{J}(\dot{q}), \mu^2 \right] q \right), \quad \left( \frac{\delta J}{\delta q} \right)_{(q,\dot{q})}^*: \mu \mapsto \left( \mu q \right)^b \tag{3.58}
\]

for any \( \mu \in \mathfrak{g}^\ast \). Applying the map \( \sharp \) to (3.40) therefore gives

\[
\left( \left[ J, \tilde{J} \right] \right)_q = \frac{D}{Dt} \left( \left( \bar{J} \right)_q \right) = 0. \tag{3.59}
\]

It follows from (3.51) and relations (3.53) that \( \bar{J} + \left[ \bar{J}, \bar{J} \right] \) is the horizontal generator of \( (\bar{J})_q \) and therefore

\[
\frac{D}{Dt} \left( \left( \bar{J} \right)_q \right) = \frac{D}{Dt} \left( \left( \bar{J} + \left[ \bar{J}, \bar{J} \right] \right)_Q \right) = \left( \frac{D}{Dt} \left( \left( \bar{J} \right)_Q \right) \right) = \left( \frac{D}{Dt} \left( \left( \bar{J} \right)_Q \right) \right) = \left( \left[ \bar{J}, \bar{J} \right] \right)_Q.
\]
where for the second equality we used (3.18) together with (3.20) and for the third one we used (3.53), namely

\[
\left(\left[\bar{J}, \left[\bar{J}, \bar{J}\right]\right]\right)_Q(q) = -\left(\left[\bar{J}, V_q(\ddot{\bar{J}})\right]\right)_Q(q) = -\left(\left[\bar{J}, \bar{J}\right]\right)_Q(q).
\]

(3.60)

Therefore, (3.59) is equivalent to what we announced in (3.55), namely

\[
H_q\left(\ddot{\bar{J}} + 2\left[\dot{\bar{J}}, \bar{J}\right]\right) = 0.
\]

(3.61)

We argued above that, as a consequence,

\[
\ddot{\bar{J}} + 2\left[\dot{\bar{J}}, \bar{J}\right] = 0.
\]

(3.62)

We will exploit the apparent similarity of this equation with the NHP equation (3.44) when we analyse horizontal lifts of cubics in the next section.

**Remark 3.5.** The equations for Riemannian cubics in symmetric spaces were first given in [19]. We briefly remark on how those equations are related to (3.62). Let \( g(t) \) be a horizontal lift of a Riemannian cubic \( q(t) \), and define \( V(t) \in g_0^\perp \) by

\[
V = \text{Ad}_{g^{-1}} \bar{J}.
\]

(3.63)

One checks easily that (3.62) implies

\[
\ddot{V} + \left[V, \left[\dot{V}, V\right]\right] = 0.
\]

(3.64)

This coincides with equation (46) of [19].

**Example:** \( G = \text{SO}(3), Q = S^2 \). Let \( G = \text{SO}(3) \) and \( Q = S^2 \subset \mathbb{R}^3 \) and let \( \text{SO}(3) \) act on \( S^2 \) through its action on vectors in \( \mathbb{R}^3 \).

**Remark 3.6.** [Conventions for \( \text{SO}(3) \) and \( S^2 \)]

We already outlined our notational conventions for \( \text{SO}(3) \) in Remark 2.10. In addition, we represent tangent and cotangent spaces of \( S^2 \) as

\[
T_xS^2 = \{(x, v) \in S^2 \times \mathbb{R}^3 \mid x \cdot v = 0\}, \quad T^*_xS^2 = \{(x, p) \in S^2 \times \mathbb{R}^3 \mid x \cdot p = 0\}
\]

(3.65)

with duality pairing \( \langle (x, p), (x, v) \rangle_{T^*S^2 \times TS^2} = p \cdot v \). Whenever admissible, we will drop the explicit mention of the base point \( x \) in what follows.
The infinitesimal generator is given by \((\Omega)_{S^2}(x) = \Omega \times x\). We consider the bi-invariant extension \(\gamma_{SO(3)}\) to \(SO(3)\) of the identity moment of inertia inner product \(\langle \Omega, \Omega \rangle_{so(3)} = \Omega \cdot \Omega = \|\Omega\|^2\) on \(so(3)\). The corresponding normal metric on \(S^2\) is the round metric. The vertical and horizontal spaces are,

\[
so(3)_x = \{ \Omega \in so(3) | \Omega = \lambda x \text{ for } \lambda \in \mathbb{R} \} \quad \text{and} \quad so(3)_x^\perp = \{ \Omega \in so(3) | \Omega \cdot x = 0 \}.
\]

The map \(\tilde{J}\) of (3.24) becomes \(\tilde{J}(x, v) = x \times v\). Equation (3.61) is

\[
x \times (\tilde{J} + 2\tilde{J} \times \tilde{J}) = 0, \quad \text{with} \quad \tilde{J} = x \times \dot{x}.
\]

Equation (3.66) appears in [26], where it is derived from the general Euler–Lagrange equation for cubics (2.10). The similarity of (3.66) with the NHP equation (2.44) on \(SO(3)\), \(\ddot{J} + \dot{J} \times \dot{J} = 0\), was already remarked upon there. We will take advantage of this similarity in Section 3.5 for the investigation of horizontal lifts of cubics.

### 3.4.6 Curvature from cubics

The general equation (2.10) for Riemannian cubics involves the curvature of the underlying manifold. On the other hand, in our derivation of (3.40) we made no explicit mention of curvature. It is interesting to note that, therefore, it is possible to back out an expression for curvature from the equation of cubics. This is similar in principle to the fact that one can infer the Christoffel symbols for a given metric if one knows the geodesic equation.

We illustrate the idea in the case of Lie groups and symmetric spaces, recovering well-known curvature formulas.

#### Lie groups. Consider a Lie group \(G\) with metric \(\gamma_G\) that we assume, for simplicity, to be bi-invariant. Analogous arguments apply in the case of one-sided invariance. Let \(g(t)\) be a curve in \(G\) and \(J = TR_{g^{-1}} \dot{g}\) its right-invariant velocity. Recall that \(ad^\dagger = -ad\) and from (3.19), (3.20) that

\[
D_t \dot{g} = (\partial_t \tilde{J})_G(g), \quad D_t^2 \dot{g} = \left(\ddot{J} - \frac{1}{2}[\tilde{J}, \dot{J}]\right)_G(g) =: (\nu)_G(g), \quad D_t^2 \dot{g} = \left(\dot{\nu} - \frac{1}{2}[\tilde{J}, \nu]\right)_G(g),
\]

where we defined \(\nu := \ddot{J} - \frac{1}{2}[\tilde{J}, \dot{J}]\). The general Euler–Lagrange equation for cubics (2.10) becomes

\[
\left(\dot{\nu} - \frac{1}{2}[\tilde{J}, \nu]\right)_G(g) + R \left(\tilde{J}_G(g), \tilde{J}_G(g)\right) (\tilde{J}_G(g)) = 0.
\]

(3.67)
On the other hand, if \( g(t) \) is a cubic, then the NHP equation (3.44) is satisfied, and therefore \( \dot{\nu} = \frac{1}{L} \left[ \ddot{J}, \dot{J} \right] \). Plugging this into (3.67), yields

\[
\frac{1}{4} \left( \left[ \ddot{J}, \left[ \dot{J}, \ddot{J} \right] \right] \right)_G (g) + R \left( \ddot{J}_G(g), J_G(g) \right) (J_G(g)) = 0.
\]

We conclude that for any \( g \in G \) and \( \xi, \eta \in \mathfrak{g} \),

\[
R(\eta_G(g), \xi_G(g)) \xi_G(g) = -\frac{1}{4} ([\xi, [\xi, \eta]])_G (g).
\] (3.68)

**Symmetric spaces.** For symmetric spaces one derives in a similar fashion that for a cubic \( q(t) \) with horizontal generator \( \dot{J} = \dot{J}(\dot{q}) \),

\[
D_l^3 \ddot{q} = \left( \dddot{J} + \left[ \ddot{J}, \dot{J} \right] \right)_Q (q).
\]

It follows from (2.10) and (3.61) that

\[
R(D_l \ddot{q}, \dddot{q})_Q (q) = \left[ \left( \dddot{J}, J \right) \right]_Q (g) = - \frac{1}{4} ([\xi, [\xi, \eta]])_Q (q),
\]

where in the last step we used the third equation of (3.51). We conclude that for any \( q \in Q \) and \( \eta, \xi \in \mathfrak{g}_q^\perp \),

\[
R(\eta_Q(q), \xi_Q(q)) \xi_Q(q) = - ([\xi, [\xi, \eta]])_Q (q).
\]

### 3.5 Horizontal lifts

The horizontal lifting property of geodesics in the normal metrics context has been an important feature of the large deformation matching framework in computational anatomy. References [34, 35, 10], amongst others, explore this aspect in detail. This motivates us to ask which Riemannian cubics on the manifold \( Q \) lift to horizontal cubics on the Lie group \( G \). In the case of symmetric spaces we arrive at a geometric characterisation of the cubics that can be lifted horizontally: It turns out that the presence of curvature is prohibitive to horizontal lifts of cubics, that is, precisely those cubics can be lifted that lie in flat totally geodesic submanifolds. We then consider the more general setting of Riemannian submersions and formulate necessary and sufficient conditions under which horizontal lifts are possible.
3.5.1 Symmetric spaces

Here we characterise the Riemannian cubics that can be lifted horizontally to the group $G$ of isometries. Let $(G,Q,\sigma)$ be a symmetric space structure, as defined in Section 3.4.5.

In particular we recall the important relations (3.53),

$$[\mathfrak{g}_q,\mathfrak{g}_q] \subset \mathfrak{g}_q, \quad [\mathfrak{g}_q^+,\mathfrak{g}_q] \subset \mathfrak{g}_q^+, \quad [\mathfrak{g}_q^+,\mathfrak{g}_q^+] \subset \mathfrak{g}_q.$$  \hfill (3.69)

**Theorem 3.7.** A curve $q(t) \in Q$ is a Riemannian cubic and can be lifted horizontally to a Riemannian cubic $g(t) \in G$ if and only if it satisfies $\dot{q}(t) = (\xi(t))_Q(q(t))$ for a curve $\xi(t) \in \mathfrak{g}$ of the form

$$\xi(t) = ut^2 + vt + w,$$  \hfill (3.70)

where $u,v,w$ span an Abelian subalgebra\(^{11}\) that lies in $\mathfrak{g}_{q(0)}^\perp$.

**Proof.** Suppose $q(t)$ is a cubic and can be lifted horizontally to a cubic $g(t)$. The horizontal generator curve $\tilde{J}(\dot{q}(t))$ simultaneously satisfies equations (3.44) and (3.56). Therefore, $[\tilde{J},\dot{\tilde{J}}] = 0$. In particular

$$\gamma([\tilde{J},\dot{\tilde{J}}],\dot{J}) = \gamma([\tilde{J},[\tilde{J},\dot{J}]],\dot{J}) = \|[[\tilde{J},\dot{J}]]\|_\mathfrak{g} = 0,$$

where we used the Ad-invariance of $\gamma$ in the first and (3.51) together with (3.69) in the second step. We infer that $[\tilde{J},\dot{\tilde{J}}] = 0$. Together with the NHP equation (2.46) this reveals that $\tilde{J}$ is constant. Therefore,

$$\tilde{J}(\dot{q}(t)) = \frac{ut^2}{2} + vt + w$$

with constants $u,v,w \in \mathfrak{g}$. These are mutually commuting because of $[\tilde{J},\dot{\tilde{J}}] = 0$ and its time derivative $[\tilde{J},\ddot{\tilde{J}}] = 0$. Moreover, we know from the first two equations of (3.51) that $\tilde{J}$ and $\dot{\tilde{J}}$ are horizontal. Due to $[\tilde{J},\dot{\tilde{J}}] = 0$ and the third equation of (3.51), $\ddot{\tilde{J}}$ is also horizontal. Hence, $u,v,w \in \mathfrak{g}_{q(0)}^\perp$.

Setting $\xi(t) = \tilde{J}(\dot{q}(t))$ therefore completes the first part of the proof.

For the reverse, let $q(t)$ be a curve that satisfies $\dot{q}(t) = (\xi(t))_Q(q(t))$ for $\xi(t) \in \mathfrak{g}$ of the form (3.70) with mutually commuting $u,v,w \in \mathfrak{g}_{q(0)}^\perp$. Fix an element $a \in Q$ and recall the

\(^{11}\)Notice that $\mathfrak{g}_{q(0)}^\perp$ is not a Lie algebra. By ‘subalgebra’ we mean a Lie algebra that is contained in $\mathfrak{g}_{q(0)}$. 

Riemannian submersion $\Pi : G \to Q$ given by $g \mapsto ga$. Assume without loss of generality that $q(0) = a$. We first show that $\xi(t)$ is horizontal at all times. Define the curve $g(t) \in G$ by $g(0) = e$ and $\dot{g} = TR_g \xi$. This curve lies in the Abelian subgroup $\text{Exp} (\text{span}(u, v, w))$ of $G$ with Lie algebra $\text{span}(u, v, w) \subset g_q(0)^\perp$. Hence, $\text{Ad}_g$ is the identity map on $\text{span}(u, v, w)$, which means in particular that $\xi \in \text{span}(u, v, w) = \text{Ad}_g (\text{span}(u, v, w)) \subset \text{Ad}_g g_q(0)^\perp = g_q(t)^\perp$. Hence $\xi(t)$ is the horizontal generator of $q(t)$, and therefore $g(t)$ is a horizontal lift of $q(t)$, relative to the Riemannian submersion $\Pi$. Moreover, $g(t)$ is a cubic in $G$ since $\xi(t)$ satisfies the NHP equation (3.44). It also clearly satisfies (3.62). Therefore, $q(t)$ is a cubic in $Q$. This concludes the proof.

This result can be combined with elements of the general theory of symmetric spaces to arrive at the following theorem. We need the notion of totally geodesic submanifolds. A totally geodesic submanifold $S$ of a Riemannian manifold $M$ is a connected submanifold of $M$ with the property that if a geodesic in $M$ is tangent to $S$ at any point in time, then it is a geodesic in $S$.

**Theorem 3.8.** Precisely those Riemannian cubics can be lifted horizontally that lie in a flat, totally geodesic submanifold of $Q$.

**Proof.** We know from [67, Ch. IV, Theorem 7.2 and Ch. V, Proposition 6.1] that if $S$ is a flat totally geodesic submanifold of $Q$ that contains the base point $a \in Q$, then $S$ is the orbit of an Abelian subgroup $G_S = \text{Exp}(s) \subset G$, where $s$ is an Abelian subalgebra of $g_q^\perp$. But $G_S$ is a horizontal submanifold of $G$. In particular, if $q(t)$ is a Riemannian cubic that lies in $S$, then its horizontal generator $\bar{J}(t)$ is in $s$. It follows from (3.56) that $\ddot{J} = 0$. Therefore, the horizontal generator is of the form (3.70), which shows that $q(t)$ can be lifted horizontally by Theorem 3.7. This argument can be generalised with minor modifications to the case when $S$ does not contain the base point $a$.

For the reverse, we recall from the proof of Theorem 3.7 that if $q(t)$ can be horizontally lifted to a cubic then its horizontal generator is of the form (3.70) and the lift $g(t)$ is in the Abelian subgroup $\text{Exp}(\text{span}(u, v, w))$. Therefore, $q(t)$ lies in the set $\text{Exp}(\text{span}(u, v, w))q(0)$. By [67, Ch. IV, Theorem 7.2] this is a totally geodesic submanifold of $Q$. Moreover, it is flat by [67, Ch. V, Proposition 6.1], since $\text{span}(u, v, w)$ is an Abelian subalgebra of $g_q^\perp$. □
A Cartan subalgebra (CSA) based at \( q \in Q \) is a maximal Abelian subalgebra contained in \( \mathfrak{g}_q^\perp \). The **rank** of the symmetric space is the dimension of its CSAs. The greater the rank of a symmetric space, the larger the set of vectors \( u, v, w \) consistent with the requirements of Theorem 3.7.

**Corollary 3.9.** In rank-one symmetric spaces the only Riemannian cubics that can be lifted horizontally to Riemannian cubics on the group of isometries are geodesics composed with a cubic polynomial in time.

**Proof.** Let \( Q \) be a rank-one symmetric space. By definition, any CSA is one-dimensional. A curve \( q(t) \) is therefore a cubic that can be lifted horizontally if and only if \( \dot{q}(t) = (\xi(t))_Q(q(t)) \) with \( \xi(t) \in \mathfrak{g} \) of the form

\[
\xi(t) = \left( \frac{at^2}{2} + bt + c \right) d,
\]

where \( d \in \mathfrak{g}_q^\perp(0) \) and \( a, b, c \in \mathbb{R} \). Therefore,

\[
q(t) = e^{\left( \frac{at^3}{6} + \frac{bt^2}{2} + ct \right) d} q(0),
\]

which corresponds to the geodesic \( y(t) = e^{td} q(0) \), composed with a cubic polynomial in time. \( \square \)

**Remark 3.10.** Consider \( G = SO(3) \) and the rank-one symmetric space \( Q = S^2 \). The special cubics appearing in Corollary 3.9 are considered in more detail in [27]. In particular, the case \( b = c = 0 \) corresponds to the so-called natural splines in computer aided design (CAD) applications.

### 3.5.2 Riemannian submersions

In this section we generalise the question of horizontal lifts of cubics to the Riemannian submersion setting. We also show how the result implies Theorem 3.7 of the previous section.

**Theorem 3.11.** Let \( \Pi : \tilde{Q} \rightarrow Q \) be a Riemannian submersion, and let \( q(t) \in Q \) be a Riemannian cubic. Moreover, let \( \tilde{q}(t) \in \tilde{Q} \) be a horizontal lift of \( q(t) \). The curve \( \dot{q}(t) \) is a
Riemannian cubic if and only if
\[
\left[ \dot{q}, \frac{D}{Dt} \dot{q} \right]^V = 0, \quad \text{for all } t,
\]
where the superscript \( V \) denotes the vertical part.

**Remark 3.12.** For any two horizontal vectors \( \tilde{v}, \tilde{w} \in H_{\tilde{q}} \tilde{Q} \) (the vector subspace of \( T_{\tilde{q}} \tilde{Q} \) consisting of horizontal vectors), the expression \( [\tilde{v}, \tilde{w}]^V \) is defined as \( [\tilde{v}, \tilde{w}]^V := [\tilde{V}, \tilde{W}]^V(\tilde{q}) \), for horizontal extensions \( \tilde{V}, \tilde{W} \) of \( \tilde{v}, \tilde{w} \).

**Remark 3.13.** In (3.81) below we shall define the so-called \( A \)-tensor for Riemannian submersions. Then (3.72) can be expressed as
\[
A_{\tilde{q}} \left( \frac{D}{Dt} \dot{q} \right) = 0.
\]
Since \( A \) is a tensor this expression is well-defined without the horizontal extensions of the previous remark.

**Proof.** We denote \( v(t) := \dot{q}(t) \) and \( \tilde{v}(t) := \dot{\tilde{q}}(t) \). The metrics on \( Q \) and \( \tilde{Q} \) are denoted \( \gamma \) and \( \tilde{\gamma} \). The covariant derivatives with respect to the Levi–Civita connections are written \( \nabla \) and \( \tilde{\nabla} \) respectively. Recall that by definition \( \frac{D}{Dt} v = \nabla_v v \) and \( \frac{D}{Dt} \tilde{v} = \tilde{\nabla}_{\tilde{v}} \tilde{v} \). Using the formula \( \tilde{\nabla}_{\tilde{X}} \tilde{Y} = \tilde{\nabla}_{\tilde{X}} \tilde{Y} + \frac{1}{2}[\tilde{X}, \tilde{Y}]^V \) for the covariant derivative induced by a Riemannian submersion of horizontally lifted vector fields \( \tilde{X} \) and \( \tilde{Y} \), one obtains
\[
\begin{align*}
\tilde{\nabla}_{\tilde{X}} \tilde{Y} &= \tilde{\nabla}_{\tilde{X}} \tilde{Y} + \frac{1}{2}[\tilde{X}, \tilde{Y}]^V, \quad \text{(3.73)} \\
(\tilde{\nabla}_v)^3 \tilde{v} &= (\tilde{\nabla}_v)^3 \tilde{v} + \frac{1}{2} [\tilde{v}, (\tilde{\nabla}_v^2 v)^V] + \frac{1}{2} \tilde{\nabla}_{\tilde{v}} ([\tilde{v}, \tilde{\nabla}_v v]^V). \quad \text{(3.74)}
\end{align*}
\]
Suppose \( q(t) \) and \( \tilde{q}(t) \) are as in the statement of the theorem and let \( \tilde{q}(t) \) be a Riemannian cubic, i.e., the respective equations of Riemannian cubics are satisfied,
\[
\begin{align*}
(\nabla_v)^3 v + R(\nabla_v v, v)v &= 0, \quad \text{(3.75)} \\
(\tilde{\nabla}_{\tilde{v}})^3 \tilde{v} + \tilde{R}(\tilde{\nabla}_{\tilde{v}} \tilde{v}, \tilde{v})\tilde{v} &= 0.
\end{align*}
\]
For the following manipulations we record that
\[
\begin{align*}
\dot{\gamma} \left( \tilde{\nabla}_{\tilde{v}}([\tilde{v}, \tilde{\nabla}_v v]^V), \tilde{\nabla}_{\tilde{v}} \tilde{v} \right) &= \frac{d}{dt} \dot{\gamma} \left( [\tilde{v}, \tilde{\nabla}_v v]^V, \tilde{\nabla}_{\tilde{v}} \tilde{v} \right) - \dot{\gamma} \left( [\tilde{v}, \tilde{\nabla}_v v]^V, \tilde{\nabla}_{\tilde{v}}^2 \tilde{v} \right) = -\dot{\gamma} \left( [\tilde{v}, \tilde{\nabla}_v v]^V, \tilde{\nabla}_{\tilde{v}}^2 \tilde{v} \right),
\end{align*}
\]
where the second step follows since $\tilde{\nabla}_v \tilde{v}$ is horizontal. We use this equality as well as equations (3.73)--(3.74) to obtain

$$\tilde{\gamma} \left( (\tilde{\nabla}_v)^3 \tilde{v}, \tilde{\nabla}_v \tilde{v} \right) = \tilde{\gamma} \left( (\tilde{\nabla}_v)^3 \tilde{v}, \tilde{\nabla}_v \tilde{v} \right) + \frac{1}{2} \tilde{\gamma} \left( \tilde{\nabla}_v ((\tilde{v}, (\tilde{\nabla}_v \tilde{v})^V), \tilde{\nabla}_v \tilde{v} \right)$$

$$= \tilde{\gamma} \left( (\tilde{\nabla}_v)^3 \tilde{v}, \tilde{\nabla}_v \tilde{v} \right) - \frac{1}{2} \tilde{\gamma} \left( [\tilde{v}, (\tilde{\nabla}_v \tilde{v})^V, (\tilde{\nabla}_v)^2 \tilde{v} \right)$$

$$= \tilde{\gamma} \left( (\tilde{\nabla}_v)^3 \tilde{v}, \tilde{\nabla}_v \tilde{v} \right) - \frac{1}{4} \left\| [\tilde{v}, (\tilde{\nabla}_v \tilde{v})^V] \right\|^2.$$

Hence,

$$\tilde{\gamma} \left( (\tilde{\nabla}_v)^3 \tilde{v}, \tilde{\nabla}_v \tilde{v} \right) = \gamma \left( (\nabla_v)^3 \tilde{v}, \nabla_v \tilde{v} \right) - \frac{1}{4} \left\| [\tilde{v}, (\nabla_v \tilde{v})^V] \right\|^2. \tag{3.76}$$

On the other hand O’Neill’s formula for sectional curvatures of Riemannian submersions [66] (Equation 3. in Corollary 1), implies that

$$\tilde{\gamma} \left( \tilde{R}(\tilde{\nabla}_v \tilde{v}, \tilde{v}) \tilde{v}, \tilde{\nabla}_v \tilde{v} \right) = \gamma \left( \tilde{R}(\nabla_v v, v) v, \nabla_v v \right) - \frac{3}{4} \left\| [\tilde{v}, (\nabla_v \tilde{v})^V] \right\|^2. \tag{3.77}$$

Adding (3.76) and (3.77) and using the equations of cubics (3.75) we conclude that

$$[\tilde{v}, (\nabla_v \tilde{v})^V] = [\tilde{v}, (\tilde{\nabla}_v \tilde{v})^V] = 0, \tag{3.78}$$

which is (3.72).

To show the reverse direction, we note that when (3.72) holds, then (3.73) and (3.74) take the simplified form

$$(\tilde{\nabla}_v)^3 \tilde{v} = (\tilde{\nabla}_v)^2 \tilde{v}, \quad (\tilde{\nabla}_v)^3 \tilde{v} = (\tilde{\nabla}_v)^3 \tilde{v} + \frac{1}{2} [\tilde{v}, (\tilde{\nabla}_v)^2 \tilde{v}]^V. \tag{3.79}$$

Hence, $(\tilde{\nabla}_v)^3 \tilde{v}$ is horizontal. Moreover, $(\tilde{\nabla}_v)^3 \tilde{v}$ splits naturally into horizontal and vertical parts. Therefore, checking that the second equation in (3.75) holds, amounts to verifying that for any choice of horizontal vector field $\tilde{h}(t)$ and any choice of vertical vector field $\tilde{w}(t)$ along $\tilde{q}(t)$,

$$\begin{cases} 
\tilde{\gamma} \left( \tilde{R}(\tilde{\nabla}_v \tilde{v}, \tilde{v}) \tilde{v}, \tilde{h} \right) - \gamma \left( \tilde{R}(\nabla_v v, v) v, h \right) = 0 \\
\tilde{\gamma} \left( \tilde{R}(\tilde{\nabla}_v \tilde{v}, \tilde{v}) \tilde{v}, \tilde{w} \right) + \frac{1}{2} \tilde{\gamma} \left( [\tilde{v}, (\tilde{\nabla}_v)^2 \tilde{v}]^V, \tilde{w} \right) = 0,
\end{cases} \tag{3.80}$$

where we denoted $h := \Pi \tilde{h}$. To proceed, we introduce the $(1,2)$-tensors $A$ and $T$ defined, for arbitrary vector fields $E, F$, by

$$A_{EF} = \left( \tilde{\nabla}_{EH}(F^H) \right)^V + \left( \tilde{\nabla}_{EH}(F^V) \right)^H \tag{3.81}$$
\[ T_E F = \left( \nabla_{E^V} (F^V) \right)^H + \left( \nabla_{E^V} (F^H) \right)^V. \quad (3.82) \]

The superscripts \( H \) and \( V \) denote the horizontal and vertical parts, respectively. Definitions (3.81) and (3.82) coincide with the ones given in [66]. It is shown there (in Equations \{3\} and \{4\}) that if \( X, Y, Z, H \) are horizontal vector fields and \( W \) is a vertical vector field, then

\[
\tilde{\gamma} \left( \tilde{R}(X,Y)Z,H \right) = \gamma \left( R(\Pi_*X,\Pi_*Y)\Pi_*Z,\Pi_*H \right) + 2\tilde{\gamma} \left( A_XY, AZH \right) - \tilde{\gamma} \left( A_YZ, A_XH \right) - \tilde{\gamma} \left( AZX, A_YH \right). \quad (3.83)
\]

and

\[
\tilde{\gamma} \left( \tilde{R}(X,Y)Z,W \right) = -\tilde{\gamma} \left( (\nabla_ZA)_X Y, W \right) - \tilde{\gamma} \left( A_XY, TWZ \right) + \tilde{\gamma} \left( A_YZ, TWX \right) + \tilde{\gamma} \left( AZX, TWY \right). \quad (3.84)
\]

Note that we differ from [66] in our sign convention for the curvature tensor. It is also shown in [66] that for any two horizontal vector fields \( X \) and \( Y \) one has \( A_X Y = \frac{1}{2} [X, Y]^V \). In particular, (3.72) can be written as \( A_{\tilde{\varphi}} (\tilde{\nabla}_{\tilde{\varphi}} \tilde{v}) = 0 \). This, together with (3.83), implies that

\[
\tilde{\gamma} \left( \tilde{R}(\tilde{\nabla}_{\tilde{\varphi}} \tilde{v}, \tilde{v}) \tilde{v}, h \right) = \gamma \left( R(\nabla_{\varphi} v, v) v, h \right),
\]

which is equivalent to the first equation in (3.80). In order to show the second equation we take a covariant derivative of (3.72) written in the form \( A_{\tilde{\varphi}} (\tilde{\nabla}_{\tilde{\varphi}} \tilde{v}) = 0 \) to obtain

\[
0 = \tilde{\nabla}_{\tilde{\varphi}} (A_{\tilde{\varphi}} (\tilde{\nabla}_{\tilde{\varphi}} \tilde{v})) = (\tilde{\nabla}_{\tilde{\varphi}} A)_{\tilde{\varphi}} (\tilde{\nabla}_{\tilde{\varphi}} \tilde{v}) + A_{\tilde{\varphi}} ((\tilde{\nabla}_{\tilde{\varphi}})^2 \tilde{v}).
\]

It follows from this and (3.84) that

\[
\tilde{\gamma} \left( \tilde{R}(\tilde{\nabla}_{\tilde{\varphi}} \tilde{v}, \tilde{v}) \tilde{v}, \tilde{w} \right) = -\tilde{\gamma} \left( \tilde{R}(\tilde{\nabla}_{\tilde{\varphi}} \tilde{v}, \tilde{v}) \tilde{v}, \tilde{w} \right) = \tilde{\gamma} \left( (\tilde{\nabla}_{\tilde{\varphi}} A)_{\tilde{\varphi}} (\tilde{\nabla}_{\tilde{\varphi}} \tilde{v}), \tilde{w} \right)
\]

\[
= -\tilde{\gamma} \left( A_{\tilde{\varphi}} ((\tilde{\nabla}_{\tilde{\varphi}})^2 \tilde{v}), \tilde{w} \right) = -\frac{1}{2} \tilde{\gamma} \left( [\tilde{v}, (\tilde{\nabla}_{\tilde{\varphi}})^2 \tilde{v}]^V, \tilde{w} \right).
\]

Therefore the second equation of (3.80) is satisfied. This concludes the proof. \( \square \)

**Example: Normal metrics in the bi-invariant case.** We now show how this result relates to Theorem 3.7 of Section 3.5.1. Let \( G \) be a Lie group with a bi-invariant metric.
\( \gamma \) that acts transitively on a manifold \( Q \) equipped with the normal metric \( \gamma_Q \).\(^{12}\) Recall that for a fixed element \( a \in Q \) the map \( \Pi : G \to Q, \ g \mapsto ga \) is a Riemannian submersion.

**Lemma 3.14.** Let \( g \in G \) with \( \Pi(g) = q \) and let \( \xi \) and \( \eta \) be in \( g_q^\perp \). Then

\[
[\xi_G(g), \eta_G(g)]^V = (V_q ([\xi, \eta]))_G (g).
\]

**Proof.** In order to compute the left hand side we extend \( \xi_G(g) \) to a horizontal vector field \( H_\xi \) on \( G \). Namely, \( H_\xi(h) = \text{Ad}_{g^{-1}}(\xi)(h) \), where \( \text{Ad}_g \) denotes the left-invariant vector field \( l_\nu(h) = T e L_h \nu \) for any \( \nu \in g \). Similarly \( H_\eta(h) = \text{Ad}_{g^{-1}}(\eta)(h) \). Now

\[
[\xi_G(g), \eta_G(g)]^V = [H_\xi, H_\eta]^V (g) = \left( l_{\text{Ad}_{g^{-1}}[\xi, \eta]}(g) \right)^V = ([\xi \eta]_G(g))^V = (V_q ([\xi, \eta]))_G (g).
\]

\[\square\]

**Theorem 3.15.** Let \( q(t) \in Q \) be a Riemannian cubic with horizontal generator \( \bar{J}(\dot{q}(t)) \in g_q^\perp \). A horizontal lift \( g(t) \in G \) of \( q(t) \) is a Riemannian cubic if and only if

\[
V_q \left( [\bar{J}, \dot{\bar{J}}] \right) = 0, \quad \text{for all } t.
\]

**Proof.** Since \( \dot{g} = (\bar{J})_G(g) \) and \( D_t \dot{g} = (\dot{\bar{J}})_G(g) \) with both \( \bar{J} \) and \( \dot{\bar{J}} \) in \( g_q^\perp \), Lemma 3.14 gives

\[
\left( \dot{g}, \frac{D}{Dt} \dot{g} \right)^V = \left( V_q \left( [\bar{J}, \dot{\bar{J}}] \right) \right)_G (g).
\]

This expression vanishes according to Proposition 3.72, and therefore \( V_q \left( [\bar{J}, \dot{\bar{J}}] \right) = 0 \). \[\square\]

**Remark 3.16.** If \( Q \) is a symmetric space, then relations (3.69) hold. Therefore \( V_q \left( [\bar{J}, \dot{\bar{J}}] \right) = 0 \) is equivalent to \( [\bar{J}, \dot{\bar{J}}] = 0 \). This property was the key stepping stone in the proof of Theorem 3.7.

### 3.6 Extended analysis: Reduction by isotropy subgroup

In the previous section we analysed the relationship between Riemannian cubics on \( Q \) and horizontal curves on \( G \). In the present section we include in our considerations the non-horizontal curves on \( G \).

\(^{12}\)In this case the action of \( G \) is by isometries, which means that \( Q \) is a homogeneous space (see also the footnote on page 72).
We first show that certain non-horizontal geodesics on $G$ project to cubics. We then extend the analysis in the following way. We reduce the Riemannian cubic variational problem on $G$ by the isotropy subgroup $G_a$ of a point $a \in Q$. The reduced Lagrangian couples horizontal and vertical parts of the motion, which accounts for the absence of a general horizontal lifting property. The reduced form of the equations reveals the obstruction for a cubic on $G$ to project to a cubic on $Q$. The main technical tool in this section is second-order Lagrange–Poincaré reduction. The main references are [7] for the first-order theory and [50] for the recent generalisation to higher order.

### 3.6.1 Setting

Let $G$ be a Lie group with metric $\gamma_G$, acting transitively from the left on a manifold $Q$ with the normal metric $\gamma_Q$. For simplicity we assume that $\gamma_G$ is bi-invariant.\(^{13}\) Recall the Riemannian submersion $\Pi: G \to Q$ given by $g \mapsto ga$ for a fixed element $a \in Q$. Let $G_a \subset G$ be the stabiliser of $a$. Consider the right action

$$\psi : G \times G_a \to G, \quad (g, h) \mapsto gh.$$  

This action is free and the projection from $G$ onto the quotient manifold $G/G_a$ is a submersion. Moreover the map $G/G_a \to Q$ given by $[g] \mapsto ga$ is a diffeomorphism. The ingredients $(G, Q \cong G/G_a, G_a, \Pi, \psi)$ therefore constitute a principal fibre bundle with total space $G$, base manifold $Q$, structure group $G_a$, projection $\Pi$, and action $\psi$. The Lie algebra of the structure group $G_a$ is $\mathfrak{g}_a$. Recall the vertical and horizontal projections,

$$V_q : \mathfrak{g} \to \mathfrak{g}_q \quad \text{and} \quad H_q : \mathfrak{g} \to \mathfrak{g}_q^\perp,$$

for any $q \in Q$. We also recall that for any $g \in G$ with $ga = q$,

$$\text{Ad}_g \circ H_a \circ \text{Ad}_g^{-1} = H_q \quad \text{and} \quad \text{Ad}_g \circ V_a \circ \text{Ad}_g^{-1} = V_q.$$  

(3.88)

We equip $G$ with the principal bundle connection $\mathcal{A}$,

$$\mathcal{A} : TG \to \mathfrak{g}_a, \quad v_g \mapsto \mathcal{A}_g(v_g) := V_a(TL_g^{-1}v_g).$$  

(3.89)

Recall from Section 3.2.4 that $\gamma_G$, together with the projection $\Pi$, induces a splitting of $TG$ into horizontal and vertical subbundles $TG = HG \oplus VG$. This splitting coincides

\(^{13}\)This means that $Q$ is a homogeneous space. See the footnote on page 85 for details.
with the one prescribed by the connection $\mathcal{A}$, that is, $H_g G = \ker \mathcal{A}_g$ and $V_g G = \ker T_g \Pi$.

The curvature of $\mathcal{A}$ is the $\mathfrak{g}_a$-valued two-form

$$B(u_g, v_g) = [\mathcal{A}(u_g), \mathcal{A}(v_g)] + d\mathcal{A}(u_g, v_g)$$

$$= [V_a(TL_{g^{-1}}u_g), V_a(TL_{g^{-1}}v_g)] - V_a([TL_{g^{-1}}u_g, TL_{g^{-1}}v_g])$$

$$= -V_a([H_a(TL_{g^{-1}}u_g), H_a(TL_{g^{-1}}v_g)])$$  \hspace{1cm} (3.90)

for $u_g, v_g \in T_g G$.

Consider the following right-action of $G_a$ on $G \times \mathfrak{g}_a$,

$$(G \times \mathfrak{g}_a) \times G_a \rightarrow G \times \mathfrak{g}_a, \quad (g, \xi, h) \mapsto (gh, Ad_{h^{-1}} \xi).$$  \hspace{1cm} (3.91)

We define the associated adjoint vector bundle over $Q$, $\tilde{\mathfrak{g}}_a := (G \times \mathfrak{g}_a)/G_a$. The equivalence class, i.e., orbit, of $(g, \xi) \in G \times \mathfrak{g}_a$ will be denoted by square brackets, $\sigma = [g, \xi] \in \tilde{\mathfrak{g}}_a$. The vector bundle projection $\pi : \tilde{\mathfrak{g}}_a \rightarrow Q$ is given by $\pi(\sigma) = ga$. In particular, the fibres $\pi^{-1}(q)$ are isomorphic to $\mathfrak{g}_a$. Indeed, upon fixing $g \in \Pi^{-1}(q)$ one can construct the isomorphism $\xi \mapsto [g, \xi]$ from $\mathfrak{g}_a$ to the fibre $\pi^{-1}(q)$. Moreover, insisting that this map be a Lie algebra homomorphism turns $\tilde{\mathfrak{g}}_a$ into a Lie algebra bundle. That is, each fibre carries a natural Lie algebra structure given by

$$[\sigma, \tilde{\sigma}] = [[g, \xi], [g, \tilde{\xi}]] := [g, [\xi, \tilde{\xi}]].$$  \hspace{1cm} (3.92)

The principal connection $\mathcal{A}$ induces a linear connection on $\tilde{\mathfrak{g}}_a$ with covariant derivative

$$\frac{DA}{Dt}[g(t), \xi(t)] = [g(t), \dot{\xi}(t)] + [\mathcal{A}(\dot{g}(t)), \xi(t)].$$  \hspace{1cm} (3.93)

We will sometimes use the shorthand $\dot{\sigma} := \frac{DA}{Dt} \sigma$ where $\sigma(t)$ is a curve in $\tilde{\mathfrak{g}}_a$. Moreover, we define the map

$$i : \tilde{\mathfrak{g}}_a \rightarrow \mathfrak{g}, \quad [g, \eta] \mapsto i([g, \eta]) := Ad_g \eta,$$  \hspace{1cm} (3.94)

and write $[g, \eta] =: \sigma \mapsto \sigma := i([g, \eta])$, as shorthand. Note that $i([g, \eta]) \in \mathfrak{g}_{ga}$. We introduce the fibre-wise inner product $\tilde{\gamma}$ on $\tilde{\mathfrak{g}}_a$ given by

$$\tilde{\gamma}(\sigma, \rho) := \gamma_G(\bar{\sigma}, \bar{\rho})$$

and its corresponding norm is denoted by $\|\cdot\|_{\tilde{\mathfrak{g}}_a}$. We also define the $\tilde{\mathfrak{g}}_a$-valued reduced curvature 2-form $\tilde{B}$,

$$\tilde{B}(u_g, v_g) := [g, B(u_g, v_g)],$$  \hspace{1cm} (3.95)
for \( u_q, v_q \in T_qQ \), where \( g \in G \) and \( u_g, v_g \in T_gG \) are such that \( \Pi(g) = q \) and \( T_g\Pi(u_g) = u_q, T_g\Pi(v_g) = v_q \).

Before we continue, let us make the following remark: If \((g, \dot{g})\) is any vector in \( T_gG \), then \( i([g, \mathcal{A}(\dot{g})]) = V_{g\dot{a}}(TR_{g^{-1}}\dot{g}) \). Moreover, \( H_{g\dot{a}}(TR_{g^{-1}}\dot{g}) \) is the unique horizontal generator of \( T_g\Pi(g, \dot{g}) \in T_{g\dot{a}}Q \). What this means is that \( i([g, \mathcal{A}(\dot{g})]) \) and \( T_g\Pi(g, \dot{g}) \) uniquely determine the vertical and horizontal parts of the right-trivialised velocity vector \( TR_{g^{-1}}\dot{g} \).

This idea lies at the heart of the Lagrange–Poincaré reduction map, which we will introduce in the next section.

### 3.6.2 First-order Lagrange–Poincaré reduction

We start by recalling first-order Lagrange–Poincaré reduction, which makes use of the bundle diffeomorphism

\[
\alpha^{(1)}_\mathcal{A} : TG/G_a \to TQ \times Q \overset{\mathcal{A}}{\longrightarrow}, \quad [g, \dot{g}] \mapsto (q, \dot{q}) \times [g, \mathcal{A}(\dot{g})].
\]

(3.96)

Here we introduced the quotient \( TG/G_a \) of \( TG \) by the natural action of \( G_a \), whose elements we denote by \([g, \dot{g}] \in TG/G_a \). We also defined \((q, \dot{q}) := T_g\Pi(g, \dot{g})\) for any representative \((g, \dot{g})\) of \([g, \dot{g}]\).

Let \( L : TG \to \mathbb{R} \) be a \( G_a \)-invariant Lagrangian. By a slight abuse of notation we also denote by \( L \) the corresponding function \( TG/G_a \to \mathbb{R} \). The reduced Lagrangian \( \ell \) is defined by \( L = \ell \circ \alpha^{(1)}_\mathcal{A} \). In order to compute the Lagrange–Poincaré equations one takes constrained variations in the reduced variable space. Take for instance the kinetic energy Lagrangian \( L(g, \dot{g}) = \frac{1}{2} \|\dot{g}\|^2_g \). Hamilton’s principle, \( \delta S = 0 \), for \( S = \int_0^1 L dt \) leads to the Euler–Lagrange equation \( D_t\dot{g} = 0 \). This is the geodesic equation on \( G \). Let us derive the corresponding Lagrange–Poincaré equations. We have the decomposition

\[
\dot{g} = (\dot{g} - TL_g\mathcal{A}(\dot{g})) + TL_g\mathcal{A}(\dot{g})
\]

into horizontal and vertical parts. Therefore,

\[
L(g, \dot{g}) = \frac{1}{2} \|\dot{g}\|^2_g + \frac{1}{2} \|T_g\Pi(\dot{g})\|^2_{\Pi(g)} + \frac{1}{2} \|\mathcal{A}(\dot{g})\|^2_{\mathcal{A}(g)} = \frac{1}{2} \|T_g\Pi(\dot{g})\|^2_{\Pi(g)} + \frac{1}{2} \|[g, \mathcal{A}(\dot{g})]\|^2_{\mathcal{A}(g)}.
\]

Hence, the reduced Lagrangian \( \ell : TQ \times Q \overset{\mathcal{A}}{\longrightarrow} \) is given by

\[
\ell(q, \dot{q}, \sigma) = \frac{1}{2} \|\dot{q}\|^2_q + \frac{1}{2} \|\sigma\|^2_{\mathcal{A}(q)} = \frac{1}{2} \|\dot{q}\|^2_q + \frac{1}{2} \|\bar{\sigma}\|^2_{\mathcal{A}(q)},
\]

(3.97)

where we recall that \( \bar{\sigma} := i(\sigma) \). We will need the following result concerning variations

\[
\delta \bar{\sigma} = \delta (i(\sigma)).
\]
Lemma 3.17. Consider the map \( i : \tilde{\mathfrak{g}} \rightarrow \mathfrak{g} \) defined in (3.94) and a curve \( \varepsilon \mapsto \sigma_\varepsilon = [g_\varepsilon, \xi_\varepsilon] \in \tilde{\mathfrak{g}} \), covering the curve \( \varepsilon \mapsto q_\varepsilon \in Q \). Then, we have the formula

\[
\frac{d}{d\varepsilon} i(\sigma_\varepsilon) = i \left( \frac{D^A}{D\varepsilon} \sigma_\varepsilon \right) + F \left( \frac{d}{d\varepsilon} q_\varepsilon, \sigma_\varepsilon \right),
\]

where the covariant derivative \( D^A \) was defined in (3.93) and the map \( F : TQ \times Q \tilde{\mathfrak{g}} \rightarrow \mathfrak{g} \) is defined by

\[
F(v_q, \sigma_q) := H_q ([TR_{g^{-1}}v_q, \text{Ad}_g \eta]) = [H_q(TR_{g^{-1}}v_q), \text{Ad}_g \eta],
\]

where \( v_q \in TG \) and \( \eta \in \mathfrak{g}_a \) are such that \( T_q \Pi (v_q) = v_q \) and \( [g, \eta] = \sigma_q \).

Proof. We have (see Section 3.4.1)

\[
\frac{d}{d\varepsilon} i(\sigma_\varepsilon) = T_\sigma i(\delta \sigma) = T_\sigma i \left( \left( \frac{D^A}{D\varepsilon} \sigma \right)^V + (\delta q)^H \right),
\]

where \( \delta \sigma^V \in T_\sigma \tilde{\mathfrak{g}} \), denotes the vertical lift of an element \( \delta \sigma \in \pi^{-1}(q) \) to \( \sigma \), i.e.

\[
\delta \sigma^V := \frac{d}{ds} \bigg|_{s=0} (\sigma + s \delta \sigma).
\]

Linearity of \( i \) on fibres of the adjoint bundle implies that

\[
T_\sigma i \left( \left( \frac{D^A}{D\varepsilon} \sigma \right)^V \right) = i \left( \left( \frac{D^A}{D\varepsilon} \sigma \right)^V \right).
\]

The notation \( (\delta q)^H \in T_\sigma \tilde{\mathfrak{g}} \), on the other hand denotes the horizontal lift of an element \( \delta q \in T_q Q \) to \( \sigma \). It is clear then that the map \( F \) defined in the statement of the lemma must be given by \( F(v_q, \sigma_q) := T_\sigma i \left( (v_q)^H \right) \). Let us verify the explicit formula (3.98). Recalling (3.93) we have,

\[
(\delta q)^H = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} [g_\varepsilon, \xi - \varepsilon[A(\delta g), \xi]].
\]

In particular,

\[
T_\sigma i((\delta q)^H) = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} i([g_\varepsilon, \xi - \varepsilon[A(\delta g), \xi]]) = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \text{Ad}_{g_\varepsilon}(\xi - \varepsilon[A(\delta g), \xi])
\]

\[
= [TR_{g^{-1}}\delta g, \text{Ad}_g \xi] - \text{Ad}_g [V_a(TL_{g^{-1}}\delta g), \xi] = [H_q(TR_{g^{-1}}\delta g), \text{Ad}_g \xi].
\]

This concludes the proof.
In short, \( \delta \bar{\sigma} = i(\delta \sigma) + F(\delta q, \sigma) \), where \( \delta \sigma := \left. \frac{DA}{Dt} \right|_{\varepsilon = 0} \sigma \). Note that \( i(\delta \sigma) \in g_q \) and \( F(\delta q, \sigma) \in g_q^\perp \). One computes

\[
\delta S = \int_0^1 \gamma_Q(\dot{q}, D_{\varepsilon}\dot{q}) + \gamma_G(\bar{\sigma}, \delta \bar{\sigma}) \, dt = \int_0^1 -\gamma_Q(D_t\dot{q}, \delta q) + \bar{\gamma}(\sigma, \delta \sigma) \, dt.
\]

Using the constrained variations computed in [7], \(^{14}\)

\[
\delta \sigma = \frac{DA}{Dt} \eta - [\sigma, \eta] + \bar{B}(\delta q, \dot{q}) \in \bar{g}_a,
\]

gives the horizontal and vertical Lagrange–Poincaré equations

\[
\frac{D}{Dt} \dot{q} = -\left\langle \sigma, i_q \bar{B} \right\rangle^z, \quad \frac{DA}{Dt} \sigma = 0, \tag{3.99}
\]

where we defined

\[
\gamma_Q\left(\left\langle \rho, i_{v_q} \bar{B} \right\rangle^z, w_q\right) = \bar{\gamma}\left(\rho, i_{v_q} \bar{B}(w_q)\right) = \bar{\gamma}\left(\rho, \bar{B}(v_q, w_q)\right),
\]

for all \( v_q, w_q \in T_qQ \) and \( \rho \in \pi^{-1}(q) \subset \bar{g}_a \). Using expression (3.90) one computes the first equality in

\[
\left\langle \rho, i_{v_q} \bar{B} \right\rangle^z = \left( [J(v_q), \bar{\rho}] \right)_Q(q) = -\nabla_{v_q} \bar{\rho}_Q, \tag{3.100}
\]

and the second equality is shown as follows. We have

\[
\left( [J(v_q), \bar{\rho}] \right)_Q(q) = [\bar{\rho}_Q, J(v_q)]_Q(q) = \nabla_{\bar{\rho}_Q(q)} J(v_q)_Q - \nabla_{v_q} \bar{\rho}_Q. \tag{3.101}
\]

The first term on the right hand side vanishes since \( \bar{\rho}_Q(q) = 0 \). Therefore, (3.99) becomes

\[
\frac{D}{Dt} \dot{q} = \nabla_{\dot{q}} \bar{\sigma}_Q, \quad \frac{DA}{Dt} \sigma = 0. \tag{3.102}
\]

\(^{14}\)The computation goes as follows: For a variation \( g_\varepsilon(t) \) of a curve \( g(t) = g_0(t) \) we obtain

\[
\delta \sigma = \left. \frac{DA}{Dt} \right|_{\varepsilon = 0} [g_\varepsilon, \mathcal{A}(\dot{g}_\varepsilon)] = [g, \delta(\mathcal{A}(\dot{g})) + [A(\delta g), \mathcal{A}(\dot{g})]]
\]

\[
= [g, d\mathcal{A}(\delta g, \dot{g}) + \partial_t(\mathcal{A}(\delta g)) + [A(\delta g), \mathcal{A}(\dot{g})]]
\]

\[
= [g, B(\delta g, \dot{g})] + [g, \partial_t(\mathcal{A}(\delta g)) + [A(\dot{g}), \mathcal{A}(\delta g)] - [A(\dot{g}), \mathcal{A}(\delta g)]]
\]

\[
= \bar{B}(\delta g, \dot{g}) + \left. \frac{DA}{Dt} \right|_{\varepsilon = 0} \eta - [\sigma, \eta],
\]

where we used a standard identity for the exterior derivative of a one-form, \( d\mathcal{A}(\delta g, \dot{g}) = \delta \mathcal{A}(\dot{g}) - \partial_t \mathcal{A}(\delta g) - \mathcal{A}(\delta g, \dot{g}) \). Moreover, we used equations (3.90), (3.93), (3.95); and we set \( \eta := [g, \mathcal{A}(\delta g)] \) in the last equality.
The first of these equations is the geodesic equation on $Q$ up to a forcing term on the right hand side. One recognises in particular, as we already know, that horizontal geodesics ($\sigma = 0$) on $G$ project to geodesics on $Q$. The forcing term encodes the obstruction for a geodesic on $G$ to project to a geodesic on $Q$. In Section 3.6.5 below, we will obtain an analogous description for Riemannian cubics, using the technique of second-order Lagrange–Poincaré reduction.

**Remark 3.18.** Once a solution curve to the Lagrange–Poincaré equations has been found, one needs to reconstruct the corresponding curve $g(t)$. This is done via the reconstruction relations. Suppose a curve $t \mapsto \sigma(t) \in \tilde{g}_a$ solves the Lagrange–Poincaré equations for given initial conditions at $t = 0$, and denote the base curve by $q(t) := \pi(\sigma(t))$, as above. Then it follows from the reduction map (3.96) that the reconstructed curve $g(t)$ satisfies

$$\dot{g} = TR_g(\bar{J}(\dot{q}) + \bar{\sigma}).$$

(3.103)

Indeed,

$$TR_{g^{-1}}\dot{g} = H_q(TR_{g^{-1}}\dot{g}) + V_q(TR_{g^{-1}}\dot{g}) = \bar{J}(\dot{q}) + Ad_g A(\dot{g}) = \bar{J}(\dot{q}) + \bar{\sigma}.$$
Since both $\mathring{J}$ and $[\mathring{J}, \mathring{\sigma}]$ are in $g_q^\perp$ we conclude that $\mathring{J} = - [\mathring{J}, \mathring{\sigma}]$. The second equation in (3.102) together with Lemma 3.17 yields

$$\mathring{\sigma} = \frac{d}{dt} i(\sigma) = F(\mathring{q}, \sigma) = [J, \sigma],$$

where we recall that $\mathring{\sigma} := i(\sigma)$. For symmetric spaces, (3.102) is therefore equivalent to

$$\mathring{J} = [\mathring{\sigma}, \mathring{J}], \quad \mathring{\sigma} = [\mathring{J}, \mathring{\sigma}]. \quad (3.105)$$

In particular, $\xi = J + \sigma$ is a constant, as in Remark 3.20 above.

### 3.6.3 Example: $G = SO(3), Q = S^2$

We work with the conventions of Remark 3.6. Choose as anchor point $a$ the North pole $e_z \in S^2$ and define the map

$$(\cdot)_3 : \mathfrak{so}(3) \to \mathbb{R}, \quad \Omega \mapsto (\bar{\Omega})_3 := \Omega \cdot e_z.$$  

The isotropy subgroup $SO(3)_a \cong S^1 \subset SO(3)$ corresponds to rotations around $e_z$, and $\mathfrak{so}(3)_a$ is identified with $\mathbb{R}$ via the map $\lambda e_z \mapsto \lambda$. The vector bundle $\widetilde{\mathfrak{so}(3)_a}$ is isomorphic to $S^2 \times \mathbb{R}$ via

$$\widetilde{\mathfrak{so}(3)_a} \to S^2 \times \mathbb{R}, \quad [\Lambda, \lambda e_z] \mapsto (\Lambda e_z, \lambda). \quad (3.106)$$

In particular, it follows that the space of reduced variables $TS^2 \times_{S^2} \widetilde{\mathfrak{so}(3)_a}$ can be identified with $TS^2 \times \mathbb{R}$. The map $\alpha_A^{(1)}$ defined in (3.96) becomes

$$\alpha_A^{(1)} : TSO(3)/S^1 \to TS^2 \times \mathbb{R}, \quad [\Lambda, \hat{\Lambda}] \mapsto (x, \hat{x}, (\Lambda^{-1} \hat{\Lambda})_3), \quad (3.107)$$

where $(x, \hat{x}) = T_{\Lambda} \Pi(\Lambda, \hat{\Lambda}) = \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} \Lambda(\varepsilon)e_z$ for any curve $\Lambda(\varepsilon)$ whose tangent vector at $\varepsilon = 0$ is $(\Lambda, \hat{\Lambda})$. Moreover, the mapping $i$ in (3.94) is, through the correspondence (3.106),

$$i : S^2 \times \mathbb{R} \to \mathfrak{so}(3), \quad (x, \lambda) \mapsto \lambda \hat{x}. \quad (3.108)$$

The geodesic equations (3.102), respectively (3.105), on $SO(3)$ become

$$\mathring{J} = \mathring{\sigma} \times J, \quad \mathring{\sigma} = J \times \mathring{\sigma},$$

together with the reconstruction relation $TR_{\Lambda^{-1} \hat{\Lambda}} = \mathring{J} + \mathring{\sigma}$. 
3.6.4 Cubics and ballistic curves

In this section we show that certain types of ballistic curves in a symmetric space $Q$ are Riemannian cubics. Recall from Remark 3.19 that we call a ballistic curve the projection $q(t) \in Q$ of a geodesic $g(t) \in G$. Geodesics in $G$ are given by the Lagrange–Poincaré equations (3.102). As explained in Remark 3.21 these are equivalent to

$$\dot{\bar{J}} = [\bar{\sigma}, \bar{J}], \quad \dot{\bar{\sigma}} = [\bar{J}, \bar{\sigma}],$$

(3.109)

where $\bar{J} := \bar{J}(\dot{q})$. As we observed above, the (constant) right-invariant velocity is $TR_{g^{-1}} \dot{g} = \xi = J + \bar{\sigma}$, where $\bar{\sigma} := i(\sigma)$ with $i$ defined in (3.94). Moreover, $J(t) = \text{Ad}_{g(t)} J(0)$ and $\bar{\sigma}(t) = \text{Ad}_{g(t)} \bar{\sigma}(0)$, where we assumed for simplicity that $g(0) = e$. This last assertion follows since $\text{Ad}_{g(t)}^{-1}(\xi) = \xi$, hence

$$\bar{J}(t) = H_{q(t)}(\xi) = \text{Ad}_{g(t)} H_{a}(\text{Ad}_{g(t)}^{-1}(\xi)) = \text{Ad}_{g(t)} H_{a}(\xi) = \text{Ad}_{g(t)} \bar{J}(0),$$

and similarly for the vertical part of $\xi$.

It turns out that some geodesics on $G$ project to Riemannian cubics on $Q$. This happens under a certain condition on the (constant) velocity vector $\xi$ that is related to the decomposition into horizontal and vertical parts.

**Theorem 3.22.** The projection $q(t) \in Q$ of a geodesic $g(t) \in G$ is a Riemannian cubic if and only if at time $t = 0$

$$[\bar{\sigma}, [\bar{\sigma}, [\bar{\sigma}, \bar{J}]]] + [\bar{J}, [\bar{J}, [\bar{J}, \bar{\sigma}]]] = 0. \quad (3.110)$$

**Proof.** Since $\text{Ad}$ is a Lie automorphism it follows from $\bar{J}(t) = \text{Ad}_{g(t)} \bar{J}(0)$ and $\bar{\sigma}(t) = \text{Ad}_{g(t)} \bar{\sigma}(0)$ that (3.110) holds at $t = 0$ if and only if it holds at all times. Furthermore we obtain from (3.109) that

$$\ddot{\bar{J}} = [\bar{J} + \bar{\sigma}, \bar{J}], \quad \ddot{\bar{\sigma}} = [\bar{J} + \bar{\sigma}, \bar{J}].$$

Therefore, using also (3.53) and (3.51),

$$H_{q}(\ddot{\bar{J}} + 2 [\bar{J}, \dot{\bar{J}}]) = H_{q}(\dot{[\bar{\sigma} - \bar{J}, \bar{J}])} = [\dot{\bar{\sigma}}, H_{q}(\dot{\bar{J}})] - [\bar{J}, V_{q}(\dot{\bar{J}})]$$

$$= [\bar{\sigma}, [\bar{\sigma}, \bar{J}]] - [\bar{J}, [\bar{J}, \bar{J}]] = [\bar{\sigma}, [\bar{\sigma}, [\bar{\sigma}, \bar{J}]]] + [\bar{J}, [\bar{J}, [\bar{J}, \bar{\sigma}]]].$$

The theorem now follows from equation (3.61) for cubics in symmetric spaces. \qed
It is clear that (3.110) is satisfied if $\bar{\sigma} = 0$ at time $t = 0$. This leads to geodesics $q(t)$ since the projection of a horizontal geodesic is a geodesic. Another class of solutions is given by the following corollaries.

**Corollary 3.23.** Let $q(t) \in Q$ be the projection of a geodesic $g(t) \in G$ that satisfies $[\bar{J}, \bar{\sigma}] = 0$ at time $t = 0$. Then, $q(t)$ is a geodesic, see equation (3.104), and in particular a Riemannian cubic.

**Corollary 3.24.** Let $q(t) \in Q$ be the projection of a geodesic $g(t) \in G$ that satisfies, at time $t = 0$,

$$[\bar{J}, [\bar{J}, \bar{\sigma}]] = c\bar{\sigma}, \quad [\bar{\sigma}, [\bar{\sigma}, \bar{J}]] = c\bar{J},$$

(3.111)

for some $c \in \mathbb{R}$. Then, $q(t)$ is a Riemannian cubic.

**Remark 3.25.** For the example $G = \text{SO}(3)$, $Q = S^2$, the solutions to equation (3.110) are illustrated in Figure 3.2. These solutions are fully described by Corollaries 3.23 and 3.24. Namely, by means of the standard identity

$$a \times (b \times c) = b(a \cdot c) - c(a \cdot b)$$

for vectors in $\mathbb{R}^3$, (3.110) is seen to be equivalent to

$$\left(\|\bar{\sigma}\|^2 - \|\bar{J}\|^2\right)\bar{J} \times \bar{\sigma} = 0.$$

Possible solutions are given by $\bar{J} \times \bar{\sigma} = 0$, or by $\|\bar{\sigma}\|^2 = \|\bar{J}\|^2$, at $t = 0$. Therefore, solutions are either described by Corollary 3.23 or Corollary 3.24. The first case is equivalent to $\bar{J} = 0$ or $\bar{\sigma} = 0$ at $t = 0$, and therefore at all times. This corresponds to trivial projected curves $\mathbf{x}(t) = \mathbf{x}(0) \in S^2$, and to projections of horizontal geodesics, respectively.

We proceed to analyse the alternative solutions given by $\|\bar{\sigma}\|^2 = \|\bar{J}\|^2$. For a given initial velocity $\dot{\mathbf{x}}(0) = \mathbf{v} \in T_{\mathbf{x}(0)}S^2$, the projection $\mathbf{x}(t) \in S^2$ describes a constant speed rotation of $\mathbf{x}(0)$ around the axis

$$\Omega = \bar{\sigma} + \mathbf{x} \times \dot{\mathbf{x}} \pm \|\dot{\mathbf{x}}\| \mathbf{x}.$$

Hence, the (constant) rotation axis lies in the plane spanned by $\bar{J}$ and $\mathbf{x}$, enclosing a $45^\circ$ angle with both vectors. The curve $\mathbf{x}(t)$ moves with constant speed along a circle of radius $r = \frac{1}{\sqrt{2}}$. 
Ballistic curves and cubics on the sphere. For given initial position and velocity, there are two types of trajectories that are, simultaneously, projections of geodesics on the rotation group (ballistic curves) and Riemannian cubics. The two trajectories are shown for initial position (1, 0, 0) and initial velocity parallel to the y-axis. In black a constant-speed trajectory along the equator corresponding to the projection of a horizontal geodesic on the rotation group. The blue curves are the circular constant-speed trajectories of radius $\frac{1}{\sqrt{2}}$ described in Corollary 3.24 and Remark 3.25. This figure appears in [40] – reproduced with kind permission from Springer Science and Business Media.

3.6.5 Second-order Lagrange–Poincaré reduction

The goal of this section is to derive an equation similar to (3.102), but now for Riemannian cubics instead of geodesics. That is, we aim to exhibit the obstruction for a cubic on $G$ to project to a cubic on $Q$. For this purpose we will employ the technique of second-order Lagrange–Poincaré reduction in a manner closely related to the first-order case.

To discuss second-order reduction, we introduce the quotient $T^{(2)}G/G_a$ of $T^{(2)}G$ by the natural action of $G_a$, whose elements will be denoted by $[g, \dot{g}, \ddot{g}] \in T^{(2)}G/G_a$. In the following let us write $2\tilde{g}_a$ to denote the Whitney sum $\tilde{g}_a \oplus \tilde{g}_a$. We will make use of the bundle diffeomorphism $\alpha_A^{(2)} : T^{(2)}G/G_a \to T^{(2)}Q \times_Q 2\tilde{g}_a$,

\[
[g, \dot{g}, \ddot{g}] \mapsto (q, \dot{q}, \ddot{q}) \times [g, A(\dot{g})] \oplus \frac{DA}{Dt}[g, A(\dot{g})] = (q, \dot{q}, \ddot{q}) \times [g, A(\dot{g})] \oplus [g, \partial_t A(\dot{g})], \tag{3.112}
\]

see [50]. Here, we defined $q(t) := \Pi(g(t))$, where $g(t)$ is a curve representing $[g, \dot{g}, \ddot{g}]$, that is, $(q, \dot{q}, \ddot{q}) = T_g^{(2)}\Pi(g, \dot{g}, \ddot{g})$. Denoting the right-invariant velocity by $\xi = TR_g^{-1}\dot{g}$ and
using the definition (3.89) of $\mathcal{A}$ together with (3.88), this becomes

$$[g, \dot{g}, \ddot{g}] \mapsto (q, \dot{q}, \ddot{q}) \times [g, \text{Ad}_{g^{-1}} V_q(\dot{\xi})] \oplus [g, \text{Ad}_{g^{-1}} V_q(\ddot{\xi})]. \tag{3.113}$$

**Remark 3.26.** In the example $G = SO(3)$, $Q = S^2$, working with the conventions laid out in Remark 3.6, the space of reduced variables $T(2)S^2 \times_\mathfrak{so}(3)\alpha$ can be identified with $T(2)S^2 \times \mathbb{R}^2$. The map $\alpha_{\mathcal{A}}^{(2)}$ is

$$\alpha_{\mathcal{A}}^{(2)} : T(2)SO(3)/S^1 \to T(2)S^2 \times \mathbb{R}^2, \quad [\Lambda, \dot{\Lambda}, \ddot{\Lambda}] \mapsto (x, \dot{x}, \ddot{x}, (\Lambda^{-1} \dot{\Lambda})_3, \partial_t (\Lambda^{-1} \dot{\Lambda})_3). \tag{3.114}$$

**The reduced Lagrangian.** For $L : T(2)G \to \mathbb{R}$ a $G_a$-invariant Lagrangian we define the reduced Lagrangian $\ell$ by $L = \ell \circ \alpha_{\mathcal{A}}^{(2)}$. Consider the Lagrangian for Riemannian cubics $L = \frac{1}{2} \| \frac{D}{Dt} \dot{\gamma} \|^2_g$ and note the following equalities,

$$L(g, \dot{g}, \ddot{g}) = \frac{1}{2} \left\| \frac{D}{Dt} \dot{g} \right\|^2_g = \frac{1}{2} \left\| \dot{\xi} \right\|^2_g = \frac{1}{2} \left\| H_q (\dot{x}) \right\|^2_g + \frac{1}{2} \left\| V_q (\ddot{\xi}) \right\|^2_g = \frac{1}{2} \left\| (\dot{\xi})_Q(q) \right\|^2_q + \frac{1}{2} \left\| V_q (\ddot{\xi}) \right\|^2_g = \frac{1}{2} \left\| \frac{D}{Dt} \dot{\gamma} - \nabla_\dot{q} (V_q(\dot{\xi}))_Q \right\|^2_q + \frac{1}{2} \left\| V_q (\ddot{\xi}) \right\|^2_g, \tag{3.115}$$

where we used the right-invariance of $L$, the definition of the normal metric, and part (iii) of Proposition 3.1. It follows from (3.113) and (3.115) that the reduced Lagrangian $\ell : T(2)Q \times_\mathfrak{q} \mathfrak{g}_a \to \mathbb{R}$ reads

$$\ell(q, \dot{q}, \ddot{q}, \sigma, \dot{\sigma}) = \frac{1}{2} \left\| \frac{D}{Dt} \dot{\gamma} - \nabla_\dot{q} \dot{\sigma}_Q \right\|^2_q + \frac{1}{2} \| \dot{\sigma} \|^2_{\mathfrak{g}_a}, \tag{3.116}$$

where we recall $\dot{\sigma} := \frac{D}{Dt} \sigma$. The reduced Lagrangian therefore measures the deviations from the geodesic Lagrange–Poincaré equations (3.102).

**Remark 3.27.** In the example $G = SO(3)$, $Q = S^2$, the reduced Lagrangian $\ell : T(2)S^2 \times \mathbb{R}^2 \to \mathbb{R}$ is

$$(x, \dot{x}, \ddot{x}, \sigma, \dot{\sigma}) \mapsto \frac{1}{2} \left\| D_t \dot{x} - \sigma x \times \dot{x} \right\|^2_x + \frac{1}{2} \sigma^2 \ddot{x} - \frac{1}{2} \left\| D_t \dot{x} \right\|^2_x - \sigma D_t \dot{x} \cdot (x \times \ddot{x}) + \frac{1}{2} \sigma^2 \left\| \ddot{x} \right\|^2_x + \frac{1}{2} \ddot{\sigma}^2,$$

where the norm $\| \cdot \|_x$ is evaluated as the standard Euclidean norm.
Coupling. The reduced Lagrangian couples the horizontal and vertical parts of the motion through the term $\nabla_q \bar{\sigma}_Q$. This explains the absence of a general horizontal lifting property for Riemannian cubics studied in Section 3.5.2. Indeed, let us instead define the Lagrangian

$$L_{KK} : T^{(2)}G \to \mathbb{R}, \quad (g, \dot{g}, \ddot{g}) \mapsto \frac{1}{2} \left\| \frac{D}{Dt} T\Pi (\dot{g}) \right\|_{\Pi (g)}^2 + \frac{1}{2} \left\| \partial_t A (\dot{g}) \right\|_{g}^2$$

(3.117)

with reduced Lagrangian

$$\ell_{KK} : T^{(2)}Q \times Q 2 \tilde{g}_a \to \mathbb{R}, \quad (q, \dot{q}, \ddot{q}, \sigma, \dot{\sigma}) \mapsto \frac{1}{2} \left\| \frac{D}{Dt} \dot{q} \right\|_{\tilde{g}_a}^2 + \frac{1}{2} \left\| \dot{\sigma} \right\|_{\tilde{g}_a}^2 .$$

(3.118)

The Lagrangian $L_{KK}$ belongs to a class of Lagrangians that were studied in [50] as natural second-order generalisations of the Kaluza–Klein Lagrangian. The reduced Lagrangians $\ell$ in (3.116) and $\ell_{KK}$ in (3.118) differ by the coupling term $\nabla_q \bar{\sigma}_Q$. The decoupled form of $\ell_{KK}$ leads to a general horizontal lifting theorem. Namely, any horizontal lift $g(t)$ to $G$ of a cubic $q(t)$ on $Q$ is a critical point of the action $\int L_{KK} dt$.

Lagrange–Poincaré equations. We now compute the Lagrange–Poincaré equations. Taking $\varepsilon$-variations and defining $V_q := \frac{D}{D\varepsilon} \dot{q} - \nabla_q \bar{\sigma}_Q$, we have, for the first term of (3.116),

$$\delta \int_0^1 \frac{1}{2} \left\| \frac{D}{Dt} \dot{q} - \nabla_q \bar{\sigma}_Q \right\|_{q}^2 dt = \int_0^1 \gamma_Q \left( V_q, \frac{D}{D\varepsilon} \frac{D}{Dt} \dot{q} - \frac{D}{D\varepsilon} \nabla_q \bar{\sigma}_Q \right) dt .$$

We then compute

$$\frac{D}{D\varepsilon} \frac{D}{Dt} \dot{q} = \frac{D}{Dt} \frac{D}{D\varepsilon} \dot{q} + R(\delta q, \dot{q}) \dot{q}$$

and

$$\frac{D}{D\varepsilon} \nabla_q (\delta \sigma)_{Q} = \frac{D}{D\varepsilon} \left( \frac{D}{Dt} \bar{\sigma}_Q(q) - (\partial_t \bar{\sigma})_{Q}(q) \right)$$

$$= \frac{D}{Dt} \frac{D}{D\varepsilon} \bar{\sigma}_Q(q) + R(\delta q, \dot{q}) \bar{\sigma}_Q(q) - \frac{D}{D\varepsilon} (\partial_t \bar{\sigma})_{Q}(q)$$

$$= \left( \nabla_{\delta q} \bar{\sigma}_Q + (\delta \bar{\sigma})_{Q}(q) \right) - (\delta \partial_t \bar{\sigma})_{Q}(q) - \nabla_{\delta q} (\partial_t \bar{\sigma})_{Q} ,$$

Lemma 3.17 shows that

$$(\delta \bar{\sigma})_{Q}(q) = (i(\delta \sigma))_{Q}(q) + (F(\delta q, \sigma))_{Q}(q) = (F(\delta q, \sigma))_{Q}(q) ,$$
since $\delta \sigma := \frac{DA}{D\varepsilon} \bigg|_{\varepsilon=0} \sigma \in (\tilde{g}_a)_q$ and therefore $i(\delta \sigma) \in g_q$. So we have

$$
\int_0^1 \gamma_Q \left( V_q, \frac{D}{Dt} (\delta \sigma)_Q(q) \right) dt = -\int_0^1 \gamma_Q \left( \frac{D}{Dt} V_q, (F(\delta q, \sigma))_Q(q) \right) dt
$$

and

$$
\int_0^1 \gamma_Q (V_q, (\delta \partial_t \sigma)_Q(q)) dt = \int_0^1 \gamma (J(V_q), \partial_t \delta \sigma) = -\int_0^1 \gamma (\partial_t J(V_q), \delta \sigma)
$$

where $F^T_{\sigma q} : g \rightarrow T_q Q$ is the transpose of the map $F_{\sigma q} : T_q Q \rightarrow g$, $F_{\sigma q}(v_q) := F(v_q, \sigma_q)$, and $i^T_q : g \rightarrow (\tilde{g}_a)_q$ is the metric transpose of the map $i_q : (\tilde{g}_a)_q \rightarrow g$ (the restriction of the map $i$ in (3.94) to the fibre $(\tilde{g}_a)_q$ of $\tilde{g}_a$ at $q$).

For the second term of (3.116), we have

$$
\delta \int_0^1 \frac{1}{2} \|\dot{\sigma}\|^2_{\tilde{g}_a} dt = \int_0^1 \gamma \left( \dot{\sigma}, \frac{DA}{D\varepsilon} \dot{\sigma} \right) dt.
$$

Using the variations

$$
\delta \sigma = \frac{DA}{Dt} \eta - [\sigma, \eta] + \bar{B}(\delta q, \dot{q}) \in \tilde{g}_a, \quad \delta \dot{\sigma} = \frac{DA}{Dt} \delta \sigma - [\bar{B}(\dot{q}, \delta q), \sigma] \in \tilde{g}_a.
$$

(see [50]) and the formula

$$
\frac{d}{dt} J(\alpha(t)) - J \left( \frac{D}{Dt} \alpha(t) \right) = \mathcal{F}^\nabla (\alpha(t), \dot{q}(t)),
$$

where $\langle \mathcal{F}^\nabla (\alpha_q, v_q), \eta \rangle := \langle \alpha_q, \nabla_{v_q} \eta_Q \rangle$, (see [70]) we get the equations

$$
\frac{D^2}{Dt^2} V_q + \nabla \sigma^\nabla_{Q} \cdot \frac{D}{Dt} V_q + \nabla (\partial_t \dot{\sigma})^T_{Q} \cdot V_q + R(V_q, \dot{q}) \dot{q}
$$

$$
+ \left( \frac{DA}{Dt} \dot{\sigma} + ad^\nabla_{\dot{q}} \dot{\sigma} + i^T_q \partial_t J(V_q), i_q \bar{B} \right)^T = F^T_{\sigma} (\mathcal{F}^\nabla (V^\nabla_q, \dot{q}))^\nabla
$$

$$
\left( \frac{DA}{Dt} + ad^\nabla_{\dot{q}} \right) \left( \frac{DA}{Dt} \dot{\sigma} + i^T_q \partial_t J(V_q) \right) = 0,
$$

where we recall that $V_q := \frac{D}{Dt} \dot{q} - \nabla_q \sigma_Q \in TQ$. 

Using (3.100) these equations can be rewritten as

\[
\frac{D^3}{Dt^3} \dot{q} + R \left( \frac{D^2}{Dt^2} \dot{\bar{q}}, \dot{q} \right) \dot{q} = \frac{D^2}{Dt^2} \nabla_q \sigma Q - \nabla \sigma^T \cdot \frac{D}{Dt} V_q - \nabla (\partial_t \bar{\sigma})^T \cdot V_q + R(\nabla_q \bar{\sigma}, \dot{q}) \dot{q} + \nabla_q \left( i (\bar{\sigma} + \text{ad}_q^\dagger \bar{\sigma} + \bar{\sigma}^T \partial_t \bar{J}(V_q)) \right)_Q + F_{\bar{\sigma}}^T \left( F_{\bar{V}}^p (V_q, \dot{q}) \right)^2
\]

\[
\left( \frac{DA}{Dt} + \text{ad}_q^\dagger \right) (\bar{\sigma} + i_q T \partial_t \bar{J}(V_q)) = 0.
\]

These equations are the second-order analogue of (3.102). If the left hand side of the first one equals zero, then \( q(t) = \Pi(g(t)) \) is a Riemannian cubic. Hence the right hand side of (3.119) is the obstruction for the projected curve to be a cubic. For symmetric spaces, solutions to (3.119)–(3.120) with vanishing obstruction include in particular the horizontal curves characterised in Theorem 3.7, but also the special geodesics on the group that project to the ballistic curves of Section 3.6.4.

**Remark 3.28.** For \( G = \text{SO}(3) \), \( Q = S^2 \), the Lagrange–Poincaré equations are computed as

\[
\frac{D^3}{Dt^3} \ddot{x} + R \left( \frac{D}{Dt} \ddot{x}, \dot{x} \right) \ddot{x} = \sigma^2 \dddot{x} + 2\sigma \dot{x} \dddot{x} + \dddot{x} (x \times \dddot{x}) + 3\dddot{x} (x \times \dddot{x})
\]

\[
+ \sigma \left( 2[x \times \dddot{x} + (\dddot{x} \times \dddot{x})^\perp] + \|\dddot{x}\|^2 (x \times \dddot{x}) \right) - \alpha (x \times \dddot{x}) - x \cdot (\dddot{x} \times \dddot{x}) + \sigma \|\dddot{x}\|^2 - \dddot{x} = \alpha.
\]

for some constant \( \alpha \in \mathbb{R} \). Here we denoted by \( v^\perp = v - x(x \cdot v) \) the orthogonal projection of \( v \) onto the tangent plane to \( S^2 \) at \( x \).

### 3.7 Final remarks

In this chapter we investigated Riemannian cubics in object manifolds with normal metrics and in particular their relation to Riemannian cubics on the Lie group of transformations. Let us briefly summarise what we did.

Our starting point was the definition, in Section 3.2, of necessary concepts and a treatment of covariant derivatives for normal metrics in Section 3.3. The derivation of the Euler–Lagrange equation for cubics from the viewpoint of normal metrics followed in Section 3.4. The examples of Lie groups with invariant metrics and Type I symmetric
spaces were discussed in detail, and the relation with equations previously present in the literature was clarified. The new form of the equation was seen to lend itself to the analysis of horizontal lifts of cubics, due to the appearance of the horizontal generator of curves.

Section 3.5 proceeded with this line of investigation by deriving several results about horizontal lifting properties of cubics. For symmetric spaces a complete characterisation was achieved of the cubics that can be lifted horizontally to cubics on the group of isometries. In rank-one symmetric spaces this selects geodesics composed with cubic polynomials in time. The section continued with a treatment of the corresponding question in the context of Riemannian submersions. In Section 3.6 certain non-horizontal geodesics on the group were shown to project to cubics in the context symmetric spaces. A complete characterisation of such geodesics was given in the sense of Theorem 3.22. For the unit sphere acted on by the rotation group the corresponding projections were seen to be the circles of radius \( \frac{1}{\sqrt{2}} \), traversed at constant speed. A discussion of Lagrange–Poincaré reduction of cubics led to reduced equations that identified the obstruction for projections of cubics to be cubics in the object manifold.

As we explained in the opening paragraphs, the investigations of this chapter were motivated by the need to select interpolation models, in particular in computational anatomy. A class of such models was discussed in Section 2.5. In the next chapter we will revisit this type of model in both more detail and more generality, allowing for a wider range of applications, one of which, to quantum control, will be the topic of Chapter 5.
4 Inexact trajectory planning and inverse problems in the Hamilton–Pontryagin framework

In this chapter we return, in a more general setting, to the inexact template matching application discussed in Section 2.5. We saw there that the Euler–Lagrange equations split into a set of Euler–Poincaré equations that hold on the open time intervals between the nodes, and a set of node equations, given in parts (II) and (III) of Theorem 2.11, which describe how to pass from one open interval to the next. The primary purpose of this chapter is to develop a new geometric understanding of the node equations in terms of conjugate momenta. Continuing from this, we develop a numerical algorithm for the trajectory planning problem that respects the geometric properties exhibited by the continuous-time solution. The results of this chapter were published in [42]. Chapter 5 discusses an application to quantum control. It can be read before or after the present one.

4.1 Background and problem formulation

Let us describe the mathematical setup we consider here. We look for an optimal curve \( g(t) \) in a Lie group \( G \) that acts on a point \( Q_0 \) in an object manifold and generates a curve \( q(t) = g(t)Q_0 \), that passes through a sequence of target points at prescribed times. In some instances it is desirable to relax the target constraints in such a way that the optimal curve does not exactly pass through the target points, but still passes near them at the prescribed times. This may be achieved by including a soft constraint in the cost functional, that is, a term penalising the discrepancy between the trajectory \( q(t) \) and the targets. This leads to cost functionals of the following type,

\[
S = \int \ell(\xi, \dot{\xi}, \ldots, \xi^{(k-1)}) \, dt + \frac{1}{2\sigma^2} \sum_i d^2(q(t_i), q_i). \tag{4.1}
\]

Here we recall that \( \xi^{(j)} \) are the \( j \)-th time derivatives of a curve \( \xi(t) \) in the Lie algebra that integrates to the curve \( g(t) \), which in turn produces the trajectory in the object manifold according to \( q(t) = g(t)Q_0 \). The first part of the cost is the integral over a Lagrangian \( \ell \) and is associated with the curve on the group. The second part sums up the squares of
the distances $d$ between the curve $q(t)$ and the target points $q_i$, at the prescribed times $t_i$. The tolerance parameter $\sigma$ may be adjusted to suitably weight the two parts. Recall from Section 2.5 the example of computational anatomy, where a diffeomorphism group acts by transforming a medical image (or sub-structures thereof, such as points of interest, fibres, or surfaces). See [54] for an overview. In this context the prescribed target images (or sub-structures) may not be diffeomorphically related to the initial one. That is, the initial and target configurations may lie on different group orbits. In general one expects therefore that exact matching may not be possible and works instead with a soft constraint, as we did in (2.48). In the next chapter we will study a problem of similar nature in quantum control, published in [41]. There one considers the group of unitary matrices acting on quantum state space, with the goal of finding the optimal experimental manipulation of the system such that the evolution of an initial state passes near a sequence of given target states. The cost functional is directly related to the required amount of change in the experimental apparatus over time. The introduction of a soft constraint is appropriate in this problem even though in this case the group action is transitive, since by increasing the tolerance parameter $\sigma$ optimal trajectories may be achieved at a lower cost.

In a more general sense such trajectory planning problems can be thought of as inverse problems, where the data points $q_i \in Q$ have been determined experimentally at the times $t_i$ and one seeks the corresponding curve $g(t)$ in configuration space $G$. In this context a natural choice of the tolerance parameter $\sigma$ would be a measure of the uncertainty inherent in the experiment, such as standard deviation. The Lagrangian $\ell$ represents a modeling choice and is specific to the application one has in mind. As we will see in examples, a natural choice of Lagrangian $\ell$ leads to Riemannian cubics on the Lie group $G$.

### 4.2 Main content of the chapter

In Section 4.3 we shall rederive the Euler–Lagrange equations for the higher-order variational problem by using Lagrange multipliers in a generalisation of the symmetry reduced Hamilton–Pontryagin principle of geometric mechanics. In this approach, the derivation of the Euler–Lagrange equations simplifies considerably and a new geomet-
ric interpretation of the node equations emerges. Namely, they describe the evolution of Legendre–Ostrogradsky momenta across the nodes, in which the highest-order momentum experiences a discontinuous jump related to the distance between the curve in the object manifold and the target points. The discontinuity can be understood in terms of a momentarily broken symmetry at the node times. However, if the object manifold is isotropic with respect to a subgroup action then a residual symmetry remains. By Noether’s theorem, this residual symmetry leads to a conservation law across node times.

In Section 4.4 we discuss a number of applications, including rigid body splines, macromolecular configurations and quantum splines. Section 4.5 is concerned with the numerical solution of the inexact trajectory planning problem. More precisely, we describe a geometric discretisation of the higher-order Hamilton–Pontryagin principle for inexact trajectory planning, similar to the approach given in [71] for first-order systems. Our main motivation for the development of a geometric integrator is the exact momentum behaviour of the discrete solution. This leads in turn to a dimensionality reduction of the search space in the numerical optimisation.

### 4.3 Geometry of the inexact trajectory planning problem

We start with the statement of the problem considered here. One aims at steering from an initial point $Q_0$ in some object manifold $Q$ along an optimal trajectory $q(t)$ that evolves via the action of a Lie group $G$. That is, $q(t) = g(t)Q_0$, where the right hand side denotes the action of $g(t)$ on $Q_0$ and the curve $q(t)$ lies in the $G$-orbit of $Q_0$.

The optimality condition is given in terms of a function $\ell : k\mathfrak{g} \to \mathbb{R}$ defined on the $k$-fold Cartesian product $k\mathfrak{g}$ of the Lie algebra $\mathfrak{g}$, which measures the cost of the transformation $g(t)$, and a distance function $d : Q \times Q \to \mathbb{R}$. As we shall see, the integer $k$ determines the degree of smoothness of solution curves. The optimal curve $q(t)$ is required to pass near prescribed target points $Q_{t_i}$ at prescribed node times $t_i$ for $i = 1, \ldots, l$. This is formalised by including a squared distance term $d^2(g(t_i)Q_0, Q_{t_i})$ in the cost functional, for each $i$. Thus, the cost functional $S : \mathcal{C}(g) \to \mathbb{R}$, where $\mathcal{C}(g)$ is a
suitable space of $\mathfrak{g}$-valued curves (see below) is defined by

$$S[\xi] := \int_0^{t_l} \ell(\xi, \ldots, \xi^{(k-1)}) \, dt + \frac{1}{2\sigma^2} \sum_{i=1}^{l} d^2(g(t_i)Q_0, Q_{t_i}).$$

(4.2)

As usual, the notation $\xi^{(j)}$ is shorthand for $d^j\xi/dt^j$, the quantity $\sigma$ is a tolerance parameter, and the curve $g(t)$ originates at the identity $g(0) = e$ and satisfies $\dot{g} = \frac{d}{d\varepsilon}|_{\varepsilon=0} \exp(\varepsilon \xi)g$. Let us also recall the notation $R_g$ for multiplication by $g$ from the right and $TR_g$ for its differential, thus $\dot{g} = TR_g \xi$. In analogy to Section 2.5, variations are considered in a space $\mathcal{C}(\mathfrak{g})$ consisting of curves $\xi(t) : [0, t_l] \to \mathfrak{g}$ for which (4.2) exists and whose restrictions to open intervals $(t_{i-1}, t_i)$ for $i = 1, \ldots, l$ are $C^{2k-2}$ and whose $j$-th derivatives $\xi^{(j)}$ are continuous on $[0, t_i]$ for $j = 0, \ldots, k-2$. We also require the existence of one-sided limits of certain derivatives at the node times $t_i$. Moreover we assume that initial values of $\xi^{(j)}(0)$ for $j = 0, \ldots, k-2$, are given.

As we discussed in Section 2.5, this type of trajectory planning problem is familiar, for example, from image registration in computational anatomy, where one typically thinks of $Q_0$ as a template shape being deformed by a curve of diffeomorphisms $g(t)$, in turn generated by the time-dependent vector field $\xi(t)$ [58]. At times $t_i$ the resulting curve in shape space passes near the given target shapes $Q_{t_i}$, the parameter $\sigma$ determining the proximity of the passage. In this case, the Lie group $G$ of diffeomorphisms is infinite dimensional. However, in the present chapter we will restrict ourselves to the case of finite-dimensional Lie groups and object manifolds. As we will see in the next chapter, a finite-dimensional instance for illustrating these ideas arises in quantum control [41], where quantum state vectors evolve under the action of the unitary group. The generator curve $\xi(t)$ in this case corresponds to the Hamiltonian operator, which is controlled in experiments.

4.3.1 Euler–Lagrange equations via Lagrange multipliers

The Euler–Lagrange equations characterise solutions to Hamilton’s principle, $\delta S = 0$, and were derived in Section 2.5. As we noted in Theorem 2.11, the equations split into a set of higher-order Euler–Poincaré equations on the open time intervals between the node times and a number of node equations describing how the solution evolves across the nodes.
In our previous formulation of this problem, one must find the variation \( \delta g(t_i) \) that is produced by a (time dependent) variation \( \delta \xi(t) \). In relation to this task we quoted the result (2.54). The need for this non-trivial result can be removed by taking advantage of Lagrange multipliers in an equivalent variational formulation that we describe now. As this chapter demonstrates, the new approach also provides a geometric interpretation of the node equations and furthermore suggests a geometric numerical procedure for the solution of the problem, see Section 4.5 below.

The method of Lagrange multipliers involves enlarging the space on which the dynamics happen. We define the cost functional \( S \) on some space of curves \( \mathcal{C}(G \times k\mathfrak{g} \times k\mathfrak{g}^*) \),

\[
S[g, \xi^0, \ldots, \xi^{k-1}, \mu^0, \ldots, \mu^{k-1}] := \int_0^{t_l} \left[ \ell(\xi^0, \xi^1, \ldots, \xi^{k-1}) + \langle \mu^0, TR_{g^{-1}} \dot{g} - \xi^0 \rangle + \cdots \right] dt + \frac{1}{2\sigma^2} \sum_{i=1}^l d^2(g(t_i)Q_0, Q_{t_i}).
\]

(4.3)

Again some technical assumptions about the space of curves are needed, in order to carry out the variational calculus that follows. Namely, (4.3) exists, the curves are \( C^1 \) when restricted to the open intervals \((t_{i-1}, t_i)\) for \( i = 1, \ldots, l \), and \( g, \xi^0, \ldots, \xi^{k-2} \) are continuous on \([0, t_l]\). Moreover, one-sided limits of the curves \( \mu^r, r = 0, \ldots, k - 1 \), exist at the node times \( t_i \), for \( i = 0, \ldots, l \). We also assume \( g(0) = e \) and given initial values \( \xi^j(0) = \xi^j_0 \), for \( j = 0, \ldots, k - 2 \).

Before we take variations of \( S \) it is useful to recall the cotangent lift momentum map \( J^Q : T^*Q \to \mathfrak{g}^* \) associated with the action of \( G \) on \( Q \). It is defined via the equality

\[
\langle \alpha_q, \xi_Q(q) \rangle = \langle J^Q(\alpha_q), \xi \rangle, \quad \text{for any } \alpha_q \in T^*Q, \xi \in \mathfrak{g},
\]

(4.4)

where we have used the notation \( \xi_Q(q) := \frac{d}{d\varepsilon}|_{\varepsilon=0} e^{\varepsilon\xi}q \) and \( \langle \ldots \rangle \) for the respective duality pairings. We have already encountered this map in several places in earlier chapters. In Section 2.5 it occurred in the special form of the diamond operator \( \diamond \), and throughout Chapter 3 it played a crucial role due to its close relation with the horizontal generator of curves in a Riemannian setting, demonstrated in Theorem 3.1 (iv). Notice that in the present chapter we superscribe the letter \( Q \), in order to distinguish \( J^Q \) from a different momentum map, denoted \( J \), that we will need later.
For convenience we introduce the shorthand $d_1(d(q_1, q_2) \in T_{q_1}^*Q$ to denote the exterior derivative of the distance function $d$ with respect to the first entry, and $d_1(d(t_i)) := d_1(d(g(t_i)Q_0, Q_{t_i})$.

Integrating by parts and using (4.4) we obtain

\[
\delta S = \int_0^{t_1} \left[ -\dot{\mu}^0 - ad_{\xi^0} \mu^0, \eta \right] + \sum_{r=0}^{k-2} \left\langle \delta \ell \frac{\partial \delta \ell}{\partial \xi^r} - \mu^r - \dot{\mu}^{r+1}, \delta \xi^r \right\rangle + \left\langle \delta \ell \frac{\partial \delta \ell}{\partial \xi^{k-1}} - \mu^{k-1}, \delta \xi^{k-1} \right\rangle \\
+ \left\langle \delta \mu^0, TR_{g^{-1}} \dot{g} - \xi^0 \right\rangle + \sum_{r=1}^{k-1} \left\langle \delta \mu^r, \dot{\xi}^{r-1} - \xi^r \right\rangle \right] \, dt \\
+ \mu^0(t_1) + \frac{d(t_1)}{\sigma^2} \int Q(d_1(d(t_1)), \eta(t_1)) + \sum_{r=0}^{k-2} \left\langle \mu^{r+1}(t_1), \delta \xi^r(t_1) \right\rangle \\
+ \sum_{s=1}^{l-1} \left[ \mu^0(t_s^-) - \mu^0(t_s^+) + \frac{d(t_s)}{\sigma^2} \int Q(d_1(d(t_s)), \eta(t_s)) + \sum_{r=0}^{k-2} \left\langle \mu^{r+1}(t_s^-) - \mu^{r+1}(t_s^+), \delta \xi^r(t_s) \right\rangle \right] \\
- \mu^0(0) - \frac{d(0)}{\sigma^2} \int Q(d_1(d(0)), \eta(0)) - \sum_{r=0}^{k-2} \left\langle \mu^{r+1}(0), \delta \xi^r(0) \right\rangle ,
\]

where we set $\eta := TR_{g^{-1}} \delta g$ and used the notation for limits $\mu^r(t_s^-) := \lim_{t \uparrow t_s} \mu^r(t)$ as well as $\mu^r(t_s^+) := \lim_{t \downarrow t_s} \mu^r(t)$. Note that the last line above could have been omitted since by assumption $\eta(0) = 0$ and $\delta \xi^j = 0$ for $j = 0, \ldots, k - 2$.

We can now read off the Euler–Lagrange equations. On the one hand, for $t$ in any of the open intervals $(t_i, t_{i+1})$, $i = 0, \ldots, l - 1$, we have

\[
\dot{\mu}^0 + ad_{\xi^0} \mu^0 = 0, \quad \tag{4.6}
\]

\[
TR_{g^{-1}} \dot{g} - \xi^0 = 0, \quad \tag{4.7}
\]

\[
\dot{\xi}^{r-1} - \xi^r = 0, \quad (r = 1, \ldots, k - 1) \quad \tag{4.8}
\]

\[
\dot{\mu}^r + \mu^{r-1} - \delta \ell \frac{\partial \delta \ell}{\partial \xi^{r-1}} = 0, \quad (r = 1, \ldots, k - 1) \quad \tag{4.9}
\]

\[
\mu^{k-1} - \delta \ell \frac{\partial \delta \ell}{\partial \xi^{k-1}} = 0. \quad \tag{4.10}
\]

On the other hand, the node equations are given by

\[
\mu^0(t_s^-) - \mu^0(t_s^+) + \frac{d(t_s)}{\sigma^2} \int Q(d_1(d(t_s))) = 0, \quad (s = 1, \ldots, l - 1) \quad \tag{4.11}
\]

\[
\mu^r(t_s^-) - \mu^r(t_s^+) = 0, \quad (r = 1, \ldots, k - 1; s = 1, \ldots, l - 1) \quad \tag{4.12}
\]
\[
\mu^0(t) + \frac{d(t)}{\sigma^2} J^Q(d_1 d(t)) = 0, \quad \mu^r(t) = 0. \quad (r = 1, \ldots, k - 1)
\]

**Remark 4.1.** There are 4 versions of the action functional. The one above can be called the left-action, right-reduction version since \(g(t)\) acts on \(Q_0\) from the left, while \(\xi^0\) is the right-reduced velocity \(\xi^0 = TR_{g^{-1}} \dot{g}\). There are the following three other cases.

1. **The right-action, right-reduction case with action functional**
   
   \[
   S[g, \xi^0, \ldots, \xi^{k-1}, \mu^0, \ldots, \mu^{k-1}] := \int_0^t \left[ \ell(\xi^0, \xi^1, \ldots, \xi^{k-1}) + \langle \mu^0, TR_{g^{-1}} \dot{g} - \xi^0 \rangle 
   + \sum_{r=1}^{k-1} \langle \mu^r, \dot{\xi}^{r-1} - \xi^r \rangle \right] dt + \frac{1}{2 \sigma^2} \sum_{i=1}^l d^2(g(t_i)^{-1}Q_0, Q_{t_i}).
   \]

   The variation of the penalty term in this case changes according to
   \[
   \frac{1}{2} \delta d^2(g(t_i)^{-1}Q_0, Q_{t_i}) = -d(t_i) \langle Ad_{g(t_i)^{-1}}^* J(d_1 d(t_i)), \eta(t_i) \rangle.
   \]

   This means that (4.11) and (4.13) are replaced by
   \[
   \mu^0(t_s) - \mu^0(t^+_{s}) - \frac{d(t_s)}{\sigma^2} Ad_{g(t_s)^{-1}}^* J^Q(d_1 d(t_s)) = 0, \quad (s = 1, \ldots, l - 1)
   \]
   \[
   \mu^0(t_i) - \frac{d(t_i)}{\sigma^2} Ad_{g(t_i)^{-1}}^* J^Q(d_1 d(t_i)) = 0.
   \]

2. **In the right-action, left-reduction case, the action functional is**
   
   \[
   S[G, \Xi^0, \ldots, \Xi^{k-1}, m^0, \ldots, m^{k-1}] := \int_0^t \left[ l(\Xi^0, \Xi^1, \ldots, \Xi^{k-1}) + \langle m^0, TL_{G^{-1}} \dot{G} - \Xi^0 \rangle 
   + \sum_{r=1}^{k-1} \langle m^r, \dot{\Xi}^{r-1} - \Xi^r \rangle \right] dt + \frac{1}{2 \sigma^2} \sum_{i=1}^l d^2(G(t_i)^{-1}Q_0, Q_{t_i}),
   \]

   where we wrote \(L_G\) for multiplication by \(G\) from the left and \(TL_G\) for its differential.

   However, this is equivalent to the left-action, right-reduction case by identifying
   \[
   G = g^{-1}, \quad \Xi^0 = -\xi^0, \ldots, \Xi^{k-1} = -\xi^{k-1}, \quad m^0 = -\mu^0, \ldots, m^{k-1} = -\mu^{k-1}
   \]

   and setting \(\ell = l \circ \kappa\), where \(\kappa : k \mathfrak{g} \to k \mathfrak{g}\) is multiplication by \(-1\).
(3) By the same token the left-action, left-reduction case with action functional

\[
S[G, \Xi^0, \ldots, \Xi^{k-1}, m^0, \ldots, m^{k-1}] := \int_0^t \left[ l(\Xi^0, \Xi^1, \ldots, \Xi^{k-1}) + \langle m^0, T L_{G^{-1}} \dot{G} - \Xi^0 \rangle + \sum_{r=1}^{k-1} \langle m^r, \dot{\Xi}^{r-1} - \Xi^r \rangle \right] dt + \frac{1}{2 \sigma^2} \sum_{i=1}^l d^2 (G(t_i)Q_0, Q_{t_i})
\]

can be mapped to the right-action, right-reduction case.

In the analysis that follows we will largely restrict ourselves to the left-action, right-reduction case. Anything we say can be transferred to the remaining three cases by applying the modifications listed above.

4.3.2 Euler–Poincaré equations

From (4.6)–(4.10) it follows that on open intervals \((t_i, t_{i+1}), i = 0, \ldots, l - 1,\)

\[
\left( \frac{d}{dt} + ad^*_\xi \right) \sum_{j=0}^{k-1} (-1)^j \frac{d^j}{dv} \frac{\delta \ell}{\delta \xi^j} = 0,
\]

which we recognise as \(k\)-th order Euler–Poincaré equations (2.27). This is in line with our earlier Remark 2.12. It is interesting to note however that in the present chapter we have not yet said anything about invariant Lagrangians. Let us therefore briefly summarise why, from the viewpoint of invariant Lagrangians, the Euler–Poincaré equations must appear in the context of (4.2). We refer to Section 2.2.1 for definitions concerning higher-order tangent bundles and recall that a \(k\)-th order Lagrangian \(L : T^{(k)}G \to \mathbb{R}\) is said to be right-invariant if \(L([h]^{(k)}_{h(0)}) = L([h h(0)^{-1} e]^{(k)}_{h(0)}),\) for all elements \([h]^{(k)}_{h(0)}\) of the \(k\)-th order tangent bundle \(T^{(k)}G\). Let \(L\) be a right-invariant Lagrangian and consider Hamilton’s principle (Section 2.2.2), \(\delta \mathcal{J} = 0,\)

\[
\mathcal{J}[g] = \int_a^b L(g(t), \dot{g}(t), \ldots, g^{(k)}(t)) dt,
\]

where variations are taken with respect to fixed end points up to order \(k - 1,\) that is, \(\delta g^{(j)}(a) = \delta g^{(j)}(b) = 0,\) for \(j = 0, \ldots, k - 1,\) in any local chart. As we derived in Section 2.3, the Euler–Lagrange equations can be written in terms of the right-reduced velocity vector \(\xi = TR_{g^{-1}}\dot{g},\) which leads to the \(k\)-th order Euler–Poincaré equations

\[
\left( \frac{d}{dt} + ad^*_\xi \right) \sum_{j=0}^{k-1} (-1)^j \frac{d^j}{dv} \frac{\delta \ell}{\delta \xi^j} = 0.
\]
Here we denoted by \( \ell \) the reduced Lagrangian \( \ell : kg \to \mathbb{R} \) given by \( \ell := L|_{T^{(k)}G} \circ \alpha_k^{-1} \), with the reduction map \( \alpha_k \) as defined in (2.19).

It is now straightforward to see from the viewpoint of invariant Lagrangians that the Euler–Poincaré equation (4.16) must characterise optimal curves in the trajectory planning problem on open time intervals. We can un-reduce (4.2) to write

\[
S[g] = \int_0^{t_l} L(g, \dot{g}, \ldots, \dot{g}^{(k)}) \, dt + \frac{1}{2\sigma^2} \sum_{i=1}^l d^2(g(t_i)Q_0, Q_t),
\]

where we defined \( L := \ell \circ \alpha_k \). If the curve \( g(t) \) is a stationary point of (4.19), then \( \xi = TR_{g^{-1}}\dot{g} \) is a stationary point of (4.2). Conversely, if \( \xi \) is a stationary point of (4.2), then the curve \( g(t) \) defined by \( g(0) = e \) and \( \dot{g} = TR_g\xi \) is a stationary point of (4.19).

But for \( g(t) \) to be a stationary point of (4.19), \( g|_{[t_i, t_{i+1}]} \), \( 0 \leq i < l \), must be a solution to Hamilton’s principle \( \delta \int_{t_i}^{t_{i+1}} L(g, \dot{g}, \ldots, g^{(k)}) \, dt = 0 \) with fixed end-points \( g(t_i) \) and \( g(t_{i+1}) \). Correspondingly, since by construction \( L \) is right-invariant, \( \xi|_{[t_i, t_{i+1}]} \) must satisfy the \( k \)-th order Euler–Poincaré equations. It is important to note that the second term of (4.2) does not enter our considerations here, since we kept \( g(t) \) fixed at the boundaries of the open intervals. In other words, in order to calculate the equations governing curve evolutions on open intervals, one can ignore the mismatch term in (4.2).

### 4.3.3 Geometry of multipliers

We observe from (4.6)–(4.10) that on open intervals \( (t_i, t_{i+1}) \), \( i = 0, \ldots, l - 1 \),

\[
\mu^r = \sum_{j=0}^{k-r-1} (-1)^j \frac{d^j}{dt^j} \frac{\delta \ell}{\delta \xi^{r+j}} \quad (r = 0, \ldots, k - 1).
\]

(4.20)

For \( k = 2 \), for example, we obtain

\[
\mu^0 = \frac{\delta \ell}{\delta \xi^0} - \frac{d}{dt} \frac{\delta \ell}{\delta \xi^1}, \quad \mu^1 = \frac{\delta \ell}{\delta \xi^1}.
\]

(4.21)

We will now discuss the geometric meaning of the identities (4.20). As argued in the previous paragraph, we can ignore the second term of (4.2). That is, equations (4.6)–(4.10) and therefore (4.20) are obtained by taking suitably constrained variations of

\[
J[g, \xi^0, \ldots, \xi^{k-1}, \mu^0, \ldots, \mu^{k-1}] := \int_a^b \left[ \ell(\xi^0, \xi^1, \ldots, \xi^{k-1}) + \langle \mu^0, TR_{g^{-1}}\dot{g} - \xi^0 \rangle \right]
\]
\[ + \sum_{r=1}^{k-1} (\mu^r, \xi^{r-1} - \xi^r) \right] dt \]  

(4.22)

This variational principle is a higher-order generalisation of the \textit{reduced Hamilton–Pontryagin principle} of first-order mechanics. In first-order mechanics, this principle provides a unified treatment of the Lagrangian and Hamiltonian descriptions of invariant mechanical systems on Lie groups (see [72] for a detailed discussion). In particular, the \textit{Legendre transform} connecting the two descriptions is revealed by the variational calculus.

This remains true for higher-order mechanics. Indeed, (4.20) can be recognised to be the reduced Legendre transform that appears in [39, 50]. While we found (4.20) from a variational approach, these references take as starting point [38], where a coordinate free description of the higher-order Legendre transform on manifolds was given. We briefly review this approach here.

The Legendre transform of higher-order mechanics, given in [38], is a map \( \text{Leg} : T^{(2k-1)}G \rightarrow T^*(T^{(k-1)}G) \). If \( \text{Leg} \) is a diffeomorphism (that is, \( L \) is \textit{hyperregular}), it connects the Lagrangian and Hamiltonian descriptions just as in the first-order case. With respect to the right-trivialisations

\[ T^{(2k-1)}G \cong G \times (2k-2)g, \quad T^*(T^{(k-1)}G) \cong G \times (k-2)g \times (k-1)g^* \]  

(4.23)

it is given as [50]

\[
\text{Leg}: (g, \xi^0, \ldots, \xi^{2k-2}) \mapsto (g, \xi^0, \ldots, \xi^{k-2}, \mu^0, \ldots, \mu^{k-1}),
\]

where \( \mu^r = \sum_{j=0}^{k-r-1} (-1)^j \frac{d^j}{dt^j} \frac{\delta \ell}{\delta \xi^{r+j}} \) \( (r = 0, \ldots, k - 1) \).

The same equations were seen in (4.20) to emerge from the Hamilton–Pontryagin principle (4.22). This means that, as for first order, the higher-order Hamilton–Pontryagin principle contains both Lagrangian and Hamiltonian descriptions of higher-order mechanics and provides a unified framework for both views.

More precisely, to obtain the Lagrangian description one may eliminate \( \mu^0, \ldots, \mu^{k-1} \) from (4.6)–(4.10) using (4.20). The resulting equations are the trivialised flow equations of the \textit{Lagrangian vector field}, which is an element of \( \mathfrak{X}(T^{(2k-1)}G) \) [38].
On the other hand, if (4.10) can be solved for \( \xi^{k-1} \) (this is the case, for example, when \( L \) is hyperregular) then (4.6)–(4.9) are the trivialised flow equations of the Hamiltonian vector field \( X_H \in \mathfrak{X}(T^*(T^{(k-1)}G)) \), which solves [38]

\[
i_{X_H} \omega = dH,
\]

where \( \omega \) is the canonical symplectic form on \( T^*(T^{(k-1)}G) \) and \( H : T^*(T^{(k-1)}G) \to \mathbb{R} \) is given as

\[
H(g, \xi^0, \ldots, \xi^{k-2}, \mu^0, \ldots, \mu^{k-1}) = \sum_{r=0}^{k-1} \langle \mu^r, \xi^r \rangle - \ell(\xi^0, \ldots, \xi^{k-1})
\]

(4.25) with respect to the trivialisation (4.23).

By consequence of (4.24) the flow map \( F_t : T^*(T^{(k-1)}G) \to T^*(T^{(k-1)}G) \) of the Hamiltonian vector field preserves the symplectic form \( \omega \). For later reference we point out how this can be seen alternatively from the Hamilton–Pontryagin principle. This is a generalisation to higher order of a standard argument (see for example [71, Section 3] for the first-order case). If we omit end point constraints on the variations of \( J \) in (4.22), the integration by parts contributes boundary terms to \( \delta J \) (cf. (4.5)),

\[
\delta J = \int_{a}^{b} \cdots dt + \langle \mu^0, TR_g^{-1} \delta g \rangle \bigg|_{a}^{b} + \sum_{r=0}^{k-2} \langle \mu^{r+1}, \delta \xi^{r} \rangle \bigg|_{a}^{b} = \int_{a}^{b} \cdots dt + \theta(\delta x)\bigg|_{a}^{b},
\]

(4.26)

where \( \theta \) in the second equality is the canonical one-form on \( T^*(T^{(k-1)}G) \) and we defined \( \delta x(t) \) to be the curve in \( TT^*(T^{(k-1)}G) \) whose trivialisation corresponds to the variations \( (TR_g^{-1} \delta g, \delta \xi^0, \ldots, \delta \xi^{(k-2)}, \delta \mu^0, \ldots, \delta \mu^{(k-1)}) \). If we restrict the variations to solution curves of (4.6)–(4.10), we may just as well express \( J \) as a function of initial conditions \( J_{\text{initial}} : T^*(T^{(k-1)}G) \to \mathbb{R} \). The integral part of (4.26) then vanishes and we obtain

\[
\delta J = dJ_{\text{initial}}(\delta x(a)) = (F_{b-a}^* \theta - \theta)(\delta x(a)).
\]

Therefore, \( dJ_{\text{initial}} = F_{b-a}^* \theta - \theta \). Taking into account that \( d^2 = 0 \), we obtain the desired identity \( F_{b-a}^* \omega - \omega = d^2 J_{\text{initial}} = 0 \).
4.3.4 Momentum conservation and Noether’s theorem

We alluded to a conservation law in Remark (1) of Section 2.6 promising a more detailed discussion later in the thesis. Let us make good on that promise now. We notice from (4.6)–(4.10) that \( \text{Ad}_g^* \mu^0 \) is a conserved quantity on open time intervals. Indeed by (4.6)

\[
\frac{d}{dt} \text{Ad}_g^* \mu^0 = \text{Ad}_g^* (\mu^0 + \text{ad}_{\xi^0}^* \mu^0) = 0. \tag{4.27}
\]

In the context of first-order Euler–Poincaré equations a similar momentum conservation is due to the invariance of the Lagrangian with respect to group multiplication operations. This is an instance of Noether’s theorem, which roughly speaking guarantees that the momentum map associated with the action of a symmetry group is preserved (see for example [5, Chap. 11]). We now show that the situation is similar for (4.27).

The right action \( R \) of \( G \) on itself,

\[
R : G \times G, \quad (h, g) \mapsto R_g(h) = hg,
\]
can be lifted to an action on \( T^{(k-1)}G \),

\[
T^{(k-1)}R : T^{(k-1)}G \times G \to T^{(k-1)}G, \quad ([h]_{h(0)}^{(k-1)}, g) \mapsto T^{(k-1)}R_g ([h]_{h(0)}^{(k-1)}) = [hg]_{h(0)g}^{(k-1)}.
\]

This action can subsequently be lifted to its cotangent lifted action ([5, Chap. 12.1])

\[
T^*T^{(k-1)}R : T^*(T^{(k-1)}G) \times G \to T^*(T^{(k-1)}G),
\]
given in trivialised form as

\[
T^*T^{(k-1)}R_g(h, \xi^0, \ldots, \xi^{k-2}, \mu^0, \ldots, \mu^{k-1}) = (hg, \xi^0, \ldots, \xi^{k-2}, \mu^0, \ldots, \mu^{k-1}).
\]

It is apparent that the Hamiltonian (4.25) is symmetric with respect to this group action. By Noether’s theorem the associated momentum map is conserved.

What is this momentum map? By appealing to standard formulas\(^{15}\) ([5, Chap. 12.1]) we find that the momentum map \( J : T^*(T^{(k-1)}G) \to g^* \) is

\[
J(g, \xi^0, \ldots, \xi^{k-2}, \mu^0, \ldots, \mu^{k-1}) = \text{Ad}_g^* \mu^0,
\]

\(^{15}\)In essence one uses the standard formula (4.4) for cotangent lift momentum maps, however replacing \( Q \) by \( T^{(k-1)}G \) and taking into account that we are dealing with a right action here.
with respect to the trivialisation (4.23). The conservation law observed in (4.27) can therefore be written as \( \dot{J} = 0 \). It thus arises from the right-invariance of the Lagrangian (respectively, the Hamiltonian) via Noether’s theorem.

The conservation law can also be obtained from a variational perspective. This is well known in first-order mechanics, and it is also the case in higher-order mechanics. We take a solution of (4.6)–(4.10) on the time interval \([a, b]\) and vary it according to \( \delta g = TL_g \nu \) for \( \nu \in \mathfrak{g} \). For \( J \) as in (4.22) we have (cf. (4.26))

\[
\delta J = 0 = \langle \mu^0, TR_{g^{-1}} TL_g \nu \rangle|_a^b = \langle \text{Ad}_g^* \mu^0, \nu \rangle|_a^b. \tag{4.28}
\]

The same argument holds after replacing the upper boundary \( b \) by any \( b' \in [a, b] \). Since \( \nu \) was arbitrary we conclude that \( \text{Ad}_g^* \mu^0 \) is conserved along a solution of (4.6)–(4.10).

### 4.3.5 Node equations

The remarks above concerned equations (4.6)–(4.10) on the open time intervals between nodes. We now come to the node equations (4.11)–(4.14). They specify the evolution across node times of the Lagrange multipliers \( \mu^r \), which we interpreted above as the reduced Legendre momenta of the system.

More specifically, the momenta \( \mu^r, r = 1, \ldots, k - 1 \) are continuous on \([0, t_l]\), while the 0-th momentum \( \mu^0 \) experiences jump discontinuities at the nodes. If the Lagrangian \( \ell \) is hyperregular we can conclude that \( g \in C^{2k-2}([0, t_l]) \), that is, \( g \) is \((2k - 2)\) times continuously differentiable on \([0, t_l]\). Furthermore, the node equations specify terminal values for the curves \( \mu^r, r = 1, \ldots, k - 1 \).

For \( a, b \in \mathbb{R} \) define \( 1_{a \leq b} \) to be equal to 1 if \( a \leq b \) and 0 otherwise. We can now prove the following theorem, which generalises Theorem 2.11 (I).

**Theorem 4.2.** For \( t \) in any of the open time intervals \( (t_s, t_{s+1}) \) as well as for \( t \in \{0, t_l\} \),

\[
\mu^0(t) = -\frac{1}{\sigma^2} \text{Ad}_g^* (t) \left( \sum_{s=1}^{t} 1_{t_s \leq t} d(t_s) \text{Ad}_{g(t_s)}^* J^Q(d_1 d(t_s)) \right). \tag{4.29}
\]

**Proof.** At final time \( t = t_l \) (4.29) clearly holds because of (4.13). Since \( \text{Ad}_g^* \mu^0 \) is conserved on open intervals it follows that for \( t \in (t_s, t_{s+1}) \),

\[
\mu^0(t) = \text{Ad}_g^* (t) \text{Ad}_g^* (t_{s+1}) \mu^0(t_{s+1}).
\]
We can now obtain (4.29) by induction over the open time intervals, noting that at each node \( t = t_s \) a term \( -\frac{d(t_s)}{\sigma^2} J^Q(d_1 d(t_s)) \) gets added on.

In order to formulate the following corollary we recall from Section 3.2.2 the notation \( g_q \) for any point \( q \in Q \), which denotes the Lie algebra of the isotropy subgroup \( G_q \) of that point, \( G_q := \{ g \in G \vert g q = q \} \).

**Corollary 4.3.** For a solution of (4.6)–(4.14) we have, for \( t \) in any of the open time intervals \((t_s, t_{s+1})\) as well as for \( t \in \{0, t_l\}\),

\[
\langle \mu^0(t), \rho \rangle = 0 \quad \text{for all } \rho \in g_{q(t)}. \tag{4.30}
\]

In Section 4.5 we will develop a geometric algorithm that inherits an exact version of this corollary. This implies that the numerical search for the optimal initial value of \( \mu^0 \) can be restricted to the subspace of \( g^* \) that annihilates \( g_{Q_0} \).

**Proof.** For \( t \) and \( \rho \) as in the statement of the corollary it follows from Theorem 4.2 that

\[
\langle \mu^0(t), \rho \rangle = -\frac{1}{\sigma^2} \sum_{s=1}^{t} 1_{t \leq t_s} \langle d(t_s) J^Q(d_1 d(t_s)), \text{Ad}_{g_{t_s}} \text{Ad}_{g(t-1)} \rho \rangle
\]

\[
= -\frac{1}{\sigma^2} \sum_{s=1}^{t} 1_{t \leq t_s} \langle d(t_s) d_1 d(t_s), (\text{Ad}_{g_{t_s}} \text{Ad}_{g(t-1)} \rho)_{Q} (q(t_s)) \rangle = 0,
\]

where we used (4.4) for the second equality and noted that \( \text{Ad}_{g_{t_s}} \text{Ad}_{g(t-1)} \rho \in g_{q(t_s)} \) for the third.

\[
\]

---

4.3.6 Residual conservation law after partial symmetry breaking

A physically intuitive perspective on Corollary 4.3 is to understand it as a residual conservation law after partial symmetry breaking. We can see the sum in (4.3) as the integral over a time-dependent potential function \( V : [0, t_l] \times G \to \mathbb{R} \) given by

\[
V(t, g) = \frac{1}{2\sigma^2} \sum_{i=1}^{t} \delta(t - t_i) d^2(g(t) Q_0, Q_{t_i}), \tag{4.31}
\]
where $\delta$ denotes the Dirac delta function. This potential produces instantaneous singular forces at node times $t_i$, which impart the jump discontinuities on the otherwise conserved momentum $J = \text{Ad}_g^* \mu^0$,

$$J(t^+_s) = J(t^-_s) + \frac{d(t_s)}{\sigma^2} \text{Ad}^*_{g(t_s)} J^Q(d_1 d(t_s)). \tag{4.32}$$

This is because the presence of this potential breaks the $G$-invariance of the variational problem, however a residual symmetry remains. Clearly, multiplication of $g$ from the right by an element $h \in G_{Q_0}$ leaves $V$ invariant. An adaptation of the argument surrounding equation (4.28), restricting $\nu$ to the subspace $g_{Q_0} \subset g$, then leads to

$$0 = \langle \text{Ad}^*_{g} \mu^0 | \nu \rangle^t_0,$$

for any $t \in [0, t_i]$. But (4.13) guarantees that $\langle \text{Ad}^*_{g(t_i)} \mu^0(t_i), \nu \rangle = 0$. Therefore,

$$\langle \text{Ad}^*_{g(t)} \mu^0(t), \nu \rangle = 0$$

for any $t \in [0, t_i]$ and any $\nu \in g_{Q_0}$, which is equivalent to Corollary 4.3.

### 4.4 Applications

In this section and in the next chapter we discuss a number of examples that summon the inexact trajectory planning problem. We first briefly review why Riemannian cubics are particularly important types of curves in physical problems. We then treat the rigid body and molecular strands, leaving the discussion of finite-dimensional quantum systems for Chapter 5.

#### 4.4.1 Riemannian cubics revisited

A curve $x(t)$ in Euclidean 3-space can be given physical content by understanding it as the trajectory of a classical particle. More specifically, Newton’s second law demands that a particle of unit mass under the influence of an external force $F$ moves along a trajectory that satisfies $\ddot{x} = F$. In particular, force-free motion ($F = 0$) is along straight lines at constant speed.
If instead configuration space is given by a Riemannian manifold $Q$, with kinetic energy represented by $K = \frac{1}{2} \| \dot{q} \|_Q^2$, then one can understand $(D_t \dot{q})^b$ as a generalised force acting on a physical system whose time evolution is represented by the curve $q(t)$. Hence, force-free motion is along geodesics and the action functional $S = \int_a^b L dt$, with $L(q, \dot{q}, \ddot{q}) = \frac{1}{2} \| D_t \dot{q} \|_q^2$, measures the square of the $L^2$-norm of the external force. As we saw in Section 2.2.3, Hamilton’s principle leads to Riemannian cubics.

In the following we will discuss a number of physical systems whose configuration spaces are Lie groups and whose equation of motion in the absence of external forces is given by $D_t \dot{g} = 0$ for some right (or left) invariant Riemannian metric. We showed in Section 2.4 that in this context

$$D_t \dot{g} = \left( \dot{\xi} + \text{ad}_\xi^{\dagger} \dot{\xi} \right) g, \quad \text{or} \quad D_t \dot{g} = g \left( \dot{\xi} - \text{ad}_\xi^{\dagger} \dot{\xi} \right),$$

(4.33)

respectively, where $\xi(t) \in \mathfrak{g}$ is the right (or left) reduced velocity vector. We observed that, as a consequence, the Lagrangian $L = \frac{1}{2} \| D_t \dot{g} \|^2_g$ can be reduced to a function $\ell : 2\mathfrak{g} \to \mathbb{R}$

$$\ell(\xi^0, \xi^1) = \frac{1}{2} \| \xi^1 \pm \text{ad}_{\xi^0}^{\dagger} \xi^0 \|^2_g.$$  

(4.34)

The Lagrangian (4.34) is a particularly natural choice for $\ell$ in the inexact trajectory planning problem since optimal curves minimise (in the $L^2$ sense) the amount of external forcing necessary to achieve them. It is clear from the equations of motion (4.6)–(4.12) that the solution $g(t)$ is a Riemannian cubic on open intervals, and twice continuously differentiable on the whole time interval $[0, t_i]$. As we mentioned in Remark 2.2, such curves are called Riemannian cubic splines.

**Remark 4.4.** Let us point to a probabilistic interpretation of Riemannian cubics. More details can be found in Appendix A. See also [16], where a closely related idea is discussed in the context of stochastic modeling of biological growth. Let $G$ be a Lie group with right-invariant metric $\gamma$ and let $e_i, i = 1, \ldots, d$, be an orthonormal basis of the $d$-dimensional Lie algebra $\mathfrak{g}$. Consider a curve $g(t) \in G$, whose right-reduced velocity $\xi = \text{TR}_g^{-1} \dot{g}$ satisfies the following Ito stochastic differential equation

$$d\xi = -\text{ad}_\xi^{\dagger} \xi dt + \sigma_W \sum_{i=1}^d dW^i e_i,$$  

(4.35)
where $W^i$, $i = 1, \ldots, d$, are independent Brownian motions (see, for example, [73, Chap. 2.2] for a definition) and $\sigma_W \in \mathbb{R}$. Suppose the (noisy) data is given in a vector space $V$ equipped with an inner product, whose norm we denote by $\|\cdot\|_V$. The noise distribution is assumed to be Gaussian, that is, the probability density function has the form $p(Q) \sim \exp\left(-\frac{1}{2\sigma_n^2}\|Q - \bar{Q}\|_V^2\right)$, where $\bar{Q}$ is the true state of the system and $\sigma_n \in \mathbb{R}$. Suppose experiments at times $t_i$, $i = 1, \ldots, l$, measuring the trajectory $g(t)Q_0$ have given results $q_{t_i}$. Then the minimisation of

$$S = \int_0^{t_l} \ell(\xi, \dot{\xi}) \, dt + \frac{\sigma_W^2}{2\sigma_n^2} \sum_{i=1}^l \|g(t_i)Q_0 - q_{t_i}\|_V^2,$$

(4.36)

with $\ell$ as in (4.34), can formally be understood as the maximisation of the (logarithm of the) probability of the path $g(t)$, given the measurements. Alternative models of stochastic forcing will typically lead to minimisation problems of the same type, but with different choices of $\ell$ (see also Remark 4.5 below).

### 4.4.2 Rigid body splines

Let the Lie group $G$ be the set of rigid rotations $SO(3)$, and let $Q$ be the unit sphere $S^2 \subset \mathbb{R}^3$. We work with the conventions of Remark 3.6. Let $\gamma$ be a left-invariant Riemannian metric on $SO(3)$. This defines an inner product on $\mathfrak{so}(3)$ which can be expressed as

$$\gamma_e(\Omega_1, \Omega_2) = \Omega_1 \cdot I \Omega_2$$

for a symmetric, positive definite matrix $I$. The geodesic equation $D_t \dot{g} = 0$ in Euler–Poincaré form is

$$\dot{\Omega} + I^{-1}(\Omega \times I \Omega) = 0, \quad \dot{g} = g \hat{\Omega}.$$

(4.37)

Consequently, the Lagrangian (4.34) takes the form

$$\ell(\Omega^0, \Omega^1) = \frac{1}{2}(\Omega^1 + I^{-1}(\Omega^0 \times I \Omega^0)) \cdot I(\Omega^1 + I^{-1}(\Omega^0 \times I \Omega^0))$$

$$= \frac{1}{2} \|\Omega^1 + I^{-1}(\Omega^0 \times I \Omega^0)\|_{\mathfrak{so}(3)}^2.$$

(4.38)
Consider the inexact trajectory planning problem in the left-action, left-reduction form. That is, suppose an initial point \( x_0 \) and targets \( x_{t_1}, \ldots, x_{t_L} \in S^2 \) are given, as well as a tolerance parameter \( \sigma \). We seek the minimiser of

\[
S[g, \Omega^0, \Omega^1, \mu^0, \mu^1] = \int_{t_0}^{t_L} \frac{1}{2} \| \Omega^1 + I^{-1}(\Omega^0 \times I\Omega^0) \|_{so(3)}^2 + \langle \mu^0, g^{-1} \dot{g} - \Omega^0 \rangle \\
+ \langle \mu^1, \dot{\Omega}^0 - \Omega^1 \rangle + \frac{1}{2\sigma^2} \sum_{i=1}^{L} \|g(t_i)x_0 - x_{t_i}\|^2.
\]

(4.39)

The physical interpretation is as follows. The group of rigid rotations, \( SO(3) \), is the configuration manifold of a rigid body constrained to rotate around a fixed point. In the absence of external torques the motion is governed by the geodesic equation (4.37), where \( I \) is the moment of inertia tensor (see, for example, [74, Chap. 2.4]). The resulting curve \( g(t) \) describes the orientation of the rigid body relative to a space-fixed reference frame.

Suppose the motion of a rigid body (with or without external torque) is partially observed in an experiment. At discrete times \( t_i \) the direction of a particular body fixed axis is measured in the space-fixed frame, generating a sequence of outcomes \( x_{t_i} \in S^2 \). Therefore, if \( x_0 \) is the initial direction of the axis and \( g(t) \) describes the rigid body motion, then \( g(t_i)x_0 - x_{t_i} = 0 \), up to measurement error. One would like to model the trajectory \( g(t) \), taking into account this information. The action functional (4.39) encodes one such model, yielding the curve \( g(t) \) of minimal external torque (in the \( L^2 \) sense) that is consistent with the experiment. A natural choice for the parameter \( \sigma^2 \) is to set it equal to the variance of the measurement.

An example simulation can be seen in Figure 4.1, which was generated using the numerical algorithm discussed later (in Section 4.5). What is shown is the curve \( g(t) \) that minimises (4.39) for a set of measurements \( x_{t_i} \); these measurements are taken to correspond to the points \( I_{t_i} \) defined earlier, in (2.64). In the figure we represent the rotation group in the following way: A given element of \( SO(3) \) corresponds to a point on the radial line along the rotation axis, at a distance from the origin equal to the rotation angle. The radius of the inner sphere is \( \pi \) and the radius of the outer sphere is \( 2\pi \). The centre, marked by a cross, and the boundary of the outer sphere thus both represent the identity matrix.

If the observer is instead moving with a body fixed frame and measuring a space
Fig. 4.1: Riemannian cubic in the group of rigid rotations. Optimal curve $g(t)$ in $SO(3)$ corresponding to the data points $x_{t_i} := I_{t_i}$ of (2.64) and generated using the algorithm discussed later, in Section 4.5. The moment of inertia tensor was taken to be the identity matrix and the tolerance parameter was set to $\sigma = 0.025$. For more information on how $SO(3)$ is represented here, see the main text.

fixed direction, then $g(t_i)^{-1}x_0 - x_{t_i} = 0$, up to measurement error. In this case the inexact trajectory planning problem presents itself in the right-action, left-reduction form. Evidently, the formalism presented in this chapter applies to any (sufficiently smooth) choice of Lagrangian. For example,

$$\ell(\Omega^0, \Omega^1) = \frac{1}{2} \Omega^0 \cdot (I\Omega^1 + \Omega^0 \times I\Omega^0)$$

leads to optimal curves $g(t)$ with minimal work done by external torques.

Remark 4.5. We mentioned in Remark 4.4 that the minimisation of (4.39) is related to a certain inverse problem given the stochastic evolution (4.35), see also Appendix A. Alternative stochastic models lead to forms of $\ell$ different from (4.38). For example,

$$d\Omega = -I^{-1}(\Omega \times I\Omega)dt + \sigma_W dW,$$

where $dW = (dW^1, dW^2, dW^3)^T$ is a vector of independent Brownian motions, leads to

$$\ell(\Omega^0, \Omega^1) = \frac{1}{2} \|\Omega^1 + I^{-1}(\Omega^0 \times I\Omega^0)\|^2$$

with $\|\cdot\|$ being the Euclidean norm.
4.4.3 Quantum splines

Quantum splines will be the topic of Chapter 5. Suffice it to say at this stage that the object manifold will be \( n \)-dimensional complex projective space, \( Q = \mathbb{CP}^n \), acted on by the group \( G = SU(n + 1) \) of special unitary matrices.

4.4.4 Macromolecular configurations

Equilibrium configurations of macromolecular structures and of DNA in particular can be modelled using the classical theory of elastic rods. See [75, 76] for examples of this approach. In this section we formulate an inexact trajectory planning problem in this context.

We start by describing how the configuration of an elastic rod can be described by a position curve \( \mathbf{r}(s) \) in \( \mathbb{R}^3 \) and a curve \( R(s) \) in the group of rigid rotations, \( SO(3) \). Here, \( s \in [0, 1] \) parametrises the cross sections of the rod along its length, whereby for a given value of \( s \) the vector \( \mathbf{r}(s) \) points to the centre of mass of the respective cross section, as seen in the lab frame. Let \( \mathbf{e}_i(s), i = 1, 2, 3 \) be an orthonormal frame such that \( \mathbf{e}_1(s) \) and \( \mathbf{e}_2(s) \) point along the principal axes of the moment of inertia tensor of the cross section. We will refer to this frame as the body-fixed frame. \( R(s) \) is the rotation that transforms the initial frame at \( s = 0 \) (which we assume to coincide with the lab frame) to the body-fixed frame at \( s \). Therefore the configuration of a macromolecule can be described by a curve \( g(s) = (R(s), \mathbf{r}(s)) \) in the special Euclidean group, \( SE(3) \), originating at the identity.

The group multiplication rule of \( SE(3) \) is

\[
(R_1, \mathbf{r}_1)(R_2, \mathbf{r}_2) = (R_1 R_2, R_1 \mathbf{r}_2 + \mathbf{r}_1).
\]

The Lie algebra \( \mathfrak{se}(3) \) consists of elements \( (\Omega, \mathbf{v}) \) with \( \Omega \in \mathfrak{so}(3) \) and \( \mathbf{v} \in \mathbb{R}^3 \). Applying the inverse of the hat map (2.45) to \( \Omega \) we can represent \( \mathfrak{se}(3) \) as \( \mathbb{R}^6 \). The ad operation becomes

\[
\text{ad}_{\xi_1} \xi_2 = \text{ad}_{(\Omega_1, \mathbf{v}_1)}(\Omega_2, \mathbf{v}_2) = (\Omega_1 \times \Omega_2, \Omega_1 \times \mathbf{v}_2 - \Omega_2 \times \mathbf{v}_1).
\]

If we identify the dual \( \mathfrak{se}(3)^* \) with \( \mathbb{R}^6 \) using the standard dot product as duality pairing,
then
\[ \text{ad}_{(\Omega, v)}^*(\mu, a) = (-\Omega \times \mu - v \times a, -\Omega \times a). \] (4.40)

The body-fixed velocity vector pertaining to a configuration \((R(s), r(s))\) is defined as
\[ \xi = g^{-1} \dot{g} = (R^{-1} \dot{R}, R^{-1} \dot{r}) = (\Omega, R^{-1} \dot{r}) \]
where a superscript \(\cdot\) means derivation with respect to \(s\). In vector notation we can set \(v = R^{-1} \dot{r}\) so that \(\xi = (\Omega, v) \in \mathbb{R}^6\). In physical terms this encodes the velocity (with respect to “time” \(s\)) of a fixed point in space that a body-fixed observer would measure, that is, an observer whose coordinate system is the body-fixed frame based at \(r(s)\). Indeed, a space-fixed point \(x_0 = x(0)\) as seen by a body-fixed observer describes the curve \(x(s) = R^{-1}(s)x_0 - R^{-1}(s)r(s)\), whose velocity is \(\dot{x} = -R^{-1} \dot{R} x + R^{-1} \dot{r} = -\Omega \times x + v\).

A macromolecule that is experimentally constrained to assume a configuration with given final rotation and displacement \(g(1) = (R(1), r(1))\) will relax into an equilibrium state that minimises potential energy with respect to all possible configurations respecting the constraint. For the case of DNA the authors of [76] propose to model this effect using the Lagrangian \(L : TSE(3) \to \mathbb{R}\) whose left-reduced form \(l : se(3) \to \mathbb{R}\) is given by
\[ l(\xi) = \frac{1}{2} (\xi - z) \cdot K(\xi - z). \]
The \(6 \times 6\) matrix \(K\) is symmetric and positive definite and encodes the various stiffness properties. The double helix structure of DNA means that the equilibrium configuration for unconstrained end points retains a number \(n\) of rotations along its length. This is expressed by the vector
\[ z = \begin{pmatrix} 2\pi n e_z \\ e_z \end{pmatrix}, \] (4.41)
where we assume without loss of generality that the equilibrium configuration for unconstrained end points is oriented along the spatial \(z\)-axis and has unit length.

In the case of constrained final rotation and displacement \(g(1) = (R(1), r(1))\) the equilibrium configuration minimises the action functional \(S = \int_0^1 l(\xi) \, ds\). Hamilton’s principle, \(\delta S = 0\), leads to Euler–Poincaré equations
\[ \dot{\xi} = K^{-1} \text{ad}^*_\xi K (\xi - z) = \text{ad}^*_\xi (\xi - z), \] (4.42)
with \( \text{ad}^{*} \) operation given by (4.40) and the operation \( \text{ad}^{\dagger} \) defined by \( \text{ad}^{\dagger}_{\xi_{1}} \xi_{2} := K^{-1}\text{ad}^{*}_{\xi_{1}} K\xi_{2} \).

This equation of motion can be used to design second-order Lagrangians to model non-equilibrium states of the DNA. For example, let us set
\[
\ell(\xi^{0}, \xi^{1}) = \frac{1}{2} (\xi^{1} - \text{ad}^{\dagger}_{\xi_{0}}(\xi^{0} - z)) \cdot K(\xi^{1} - \text{ad}^{\dagger}_{\xi_{0}}(\xi^{0} - z))
\]
\[
= \frac{1}{2} \|\xi^{1} - \text{ad}^{\dagger}_{\xi_{0}}(\xi^{0} - z)\|^{2}_{K}.
\]

Suppose an experiment measures the position of the centre of mass \( r(s_{i}) \) at a number of parameter values \( s_{i} (i = 1, \ldots, l) \) as well as a body fixed direction, say \( e_{3}(s_{i}) \). The space of measurement outcomes is \( Q = S^{2} \times \mathbb{R}^{3} \subset \mathbb{R}^{6} \) with \( SE(3) \) action given by
\[
(R, r)(x, y) = (Rx, Ry + r).
\]

If the measurements yield the sequence \((x_{s_{i}}, y_{s_{i}}) (i = 1, \ldots, l)\) this suggests that up to measurement error the configuration \( g(s) \in SE(3) \) satisfies
\[
g(s_{i})(e_{3}(0), 0) = (x_{s_{i}}, y_{s_{i}}).
\]

The task of modelling the configuration \( g(s) \) can then be cast in the form of an inexact trajectory planning problem in the left-action, left-reduction form with cost functional
\[
S[g, \xi^{0}, \xi^{1}, \mu^{0}, \mu^{1}] = \int_{0}^{t_{1}} \frac{1}{2} \|\xi^{1} - \text{ad}^{\dagger}_{\xi_{0}}(\xi^{0} - z)\|^{2}_{K} + \left\langle \mu^{0}, g^{-1}\dot{g} - \xi^{0} \right\rangle + \left\langle \mu^{1}, \dot{\xi}^{0} - \xi^{1} \right\rangle \, ds
\]
\[
+ \frac{1}{2\sigma^{2}} \sum_{i=1}^{l} \|g(s_{i})(e_{3}(0), 0) - (x_{s_{i}}, y_{s_{i}})\|^{2}.
\]

**Remark 4.6.** Due to the anisotropy in velocity space, expressed by the vector \( z \), the Euler–Poincaré equation (4.42) is not the reduced geodesic equation for the curve \( g(t) \) with respect to the metric defined by \( K \). Consequently, the solution to the inexact trajectory matching problem is not a Riemannian cubic spline.

### 4.5 Geometric discretisation

The purpose of this section is to illustrate how the higher-order Hamilton–Pontryagin principle offers a direct route towards geometric numerical integrators. All one needs to do, in essence, is to provide a geometric discretisation of the constraint \( TR_{g^{-1}}\dot{g} - \xi^{0} = 0 \) and
define a discrete Hamilton–Pontryagin principle accordingly. For first-order variational problems this idea was introduced in [71], building on the general theory of variational integrators (see [77] for an extensive review). We follow in the footsteps of [71] to treat second-order problems. Third and higher orders can be dealt with in a similar fashion.

Our main motivation for the development of a geometric integrator lies with the exact momentum behaviour exhibited by the discrete solution curves. Not only does the momentum conservation on open intervals (4.27) translate exactly into the discrete picture, but the behaviour at the nodes is given by discrete versions of the continuous time node equations (4.11)–(4.14). As a consequence, one can obtain discrete analogues of Theorem 4.2 and Corollary 4.3. This means that the numerical search for the optimal initial value of the momentum $\mu^0$ can be restricted to a linear subspace of $g^*$ of the same dimension as the data manifold $Q$. As we shall see below, the variational nature of the integrator also means that the discrete flow map preserves the canonical symplectic form on $T^* (T G)$.

The implementation of quantum splines in the next chapter will be based on the algorithm presented here.

### 4.5.1 A geometric integrator

In discrete mechanics the time axis $[t_0, t_l]$ is replaced by a set of discrete time points $t_k = t_0 + kh$, $k = 0, \ldots, N$, where $h$ is the step size and $t_l = t_0 + Nh$. We use integers $N_i$, $i = 1, \ldots, l$, as node indices, that is, $t_i = t_0 + N_i h$. For convenience we also define $N_0 := 0$.

We will need a map $\tau : g \to G$ that approximates the Lie exponential and is an analytic diffeomorphism in a neighbourhood of 0 with $\tau(0) = e$ as well as $\tau(\xi)\tau(-\xi) = e$ for all $\xi \in g$. An example is the Cayley transform, which is a second-order approximation of the Lie exponential in quadratic matrix Lie groups. These include the applications discussed in Section 4.4. The Cayley transform is defined as

$$\tau(\xi) = (e - \xi/2)^{-1} (e + \xi/2).$$

More details on this and other examples can be found in [71].

Since $\tau$ is an approximate of the Lie exponential, a simple way of discretising the constraint $TR_{g_{-1}} \dot{g} - \xi^0 = 0$ is to require that $g_{k+1} = \tau(h\xi_k^0)g_k$, where $h$ is the size
of a time step. Similarly one may translate $\dot{\xi}^0 = \xi^1$ to $\xi^{0}_{k+1} = \xi^{0}_{k} + h\xi^1_k$. With these considerations in mind we define a discretised version of the action functional (4.3) on discrete path space $C_d$. Let

$$C_d = \{ g_0, \xi^0_0, \xi^1_0, (g_k, \xi^0_k, \xi^1_k, \mu^0_k, \mu^1_k)_{k=1}^N \} = (G \times 2g) \times (G \times 2g \times 2g^*)^N,$$

then we define $S_d : C_d \to \mathbb{R}$ as

$$S_d = h \left[ \sum_{k=0}^{N-1} \ell(\xi^0_k, \xi^1_k) + \left\langle \mu^0_{k+1}, \frac{1}{h}\tau^{-1}(g_{k+1}g^k_1) - \xi^0_k \right\rangle + \left\langle \mu^1_{k+1}, \frac{1}{h}(\xi^0_{k+1} - \xi^0_k) - \xi^1_k \right\rangle \right] + \frac{1}{2\sigma^2} \sum_{i=1}^t d^2(g_N, Q_0, Q_i). \quad (4.43)$$

In analogy to the continuous time problem we assume that $g_0 = e$ and $\xi^0_0$ are given.

The discrete Euler–Lagrange equations follow from Hamilton’s principle, $\delta S_d = 0$. That is, they characterise paths $\gamma \in C_d$, for which $\delta S_d := \delta\gamma(S) = 0$ for all variations $\delta\gamma \in T_\gamma C_d$ with $\delta g_0 = 0$ and $\delta \xi^0_0 = 0$.

In the process of computing $\delta S_d$ we need to calculate $\delta\tau^{-1}(g_{k+1}g^k_1)$. For that purpose it is convenient to introduce the left-trivialised differential of $\tau$ at $\xi \in g$,

$$D\tau_{\xi} : g \to g, \quad \eta \mapsto \tau(\xi)^{-1}(T_\xi \tau(\eta)),$$

whose inverse we denote by $D\tau^{-1}_{\xi}$. By taking a derivative of $\tau(\xi)\tau(-\xi) = e$ one can show that [71]

$$D\tau^{-1}_{\xi} = D\tau^{-1}_{-\xi} \circ \text{Ad}_{\tau(\xi)}. \quad (4.44)$$

Denoting $\eta_k := (\delta g_k)g^k_1$ we find

$$\delta\tau^{-1}(g_{k+1}g^k_1) = T_{\tau(h\xi^0_k)}\tau^{-1}(\eta_{k+1}\tau(h\xi^0_k)) - T_{\tau(h\xi^0_k)}\tau^{-1}(\tau(h\xi^0_k)\eta_k)$$

$$= T_{\tau(h\xi^0_k)}\tau^{-1}(\tau(h\xi^0_k)\text{Ad}_{\tau(-h\xi^0_k)}\eta_{k+1}) - T_{\tau(h\xi^0_k)}\tau^{-1}(\tau(h\xi^0_k)\eta_k)$$

$$= D\tau^{-1}_{h\xi^0_k}(\text{Ad}_{\tau(-h\xi^0_k)}\eta_{k+1}) - D\tau^{-1}_{h\xi^0_k}(\eta_k)$$

$$= D\tau^{-1}_{-h\xi^0_k}(\eta_{k+1}) - D\tau^{-1}_{h\xi^0_k}(\eta_k),$$

where in the last equality we used (4.44). Introducing the quantities

$$\mu^1_0 := \mu^1_1 + h\mu^0_1 - h\frac{\delta\ell}{\delta \xi^0_0}, \quad \mu^0_0 := (D\tau^{-1}_{h\xi^0_0})^*\mu^0_1 \quad (4.45)$$
and

$$\mu_k^0 := (D\tau_{-h\xi_k^0})^*(D\tau_{h\xi_k})^* \mu_k^0 \quad (k = 1, \ldots, N), \quad (4.46)$$

we obtain, after rearranging terms,

$$\delta S_d = h \left[ \sum_{k=1}^{N-1} \left\{ \frac{\delta \ell}{\delta \xi_k^0} - \mu_{k+1}^0 + \frac{1}{h} \mu_k^1 - \frac{1}{h} \mu_{k+1}^1, \delta \xi_k \right\} + \left\langle \frac{\delta \ell}{\delta \xi_k} - \mu_{k+1}^1, \delta \xi_k^1 \right\rangle 
+ \left\langle \frac{1}{h} \mu_k^0 - \frac{1}{h} (D\tau_{-h\xi_k^0})^*(D\tau_{-h\xi_k^0})^* \mu_{k+1}^0 \right\rangle + \left\langle \delta \mu_{k+1}^0, \ldots \right\rangle + \left\langle \delta \mu_k^1, \ldots \right\rangle \right] 
+ h \left\langle \frac{\delta \ell}{\delta \xi_k^1} - \mu_k^1, \delta \xi_k \right\rangle + h \left\langle \delta \mu_1, \ldots \right\rangle + h \left\langle \delta \mu_1, \ldots \right\rangle + \left\langle \mu_1^1, \delta \xi_0 \right\rangle - \left\langle \mu_0^1, \delta \xi_0 \right\rangle 
+ \left\langle \mu_N^0, \eta_N \right\rangle - \left\langle \mu_0^0, \eta_0 \right\rangle + \frac{1}{\sigma^2} \sum_{i=1}^N \left\langle d_N, J^Q(d_1 d_{N_i}), \eta_{N_i} \right\rangle,$$

where we used abbreviations $d_{N_i} = d(g_{N_i}Q_0, Q_t)$ and $d_1 d_{N_i} := d_1(d(g_{N_i}Q_0, Q_t))$. The Euler–Lagrange equations are therefore composed of the following equations. The constraints

$$g_{k+1} = \tau(h\xi_k^0)g_k, \quad \xi_{k+1}^0 = \xi_k^0 + h\xi_k^1 \quad (k = 0, \ldots, N - 1), \quad (4.47)$$

the discrete equations for the Legendre–Ostrogradsky momenta

$$\mu_{k+1}^1 = \mu_k^1 - h(D\tau_{-h\xi_k^0})^* \mu_{k+1}^0 + h \frac{\delta \ell}{\delta \xi_k^0} \quad (k = 1, \ldots, N - 1) \quad (4.48)$$

$$\frac{\delta \ell}{\delta \xi_k^1} - \mu_k^1 = 0 \quad (k = 0, \ldots, N - 1), \quad (4.49)$$

the discrete version of the Euler–Poincaré equation for interior indices $k \neq N_i (i = 1, \ldots, l)$

$$\mu_{k+1}^0 = (D\tau_{-h\xi_k^0})^*(D\tau_{h\xi_k^0})^* \mu_k^0 \quad (4.50)$$

and for node indices $k = N_i (i = 1, \ldots, l - 1)$

$$\mu_{k+1}^0 = (D\tau_{-h\xi_k^0})^*(D\tau_{h\xi_k^0})^* \left( \mu_k^0 + \frac{d_k}{\sigma^2} J^Q(d_1 d_k) \right) \quad (4.51)$$

Finally,

$$\mu_N^0 + \frac{d_N}{\sigma^2} J^Q(d_1 d_N) = 0, \quad (4.52)$$

$$\mu_1^1 = 0. \quad (4.53)$$
A solution $\gamma \in C_d$ to (4.47)–(4.51) is said to have initial conditions $(g_0, \xi_0^0, \mu_0^0, \mu_1^0) \in G \times g \times 2g^* \cong T^*(TG)$, using the definitions (4.45). If the Lagrangian $\ell$ is hyperregular, then (4.49) can be solved for $\xi_1^1$. This means that $\xi_1^1$ can be eliminated from equations (4.47)–(4.51), which can subsequently be integrated for given initial conditions. If in addition equations (4.52) and (4.53) are satisfied, then $\gamma$ is a critical point of the action functional $S_d$.

Remark 4.7. In Remark 4.1 we mentioned that besides the above left-action, right-reduction case, three other cases were available to be considered. In a similar manner to what we observed in that remark the right-action, right-reduction case introduces changes to equations (4.51) and (4.52). These become

\[
\mu_{k+1}^0 = (D\tau_{-h\xi_k^0})^*(D\tau_{h\xi_k^0})^*\left(\mu_k^0 - \frac{d_k}{\sigma^2} \text{Ad}^*_{g_k^{-1}} J^Q(d_1 d_k)\right) \quad \text{and} \quad \\
\mu_N^0 - \frac{d_N}{\sigma^2} \text{Ad}^*_{g_N^{-1}} J^Q(d_1 d_N) = 0,
\]

respectively. The remaining two cases (left-action, left-reduction; and right-action, left-reduction) are equivalent to the first two in just the same way as explained in Remark 4.1.

4.5.2 Geometric properties

As in Section 4.3.3 the interior equations are conveniently analysed by omitting the mismatch penalty term (4.43) from the action functional, so that

\[
\mathcal{J}_d = h \left[ \sum_{k=0}^{N-1} \ell(\xi_k^0, \xi_k^1) + \left\langle \mu_{k+1}^0, \frac{1}{h} \tau^{-1}(g_{k+1} g_k^{-1}) - \xi_k^0 \right\rangle + \left\langle \mu_{k+1}^1, \frac{1}{h} (\xi_{k+1}^0 - \xi_k^0) - \xi_k^1 \right\rangle \right]
\]

The arguments that surround equation (4.26) and show symplecticity of the continuous time flow can then be applied in a straightforward manner to the discrete case. Indeed, interior equations (4.47)–(4.50) define a flow map $F_d : G \times g \times 2g^* \to G \times g \times 2g^*$, which integrates a solution $\gamma$ for given initial conditions. That is, $(F_d)^k(g_0, \xi_0^0, \mu_0, \mu_1) = (g_k, \xi_k^0, \mu_k^0, \mu_k^1)$ or more succinctly $(F_d)^k(\gamma_0) = \gamma_k$. We restrict $J_d$ to solutions of (4.47)–(4.50) and express it as a function $J_{d,\text{initial}} : T^*(TG) \to \mathbb{R}$ of initial conditions $\gamma_0 \in T^*(TG)$. This means that if $\gamma \in C_d$ is the solution obtained by integrating $\gamma_0$ then
\[ J_{d, \text{initial}}(\gamma_0) = J_d(\gamma). \] It follows that
\[ dJ_{d, \text{initial}}(\delta \gamma_0) = \langle \mu_1^N, \delta \xi_N \rangle - \langle \mu_0^1, \delta \xi_0^0 \rangle + \langle \mu_0^0, \eta_N \rangle - \langle \mu_0^0, \eta_0 \rangle = (((F_d)^N)^* \theta - \theta)(\delta \gamma_0), \]
where \( \theta \) is the canonical one-form on \( T^*(TG) \). Hence, \( dJ_{d, \text{initial}} = ((F_d)^N)^* \theta - \theta \). Taking an exterior derivative shows that the canonical symplectic form \( \omega = d\theta \) is preserved by \( F_d \). Hence the discrete flow map \( F_d \) is symplectic.

Similarly, the observations given in Section 4.3.4 can be translated to the discrete picture. We pointed out in the paragraph of equation (4.28) how to obtain the conservation of the momentum map \( J = \text{Ad}_g \mu^0 \) from a variational perspective. These arguments can be applied to the discrete variational principle to show that \( \text{Ad}^*_{g_{k+1}} \mu_{k+1}^0 = \text{Ad}^*_{g_k} \mu_k^0 \) for interior indices \( k \neq N_i \). Equivalently, a manipulation of equation (4.50) using (4.44) shows that
\[ \mu_{k+1}^0 = (D\tau^{-1}_{-h\xi_k})^* (D\tau_{h\xi_k})^* \mu_k^0 = \text{Ad}^*_{\tau_{(-h\xi_k)}} \mu_k^0 = \text{Ad}^*_{g_k} \mu_k^0 = \text{Ad}^*_{g_{k+1}} \text{Ad}^*_{g_k} \mu_k^0, \]
and therefore \( \text{Ad}^*_{g_{k+1}} \mu_{k+1}^0 = \text{Ad}^*_{g_k} \mu_k^0 \).

Remark 4.8. One can show that the discrete flow map \( F_d \) is in general only accurate to first order in step size \( h \). Indeed, consider the Lagrangian of Riemannian cubics for a bi-invariant metric,
\[ \ell(\xi^0, \xi^1) = \frac{1}{2} \| \xi^1 \|^2_0. \] By a Taylor expansion of the continuous-time flow map \( F_t \) we obtain, for a solution originating at the identity \( e \in G \),
\[ g(h) - g_1 = \frac{h^2}{2} (\mu_0^1)^T + \mathcal{O}(h^3). \]
Here \( g_1 \) is the group element reached after the first step and \( \mu_0^1 \) is the initial value of \( \mu^1 \). This is an important limitation of the integrator. In the present context this is acceptable, since we do not need to compute the solution curves for long times; if this were required, the development of more accurate methods would be necessary.

Remark 4.9. The equations of motion on open intervals can be geometrically discretised in the purely Lagrangian picture by following [78]. One chooses a suitable discrete Lagrangian \( L_d : G \times G \times G \rightarrow \mathbb{R} \) and applies variational calculus to the discrete action sum
\[ S_d = \sum_{k=0}^{N-2} L_d(g_k, g_{k+1}, g_{k+2}). \]
Let us define, for example, $\xi : G \times G \to \mathfrak{g}$ by $\xi(g_1, g_2) = h^{-1} \tau^{-1} (g_2 g_1^{-1})$ and set

$$L_d(g_k, g_{k+1}, g_{k+2}) := h\ell(\xi(g_k, g_{k+1}), h^{-1}(\xi(g_{k+1}, g_{k+2}) - \xi(g_k, g_{k+1}))).$$

Boundary conditions being equal, the resulting optimal curve $(g_0, \ldots, g_N)$ for this Lagrangian is the same as the one we obtained from the discrete Hamilton–Pontryagin principle. The Hamilton–Pontryagin principle has an advantage in situations where more sophisticated discretisations of the constraint $TR_{g^{-1}} \dot{g} = \xi^0$ are chosen. For example, in the preliminary study \cite{79} Runge–Kutta–Munthe–Kaas methods were used to introduce a class of such integrators. Those integrators can still be understood in the purely Lagrangian framework, however the definition of the corresponding function $L_d(g_k, g_{k+1}, g_{k+2})$ is implicit in that evaluating it requires solving a variational problem. The Hamilton–Pontryagin approach circumvents this difficulty by building the discretisation of the constraint into the variational principle from the outset.

The node equation (4.51) reflects in a geometrically consistent way the jump discontinuities of $\text{Ad}_g^* \mu^0$ given in (4.32). Indeed, (4.51) says that

$$J_{k+1} = J_k + \frac{d_k}{\sigma^2} \text{Ad}_{g_k}^* J^Q(\sigma_1 d_k)$$

when $k = N_i$. Moreover, the final time conditions (4.52) and (4.53) are exact analogues of (4.13) and (4.14). See Figure 4.2 for an example. Putting everything together leads to discrete versions of Theorem 4.2 and Corollary 4.3. The proofs are analogous to the continuous time case.

**Theorem 4.10.** For $k = 0, \ldots, N$

$$\mu_k^0 = -\frac{1}{\sigma^2} \text{Ad}_{g_{k-1}}^* \left( \sum_{i=1}^{l} 1_{k \leq N_i} d_{N_i} \text{Ad}_{g_{N_i}}^* J^Q(\sigma_1 d_{N_i}) \right).$$

**Corollary 4.11.** For $k = 0, \ldots, N$

$$\langle \mu_k^0, \rho \rangle = 0 \quad \text{for all } \rho \in \mathfrak{g}_{g_k} Q_0.$$
\begin{figure}
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\includegraphics[width=\textwidth]{fig4.2.png}
\caption{Momentum norms. For the interpolating discrete cubic of Figure 4.1, the plot shows the norms of the momenta $\mu_k^0$ and $\mu_k^1$. The norm of $\mu_k$ displays the momentum discontinuities at node indices as well as exact conservation at interior indices, in accordance with (4.50) and (4.51). The norm of $\mu_k^1$ demonstrates continuity, as found in (4.48). Both curves respect terminal conditions (4.52) and (4.53).}
\end{figure}

The discrete equations of motion (4.47)–(4.51) can be employed to express the action functional $\mathcal{J}_d$ as a function $\mathcal{J}_{d,\text{initial}} : T^*(TG) \rightarrow \mathbb{R}$ of initial conditions $\gamma_0 = (g_0, \xi_0^0, \mu_0^0, \mu_1^0) \in T^*(TG) \cong G \times g \times 2g^*$. The minimiser in the space of initial conditions can then be determined by a gradient descent method. Since $g_0 = e$ and $\xi_0^0$ are given, the minimisation is in effect only over the variables $(\mu_0^0, \mu_1^0)$. By Corollary 4.11 the optimal $\mu_0^0$ lies in the subspace of $g^*$ that annihilates $g_{\gamma_0}$, to which the search can therefore be restricted. On the other hand one still needs to consider all of $g^*$ for the optimisation of $\mu_1^0$.

The gradient of $\mathcal{J}_{d,\text{initial}}$ can be estimated via finite-difference methods. However, this requires the repeated forward integration of (4.47)–(4.51). The number of such integrations increases with the number of dimensions of the Lie group $G$, and for higher
dimensional systems this quickly becomes unfeasible. Such difficulties can be circumvented using the standard method of *adjoint equations*, which can be easily implemented for the geometric discretisation presented here (a detailed derivation is provided in the appendix). Then the *exact* gradient is obtained at the cost of integrating twice (once forward and once backward) a system of equations of the same complexity as the forward equations.

The significance of the exact preservation of final time constraints (4.13) and (4.14) in the form of (4.52), (4.53) is to provide verification that a (local) minimum has been found. When the tolerance is tight (σ is small) and in the absence of a good initial guess it may occur that the algorithm tends to a local minimum rather than the global one. Suitable initial guesses can be computed using a homotopy strategy. This means a step-by-step reduction of σ, where the optimum at one value of σ is taken as the initial guess at the next smaller value.

### 4.7 Final remarks

In this chapter we discussed a type of inexact trajectory planning problem whose optimal curves are required to pass near a sequence of fixed target positions at designated times. In Section 4.3 a new derivation of the Euler–Lagrange equations for this type of problem was obtained using a higher-order Hamilton–Pontryagin principle. This approach provided a geometric interpretation of the node equations in terms of Legendre–Ostrogradsky momenta. The highest-order momentum was seen to undergo discontinuous jumps at the node times as a consequence of a partially broken Lie group symmetry. This was the content of Theorem 4.2 and Corollary 4.3. In Section 4.4 some applications of the theory were discussed, which summoned the inexact trajectory planning problem both from a control theoretic viewpoint (quantum splines, see also the next chapter) as well as in the context of a type of inverse problem (rigid body splines, macromolecular configurations). Finally, Section 4.5 was concerned with the numerical approach to solving the problem at hand. The reduced Hamilton–Pontryagin principle was taken as the starting point to obtain a geometric discretisation of the Euler–Lagrange equations, which led to exact momentum behaviour with discrete versions of both Theorem 4.2 and Corollary 4.3. This meant in
particular that the search for the optimal initial value of the highest-order momentum could be restricted to a subspace of the Lie algebra dual of the Lie group whose action describes the motion.

In discussing the applications of Section 4.4, we were mainly interested in a certain type of inverse problem giving rise to the inexact trajectory planning problem. Without giving much detail we also mentioned an application in quantum control. This application will be the topic of the next chapter.
5 Quantum splines

A quantum spline is a smooth curve parametrised by time in the space of unitary transformations, whose associated orbit on the space of pure states traverses a designated set of quantum states at designated times, such that the trace norm of the time rate of change of the associated Hamiltonian is minimised. The solution to the quantum spline problem is obtained following the methods presented in the previous chapter. We then apply it in an example that illustrates quantum control of coherent states. We include some numerical simulations that are based on the algorithm presented in Section 4.5. The treatment is self-contained in the sense that the chapter can be read before or after Chapter 4. The content of this chapter has been published in condensed form in [41].

5.1 Some elements of quantum mechanics

Statics. The pure states of quantum systems are represented as points in quantum state space, which is a quotient of a complex Hilbert space. For a mathematically minded introduction to quantum theory, see [80]. In this chapter we consider quantum systems with finite dimensional Hilbert space $\mathcal{H} = \mathbb{C}^{n+1}$, for some $n \in \mathbb{N}$, with the standard Hermitian inner product. These are physically realised as systems of quantum mechanical angular momentum. The corresponding state space is $n$-dimensional complex projective space $\mathbb{CP}^n$, which derives from $\mathbb{C}^{n+1}$ upon considering the set of equivalence classes modulo the identification $|\psi\rangle \sim \lambda |\psi\rangle$, for $\lambda \in \mathbb{C}^*$. Here we introduced the notation $|\psi\rangle$ for elements of Hilbert space. We define $\langle \psi |$ to be the Hermitian transpose of $|\psi\rangle$ and write

$$\langle \psi | \phi \rangle := (|\psi\rangle)^\dagger |\phi\rangle = \sum_{i=1}^{n+1} \overline{\psi}_i \phi_i \quad (5.1)$$

for the inner product between vectors $|\psi\rangle$ and $|\phi\rangle$.

Dynamics. Quantum dynamics are encoded by the so-called Hamiltonian operator $H$ of the system, which is a Hermitian matrix. The time evolution, in units $\hbar = 1$, is given by the Schrödinger equation

$$\frac{d}{dt} |\psi\rangle = -iH |\psi\rangle,$$
where $|\psi(0)\rangle$ is a homogeneous coordinate of the initial state. Equivalently,

$$\dot{U} = -iHU, \quad |\psi(t)\rangle = U(t)|\psi(0)\rangle,$$  \hspace{1cm} (5.2)

where $U(t)$ is a curve in the group of unitary matrices whose corresponding orbit is the evolution on quantum state space. One may assume without loss of generality that the anti-Hermitian matrix $iH$ is of zero trace, such that $U(t)$ is special unitary. This is due to the fact that the trace contributes a complex phase factor to the state evolution, which can be neglected in projective terms. If the Hamiltonian operator is constant, then the solution of the Schrödinger equation is given by the Lie exponential,

$$|\psi(t)\rangle = e^{-iHt}|\psi(0)\rangle = U(t)|\psi(0)\rangle.$$

### 5.2 Motivation and problem statement

Controlling the evolution of the unitary transformations that generate quantum dynamics, as described above, is vital in quantum information processing. There is a substantial literature devoted to the investigation of the many aspects of quantum control.\(^{16}\) The objective of quantum control is the unitary transformation of one quantum state into another one, subject to certain criteria.

For example, one may wish to transform a given quantum state $|\psi\rangle$ into another state $|\phi\rangle$ unitarily in the shortest possible time, with finite energy resource $[81, 82, 83]$. When only the initial and final states are involved, many time-independent Hamiltonians are available that achieve the unitary evolution $|\psi\rangle \to |\phi\rangle$, and we simply need to find one that is optimal.

However, transforming a given quantum state $|\psi\rangle$ along a path that traverses through a sequence of designated quantum states $|\psi\rangle \to |\phi_1\rangle \to |\phi_2\rangle \to \cdots \to |\phi_n\rangle$ cannot in general be achieved by a time-independent Hamiltonian. To realise this chain of transformations in the shortest possible time, one chooses the optimal Hamiltonian $H_j$ for each interval $|\phi_j\rangle \to |\phi_{j+1}\rangle$ $[82, 83]$, and switches the Hamiltonian from $H_j$ to $H_{j+1}$ when the state has

\(^{16}\)At the time of drafting this thesis there are 1000 papers posted on the arXiv that contain the terms “quantum” and “control” in the title.
reached $|\phi_{j+1}\rangle$. However, instantaneous switching of the Hamiltonian is in general not experimentally feasible.

In this chapter, we consider the following quantum control problem: Let a set of quantum states $|\phi_1\rangle, |\phi_2\rangle, \ldots, |\phi_m\rangle$ and a set of times $t_1, t_2, \ldots, t_m$ be given. Starting from an initial state $|\psi_0\rangle$ at time $t_0 = 0$, find a time-dependent Hamiltonian $H(t)$ such that the evolution path $|\psi_t\rangle$ passes arbitrarily close to $|\phi_j\rangle$ at time $t = t_j$ for all $j = 1, \ldots, m$, and such that the change in the Hamiltonian, in a sense defined below, is minimised. The solution to this problem will generate a continuous curve in the space of quantum states that interpolates through the designated states, just as a spline curve interpolates through a given set of data points. However, there is a difference between a classical spline curve and a quantum spline. In the classical context the solution curve passes through a given set of points, whereas in the quantum context, a curve on the space of pure states in itself has no operational meaning. After all, it is the Hamiltonian operator that can be designed in an experiment. Thus, instead of finding a curve in the space of pure states where the designated states lie, we must find a time-dependent curve in the space of Hamiltonians that in turn will generate the optimal curve in the unitary transformation group, the quantum spline. In other words, we shall seek a curve in the associated Lie algebra...
\[ \text{su}(n+1), \] which of course is equivalent to the space of Hamiltonians, up to multiplication by \( i = \sqrt{-1} \).

Since our optimality condition for quantum splines involves the time-derivative of \( iH(t) \), we shall make use of the techniques developed in the earlier chapters for the higher-order calculus of variations on Lie groups and their algebras. First, we will derive the Euler–Lagrange equations (5.7) and (5.11) below that solve the quantum spline problem. An example of such a solution for a two-level quantum system is sketched in Fig. 5.1. As an application, we illustrate how the results transform a quantum state along a path that lies entirely on the coherent-state subspace. The discretisation used in the production of the figures in this chapter is described in Section 4.5.

### 5.3 Quantum spline equations

The optimal curve \( H(t) \) that solves the quantum spline problem is the minimiser of a cost functional (action) consisting of two terms: The first term measures the overall change in the Hamiltonian during the evolution. For this purpose we shall consider the trace norm; i.e., for a pair of trace-free skew-Hermitian matrices \( A \) and \( B \) we define their inner product by

\[
\langle A, B \rangle := -2 \text{tr}(AB),
\]

where the factor 2 is purely conventional. Thus, if \( H \) is a time-dependent Hamiltonian and \( \dot{H} \) its time derivative, the instantaneous penalty arising from changing the Hamiltonian is given by \( \frac{1}{2} \langle i\dot{H}, i\dot{H} \rangle = \text{tr}(\dot{H}^2) \). The second term penalises the mismatch between the state \( |\psi_j\rangle \) at time \( t_j \) and the target state \( |\phi_j\rangle \). For this purpose we shall use the standard geodesic distance on complex projective space\(^{17}\)

\[
D(\psi, \phi) = 2 \arccos \sqrt{\frac{\langle \psi|\phi \rangle \langle \phi|\psi \rangle}{\langle \psi|\psi \rangle \langle \phi|\phi \rangle}}
\]

\(^{17}\)At this stage we can reveal our motivation for the factor of 2 in (5.3). The inner product (5.3) can be extended to a bi-invariant Riemannian metric on the \( SU(n+1) \). The normal metric induced on \( \mathbb{CP}^1 \) by the action of \( SU(n+1) \) then coincides with the so-called Fubini–Study metric, whose distance function is (5.4). This geometric relation between the respective metrics is useful when analysing the relationship between the Riemannian cubics on \( \mathbb{CP}^1 \) and those on \( SU(n+1) \), along the lines of Chapter 3. In the present chapter however, such considerations will play no role.
for a pair of states $|\psi\rangle$ and $|\phi\rangle$. Writing $U(t)$ for the parametric family of unitary operators generated by $H(t)$ so that $|\psi_{t_j}\rangle = U(t_j)|\psi_0\rangle$, the mismatch penalty is chosen to be $D^2(U(t_j)|\psi_0\rangle, |\phi_j\rangle)/2\sigma^2$, where the tolerance $\sigma > 0$ is a tunable parameter so that the penalty is high when $\sigma$ is small, and the factor of a half is purely conventional.

The action, of course, must be minimised subject to the constraint that the dynamical evolution of the state is unitary. That is, $U$ must satisfy the Schrödinger equation $\dot{U} = -iHU$, given above in (5.2). Therefore, given an initial state $|\psi_0\rangle$ at time $t_0 = 0$, a set of target states $|\phi_1\rangle, \ldots, |\phi_m\rangle$ at times $t_1, \ldots, t_m$, and an initial Hamiltonian $H(0) = H_0$, we wish to find the minimiser of

$$J = \int_{t_0}^{t_m} \left( \frac{1}{2} \langle i \dot{H}, i \dot{H} \rangle + \langle M, \dot{U} U^{-1} + iH \rangle \right) dt + \frac{1}{2\sigma^2} \sum_{j=1}^{m} D^2(U(t_j)|\psi_0\rangle, |\phi_j\rangle),$$

(5.5)

where the minimisation is over curves $U(t) \in SU(n+1)$ and $iH(t), M(t) \in \mathfrak{su}(n+1)$. Additionally, we require smoothness of these curves on open intervals $(t_j, t_{j+1})$ for $j = 0, \ldots, m - 1$; $U(0) = e$; and the continuity of $U(t)$ and $H(t)$ is assumed everywhere as well as the existence of certain limits (see below). The curve $M(t)$ acts as a Lagrange multiplier enforcing the kinematic constraint.

Before we proceed to vary the action $J$ let us comment on the choice of the initial Hamiltonian $H_0$. We let $H_0$ be such that the trajectory $e^{-iH_0 t}|\psi_0\rangle$ corresponds to the geodesic curve on the space of pure states joining $|\psi_0\rangle$ and $|\phi_1\rangle$; the construction of such a Hamiltonian can be found in [83]. Intuitively, since the first target time $t_1$ is fixed, this choice generates the most direct traverse $|\psi_0\rangle \rightarrow |\phi_1\rangle$, hence requiring least change in the Hamiltonian at initial times $t \ll t_1$.

The Euler–Lagrange equations governing stationary points of (5.5) are obtained by taking the variation of $J$ and requiring $\delta J = 0$. Writing $A = (\delta U)U^{-1}$ we have

$$\delta J = \int_{t_0}^{t_m} \left( \langle i \dot{H}, i \delta \dot{H} \rangle + \langle M, \dot{A} - [\dot{U} U^{-1}, A] + i \delta H \rangle + \langle \delta M, \dot{U} U^{-1} + iH \rangle \right) dt$$

$$+ \frac{1}{2\sigma^2} \sum_{j=1}^{m} \delta D^2(\psi_{t_j}, \phi_j)$$

$$= \int_{t_0}^{t_m} \left( \langle M - i \dot{H}, i \delta H \rangle + \langle -\dot{M} + [\dot{U} U^{-1}, M], A \rangle + \langle \delta M, \dot{U} U^{-1} + iH \rangle \right) dt$$
\[ + \frac{1}{2\sigma^2} \sum_{j=1}^{m} \delta D^2(\psi_t, \phi_j) + \sum_{j=1}^{m-1} \left[ \langle \Delta M(t_j), A(t_j) \rangle + \langle i\Delta \dot{H}(t_j), i\delta H(t_j) \rangle \right] + \langle M(t_m), A(t_m) \rangle + \langle i\dot{H}(t_m), i\delta H(t_m) \rangle, \]

(5.6)

where in the second step we have integrated by parts, and used the notations \( \Delta M(t_j) = M(t_j^-) - M(t_j^+) \) and \( \Delta \dot{H}(t_j) = \dot{H}(t_j^-) - \dot{H}(t_j^+) \), with \( M(t_j^+) = \lim_{t \to t_j^+} M(t) \) and \( M(t_j^-) = \lim_{t \to t_j^-} M(t) \); and similarly for \( \dot{H}(t_j^+) \). It follows from (5.6) that on the open intervals \((t_j, t_{j+1})\), \( j = 0, \ldots, m - 1 \), the following equations hold:

\[ i\dot{H} - M = 0, \quad M + [M, \dot{U}U^{-1}] = 0, \quad \dot{U}U^{-1} + iH = 0. \]

(5.7)

Additionally, at the nodes \( t = t_j \), we require matching conditions. To work them out, let us calculate the variation \( \delta D^2 = 2D\delta D \) appearing in (5.6). From the definition (5.4) and the relation

\[
\frac{\langle \psi|e^{-\varepsilon A}|\phi\rangle\langle \phi|e^{\varepsilon A} |\psi\rangle}{\langle \psi|\psi\rangle\langle \phi|\phi\rangle} \approx \frac{\langle \psi|(1 - \varepsilon A)|\phi\rangle\langle \phi|(1 + \varepsilon A)|\psi\rangle}{\langle \psi|\psi\rangle\langle \phi|\phi\rangle} = \frac{2\Re[\langle \psi|\phi\rangle\langle \phi|A|\psi\rangle]}{\langle \phi|\phi\rangle\langle \psi|\psi\rangle} \varepsilon + \mathcal{O}(\varepsilon^2),
\]

(5.8)

which holds for any \( A = -A^\dagger \), we find, bearing in mind that if \( D(x) = 2\arccos(\sqrt{x}) \) then \( dD/dx = -2/\sin(D) \),

\[
\frac{d}{d\varepsilon} D(e^{\varepsilon A}\psi, \phi) \bigg|_{\varepsilon=0} = \frac{-4\Re[\langle \psi|\phi\rangle\langle \phi|A|\psi\rangle]}{\sin(D)\langle \phi|\phi\rangle\langle \psi|\psi\rangle}.
\]

(5.9)

From (5.9), and writing \( D_j = D(\psi_t, \phi_j) \), we deduce that \( \delta D_j^2 = 2D_j\{F_j, A(t_j)\} \), where

\[
F_j = \frac{\langle \psi_t\phi_j|\phi_t\rangle\langle \phi_t\rangle - \langle \phi_t\phi_t\rangle\langle \phi_t\phi_j\rangle\langle \psi_t\rangle}{\sin(D_j)\langle \phi_t\phi_j\rangle\langle \psi_t\psi_t\rangle}.
\]

(5.10)

The relevant matching conditions at the nodes are therefore given by:

\[ \dot{H}(t_j^+) - \dot{H}(t_j^-) = 0, \quad M(t_j^+) - M(t_j^-) = \frac{D_jF_j}{\sigma^2}, \]

(5.11)

whereas we require \( \dot{H}(t_m) = 0 \) and \( M(t_m) + D_mF_m/\sigma^2 = 0 \) at the terminal point. Quantum spline problems are therefore solved by finding a solution to equations (5.7) and (5.11) that satisfies, in addition, the terminal conditions at \( t_m \).

\footnote{We have \( D'(x) = \frac{\arccos'(\sqrt{x})}{\sqrt{x}} = -\frac{1}{\sin(\arccos(\sqrt{x})) \sqrt{x}} = -\frac{1}{\sin(D/2)} \frac{1}{\sqrt{x}} \). Then use the standard formula \( \sin(D) = 2\sin(D/2)\cos(D/2) \) to obtain \( \sin(D/2) = \sin(D)/2\sqrt{x} \) and therefore \( D'(x) = -2/\sin(D) \).}
5.4 Geometry

The results of this section are presented in general terms in Section 4.3. Here we focus on the concrete example of quantum splines. On open time intervals \((t_i, t_{i+1})\) equation (5.7) yields

\[
\dddot{\mathcal{H}} + i[H, \dot{\mathcal{H}}] = 0. 
\]  
(5.12)

Comparing with (2.43), we recognise this as the right-reduced equation for Riemannian cubics on \(SU(n + 1)\) with respect to the bi-invariant Riemannian metric induced by the inner product (5.3). That is, \(U(t)\) is a Riemannian cubic on the open time intervals \((t_i, t_{i+1})\). The node conditions (5.11) imply that \(U(t)\) is a Riemannian cubic spline, a twice continuously differentiable curve that is composed of a series of cubics.

We remark on the important structure of the Lagrange multiplier \(M(t)\) implied by the equations of motion that makes it sufficient to consider a subspace of \(su(n + 1)\) when searching for the optimal initial value \(M(0)\). Let us denote by \(su(n + 1)_\psi\) the totality of trace-free skew-Hermitian generators of unitary motions that leave the projective image of the state \(|\psi\rangle\) invariant, and \(su(n + 1)_{\psi_i}^{\perp}\) its complement with respect to the inner product (5.3). Then, we have the following

**Lemma 5.1.** \(M(t) \in su(n + 1)_{\psi_{t_i}}^{\perp}\)

**Proof.** For \(t\) in any of the open intervals \((t_i, t_{i+1})\) it follows from the second equation of (5.7) that

\[
M(t) = \text{Ad}_{U(t)} U(t_{i+1}) \cdot M(t_{i+1}).
\]

Moreover, it is easy to check that

\[
su(n + 1)_{\psi_{t_i}}^{\perp} = \text{Ad}_{U(t)} U(t_{i+1}) \cdot su(n + 1)_{\psi_{t_{i+1}}}^{\perp}.
\]

Hence, if \(M(t_{i+1})^{-}\) lies in \(su(n + 1)_{\psi_{t_{i+1}}}^{\perp}\), then \(M(t_i^{+})\) lies in \(su(n + 1)_{\psi_{t_i}}^{\perp}\). \(M(t)\) at final time \(t_m\) is defined by the terminal condition \(M(t_m) = -D_m F_m / \sigma^2\), and it has discontinuities at nodal times \(t_j\) given by \(D_j F_j / \sigma^2\), see (5.11). The proof is completed by noting that for any \(j = 1, \ldots, m\), the quantity \(F_j\) defined in (5.10) lies in \(su(n + 1)_{\psi_{t_j}}^{\perp}\). \(\square\)
This result is significant, because the search for the optimal $M(0)$ can be restricted to the $2n$-dimensional subspace $\mathfrak{su}(n+1)_{\psi_0}$ of the $n(n+2)$-dimensional Lie algebra $\mathfrak{su}(n+1)$.

**Remark 5.2 (Momentum map).** It is interesting to compare (5.11) with the corresponding equation (4.11) in the more general setting of Chapter 4. We conclude in particular that

$$\left[ J^{\mathbb{C}P^n}(d_1D(\psi,\phi)) \right]^\sharp = \frac{\langle \psi|\phi\rangle\langle \psi|\psi\rangle - \langle \phi|\psi\rangle\langle \phi|\psi\rangle}{\sin(D(\psi,\phi))\langle \phi|\phi\rangle\langle \psi|\psi\rangle},$$

where $J^{\mathbb{C}P^n}$ is the cotangent lift momentum map for the left action of the special unitary group on complex projective space.

### 5.5 Two-level systems

Consider a two-level system ($n = 1$). We can think of this system as a spin-$\frac{1}{2}$ particle immersed in a magnetic field. If $\mathbf{n}(t)$ is the unit direction of the field at time $t$, the Hamiltonian of the system can be written in the form $H(t) = \omega(t)\sigma \cdot \mathbf{n}(t)$, where $\omega(t)$ is the field strength and we recall the Pauli spin matrices $\sigma_x, \sigma_y, \sigma_z$,

$$\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$

In order to represent the evolution of quantum states we identify $\mathbb{C}P^1$ with the Bloch sphere $S^2 \subset \mathbb{R}^3$ through the diffeomorphism

$$\kappa : \mathbb{C}P^1 \to S^2, \quad \begin{pmatrix} \cos\frac{\theta}{2} \\ e^{i\phi}\sin\frac{\theta}{2} \end{pmatrix} \mapsto \begin{pmatrix} \sin\theta \cos\phi \\ \sin\theta \sin\phi \\ \cos\theta \end{pmatrix}.$$

In words, for any given element of $\mathbb{C}P^1$ one chooses a unit length representative whose first entry is on the real axis, positive or negative. Then one chooses any pair $(\phi, \theta)$ corresponding to the representative and computes the element in $S^2$ according to the formula.

Following the methods described in Section 4.5, we have implemented the optimisation for a set of target states on $S^2$, an initial state $|\psi_0\rangle$, and a set of times. Using the resulting Hamiltonian we have generated the dynamics of the state, as illustrated in Fig. 5.1. In
Fig. 5.2: Orbits on state space generated by the solution to the quantum spline problem. The black dots indicate the initial (lower left) and the target points. The optimal trajectories are shown for two different values of the tolerance parameter: $\sigma = 0.04$ and $\sigma = 0.01$. Lower values of the tolerance parameter translate, through the cost functional $J$, into a stronger penalty on the mismatch. 

This figure appears in [41] – reproduced with kind permission from the American Physical Society.

5.6 Coherent states

Another example we consider here is a controlled motion of a quantum state on the coherent-state subspace of the state space. Consider $SU(n + 1)$ coherent states [84, 85] in arbitrary dimensions. In the context of quantum information theory, these states correspond to totally disentangled states inside the symmetric subspace of the Hilbert space of the combined system. They can be generated by taking symmetric tensor products of
(a) Evolution of the rotation axis $n(t)$ for $\sigma = 0.04$

(b) Evolution of the rotation axis $n(t)$ for $\sigma = 0.01$

(c) Field strength $\omega(t)$ for $\sigma = 0.04$

(d) Field strength $\omega(t)$ for $\sigma = 0.01$

Fig. 5.3: The quantum spline Hamiltonian $H(t)$. Hamiltonians that generate the dynamical trajectories in Fig. 5.2. The top row shows the orbits of the endpoint of the rotation axis $n(t)$. The bottom row shows the field strength $\omega(t)$. These images illustrate the fact that as the value of $\sigma$ is decreased, the amount of change in the optimal Hamiltonian $H(t)$ increases. This figure appears in [41] – reproduced with kind permission from the American Physical Society.

single-particle states. Let us briefly review their construction.

One starts from a $(n + 1)$-level single-particle quantum system, whose Hilbert space is $\mathcal{H} = C^{n+1}$ and whose quantum state space is $\mathbb{C}P^n$. The bosonic multi-particle system composed of $N$ such particles is defined on the Hilbert space $\mathcal{H}_N = \bigotimes_{\text{sym}}^N C^{n+1}$ (symmetrised tensors), whose dimension is

$$d := \binom{n+N}{N}.$$
Consequently, the quantum state space is $\mathbb{CP}^{d-1}$. The special unitary group $SU(n+1)$ has an irreducible unitary representation on $\mathcal{H}_N$ given by the factor-wise linear action on single-particle states (the product action)

$$U \text{Sym}(|\psi_1\rangle \otimes \ldots \otimes |\psi_N\rangle) = \text{Sym}(U|\psi_1\rangle \otimes \ldots \otimes U|\psi_N\rangle),$$

(5.13)

where we wrote Sym for the symmetrisation operator. Notice that (5.13) is enough to define the representation on Hilbert space, which subsequently descends to an action on projective space.

The submanifold of $SU(n+1)$ coherent states is defined as the group orbit, in $\mathbb{CP}^{d-1}$, of some reference state. A common choice of reference state is the projective image of a highest weight vector $|\gamma\rangle$ of the irreducible representation [86]. For concreteness, let us set $|\gamma\rangle = \otimes^N e_1$, where $e_1$ is the first element of the standard basis of $\mathbb{C}^{n+1}$. Hence, the coherent state submanifold $\mathcal{C}_{\text{c.s.}}$ is given by

$$\mathcal{C}_{\text{c.s.}} = \left\{ \left[ \otimes^N U e_1 \right] ; U \in SU(n+1) \right\} \subset \mathbb{CP}^{d-1},$$

where we wrote square brackets to denote the point in projective space. A dispassionate look at what we have just done reveals that coherent states are made up of $N$ identical copies of single-particle states and that the unitary group acts on the coherent states through its action on the single-particle states. It is therefore quite clear that the formulation of the quantum spline problem in this context is no different from the single-particle case. We now make this statement precise.

There is a natural distance function $D_{\text{c.s.}}$ on the coherent state submanifold that is induced by the standard geodesic distance of the ambient $\mathbb{CP}^{d-1}$. We use this distance function to formulate the quantum spline problem on the coherent state submanifold\(^{19}\), as follows. Given an initial coherent state $|\psi_0\rangle$ at time $t_0 = 0$, a set of target coherent states $|\phi_1\rangle, \ldots, |\phi_m\rangle$ at times $t_1, \ldots, t_m$, and an initial Hamiltonian $H(0) = H_0$, we wish to find the minimiser of

$$J_{\text{c.s.}} = \int_{t_0}^{t_m} \left( \frac{1}{2} \langle i\dot{H}, i\dot{H} \rangle + \langle M, \dot{U}U^{-1} + iH \rangle \right) dt + \frac{1}{2\sigma^2} \sum_{j=1}^{m} D_{\text{c.s.}}^2(U(t_j)\psi_0, \phi_j).$$

(5.14)

\(^{19}\)Alternatively, one could choose as distance function the standard geodesic distance between the (identical) single-particle states that make up the coherent states. This would remove the scaling factor in (5.15) below.
Let us verify that this is equivalent to the single-particle quantum spline problem on $\mathbb{CP}^n$.

First, we notice that the coherent state submanifold is equal to the image set of the generalised Veronese embedding

$$V : \mathbb{CP}^n \hookrightarrow \mathbb{CP}^{d-1}, \quad [\ket{\psi}] \mapsto [\otimes^N \ket{\psi}],$$

which embeds the single-particle state space into the symmetric multi-particle state space. This fact was observed in [87]. Evidently, the Veronese embedding commutes with the action of $SU(n+1)$ on the respective spaces. That is, for any $U \in SU(n+1)$ we have $U \circ V = V \circ U$. Moreover, $D_{C.S.}$ is related to the standard geodesic distance (5.4) on $\mathbb{CP}^n$ by

$$D_{C.S.}(\psi, \phi) = \sqrt{N} D(V^{-1}(\psi), V^{-1}(\phi)), \quad (5.15)$$

where we used the fact that the Veronese embedding can be inverted on the coherent state submanifold. Therefore, instead of (5.14) we can equivalently minimise the single-particle cost functional

$$J = \int_{t_0}^{t_m} \left( \frac{1}{2} \langle i \dot{H}, i \dot{H} \rangle + \langle M, \dot{U}^{-1} + i \dot{H} \rangle \right) dt + \frac{N}{2\sigma^2} \sum_{j=1}^{m} D^2(U(t_j)V^{-1}(\psi_0), V^{-1}(\phi_j)), $$

where we scaled the distance function according to (5.15) and mapped initial and target states to $\mathbb{CP}^n$ using $V^{-1}$. We can then use the single-particle methods described above to solve the quantum spline problem on the coherent state submanifold.

### 5.7 Final remarks

In this chapter we discussed an application to quantum control of the methods of Chapter 4. We derived Euler–Lagrange equations satisfied by the optimal time-dependent Hamiltonian operator and treated in detail two applications; control of two-level quantum systems and of $SU(n+1)$-coherent states. The simulations were carried out by following the methods of Section 4.5. For the numerical treatment of quantum systems with three and more levels ($n > 1$) it is crucial to have an efficient way of computing the gradient of the cost functional. This can be achieved using the method of adjoint equations described in Appendix B.
6 Conclusions and Outlook

This thesis has been concerned with group invariant higher-order variational principles with a focus on their reduction theory, geometric properties and applications. With the dust settled, let us review in some detail what we have done (and also, afterwards, what we have not done).

Chapter 2. To begin with we developed the theory of Euler–Poincaré reduction for invariant higher-order variational principles on Lie groups. The idea was the following: If a higher-order Lagrangian, defined on the $k^{th}$-order tangent bundle of a Lie group $G$, is invariant with respect to group multiplication (from the right or from the left), one can eliminate the redundant degree of freedom and pass to the corresponding reduced Lagrangian defined on $k$ copies of the Lie algebra. Accordingly, the higher-order Hamilton’s principle (2.5) can be transformed into an equivalent reduced form, which is stated in terms of the reduced Lagrangian and (right or left) trivialised velocities. When taking variations of the reduced action functional one needs to be careful since only a certain type of variations is relevant, namely, those that stem from variations on the Lie group.\textsuperscript{20} With this in mind we proceeded to take variations and arrived at (2.27). We summarised these results in Theorem 2.6 of Section 2.3.1.

A case of particular interest, Riemannian cubics and their higher-order generalisations, was treated in detail in the new framework. This was the content of Section 2.4. As we had described earlier, in Section 2.2.3, Riemannian cubics are solutions to a second-order variational principle on Riemannian manifolds, whose Lagrangian (2.8) measures the norm squared of the covariant acceleration. A more informal way of saying this is that the Lagrangian measures the extent to which a curve on the Lie group is not a geodesic. It should come as no surprise then that the reduced Lagrangian, found in Proposition 2.8, measures the extent to which the trivialised velocity curve does not satisfy the reduced geodesic equation, which, incidentally, is an example of a first-order Euler–Poincaré equation. Once this reduced Lagrangian was found, we followed the standard machinery

\textsuperscript{20}This issue is also encountered in first-order Euler–Poincaré reduction theory and had been well-understood in this context (see, for example, [5, Chapter 13]).
introduced earlier to arrive at the $k^{th}$-order Euler–Poincaré equations for Riemannian cubics (2.40).

Reduced equations for Riemannian cubics had appeared previously in the literature. Indeed, the original paper [18] on Riemannian cubics already contained the reduced equations for cubics on $SO(3)$ with a bi-invariant metric (the so-called NHP equation). Another example appeared in the thesis [52, pp. 118–121], which generalised the treatment to metrics with one-sided invariance. The strategy in both cases was to take variations first, before switching to reduced variables. That is, one starts from the general equation (2.10) and achieves a reformulation in terms of invariant quantities. In the higher-order Euler–Poincaré formalism, contrarily, one immediately performs the reduction and only then takes variations. Once the general formalism has been set up, the equations for cubics can be derived in a straightforward manner from the Euler–Poincaré equations (2.27), as we saw in Section 2.4.1.

As we said in the introduction to this thesis, our main motivation to study higher-order variational problems arose from their potential applications to longitudinal studies in computational anatomy. Thus, in Section 2.5, we considered a higher-order generalisation of first-order template matching (see [10] for an overview), whose task was to find an optimal curve on a diffeomorphism group\(^{21}\) whose orbit on some data vector space traversed near given target data points at prescribed times. In Theorem 2.11 and Remark 2.12 we derived the corresponding Euler–Lagrange equations and concluded that optimal curves satisfy higher-order Euler–Poincaré equations on the open time intervals between target (or node) times. The Euler–Lagrange equations also contained so-called node equations, which specify how the optimal curve segments are glued together across target times.

In our treatment we followed paper [37] in formulating everything on the level of general Lie groups acting on vector spaces. The cotangent lift momentum map (2.51) associated with the group action enters the fray in a natural manner, encoding important aspects of the group action. In order to descend to the level of a specific application, it remains to compute this momentum map in the context of interest. Momentum maps for various situations have been compiled in [37]. Another important stepping stone in the

\(^{21}\)Recall that our computations were done at the formal level. See also the footnote on page 16.
proof of Theorem 2.11 was Lemma 2.4 of the same paper, which in turn is an adaptation from [36] and [57].

We concluded Chapter 2 with a finite-dimensional example of a second-order method for template matching on the sphere acted on by the rotation group. Using numerical simulations we visually contrasted this second-order method, shown in Figure 2.3, with the first-order methods shown in Figure 2.2.

**Chapter 3.** In template matching applications a Lie group of transformations acts on the vector space of data points. We called such spaces ‘object manifolds’. In variational interpolation problems involving such object manifolds one must make a choice: Either to formulate the optimality condition entirely in terms of the curve in the object manifold, or to also include dependencies on the corresponding curve on the Lie group. Such questions of model selection motivated our investigation, in Chapter 3, of the relationship between Riemannian cubics on object manifolds (equipped with normal metrics) and those on the corresponding Lie groups. For example, under what circumstances does one obtain a cubic on the group when horizontally lifting a cubic on the object manifold?

In order to get a grasp on these types of questions, we derived equation (3.40), which governs cubics for normal metrics. The quantity \( \bar{J} \) appearing in this equation is the horizontal generator of the curve in the object manifold, which we had purposefully included from the outset in the variational derivation (see Section 3.4.3). It is closely related to cotangent lift momentum maps, as explained in part (iv) of Proposition 3.1.

To illustrate (3.40), in Section 3.4.4 we revisited cubics on Lie groups from the viewpoint of normal metrics. This approach was seen to be clearly more involved than the Euler–Poincaré procedure developed earlier. It is also, of course, more general. In particular, we showed in Section 3.4.5 that Type I symmetric spaces are object manifolds with normal metrics. By specialising (3.40) to symmetric spaces we arrived at the equation of motion for cubics in (3.56).

The equation for Riemannian cubics in symmetric spaces had been known previously. It was first derived in [19] in a different form (see Remark 3.5, where we commented on its relation to (3.56)). The approach of [19] was to start from the general equation of cubics
(2.10) and particularise it to symmetric spaces using some standard results on covariant derivatives and curvature in symmetric spaces, as can be found, for example, in [67]. Our strategy on the other hand, motivated by the question of horizontal lifting, was to include the horizontal generator of curves from the very beginning. In the case of the 2-sphere and the real projective plane our form of the equation, (3.56), had previously appeared in [26, Lemmas 3 & 4] and the similarity with the NHP equation for $SO(3)$, (2.44), was pointed out there. Remarkably, it was not the horizontality aspect that motivated the treatment in [26]. Rather, the author was interested in the envelope of the family of planar lines defined by a curve in the projective plane. It turns out that in homogeneous coordinates this envelope is exactly the horizontal generator curve $\bar{J}$. In particular, if the projective curve is a Riemannian cubic, the corresponding envelope satisfies (3.56).

Due to the presence of the horizontal generator, (3.40) is well-suited to addressing the question of whether cubics can be lifted horizontally. This was the topic of Section 3.5, which we began by studying Type I symmetric spaces. Theorem 3.7 provided a characterisation of all cubics that can be lifted horizontally. Its proof exploited the aforementioned similarity between (3.56) and (2.44). Namely, if a cubic can be lifted, its horizontal generator curve satisfies both of these equations, hence the commutator term has to vanish and the theorem follows. As a consequence, and with the help of some general theory from [67], we concluded in Theorem 3.8 that precisely those cubics can be lifted that lie in flat, totally geodesic submanifolds. A more informal way of saying this is that the presence of curvature is prohibitive to the horizontal lifting of cubics. Section 3.5.2 was a brief excursion out of the context of normal metrics into the more general territory of Riemannian submersions. This lead, in Theorem 3.11, to a condition for horizontal lifting in terms of O’Neill’s $A$-tensor along the lifted curve applied to velocity and covariant acceleration vectors. In specialising again to normal metrics we obtained Theorem 3.15 and explained, in Remark 3.16, how to recover our previous result on symmetric spaces.

Until this point in our study of the relationship between cubics on object manifolds and those on groups we had ignored non-horizontal curves on the group. This was remedied in Section 3.6. The question about horizontal lifts of cubics turned into one about projections of cubics. More to the point, what cubics on the group project to cubics on the object manifold? Before summarising the intermediate steps, let us fast-forward to Section 3.6.5
at the end of the Chapter. The idea was the following: Instead of reducing the variational principle for cubics on the group by the full group symmetry we only reduced by the symmetry associated with the isotropy subgroup of a given point in the object manifold. We achieved this by the method of second-order Lagrange–Poincaré reduction developed in [50]. In this way we obtained the set of coupled equations (3.119) and (3.120), one describing the horizontal degree of freedom (the projected part) of the cubic on the group, the other describing the vertical degree of freedom (the isotropy part). We recognised in particular that if the right hand side of the horizontal equation (3.119) vanished, then the projected curve was a cubic. This, therefore, was the obstruction for a cubic on the group to project to a cubic on the object manifold.

Now let us back up and describe what came before. In Section 3.6.2 we introduced the first-order theory of Lagrange–Poincaré reduction following [7]. More precisely, we considered geodesic curves on the group, reducing the corresponding variational principle by the isotropy subgroup rather than the whole group. The resulting Lagrange–Poincaré equations (3.102) described, respectively, the horizontal and vertical degrees of freedom of the geodesic. In particular, the projected curve was seen to be a geodesic on the object manifold if the first equation of (3.102) had a vanishing right hand side. This equation therefore identified the obstruction for a geodesic on the group to project to a geodesic on the object manifold, akin to what we would later observe for cubics.

After having reduced geodesics in this manner, an obvious question offered itself, which we investigated in Section 3.6.4: Which geodesics on the group project to cubics on the object manifold? For symmetric spaces a necessary and sufficient condition on initial velocities was given in Theorem 3.22. Figure 3.2 visualised the cubics on the sphere that arose in this way as projections of geodesics in $SO(3)$. The rest of the chapter was devoted to the Lagrange–Poincaré reduction of cubics, as summarised above, leading to the identification of the obstruction as the right hand side of (3.119).

Chapter 4. In this chapter we returned, in more generality, to the higher-order template matching application first discussed in Section 2.5. We now allowed for general object manifolds, having previously only considered vector spaces. First, we presented a new
derivation of the Euler–Lagrange equations using a set of Lagrange multipliers $\mu^0, \ldots, \mu^{k-1}$ in the dual $\mathfrak{g}^*$ of the Lie algebra $\mathfrak{g}$. This had the effect of breaking the explicit link between the velocity $\dot{g}(t)$ of the curve in the group and its trivialisation, $\xi(t)$. In particular, the variational calculus was carried out without taking recourse to formula (2.54), which meant the derivation became self-contained. More importantly, the node equations now took the form (4.11)–(4.14), encoding the continuity properties of optimal curves in terms of the hierarchy of Lagrange multipliers. All but one of the Lagrange multipliers were seen to evolve continuously across node times. $\mu^0$ was recognised to jump discontinuously by a quantity lying in the image set of the momentum map $J^Q$ associated with the group action.

The Lagrange multipliers turned out to be intimately connected to the higher-order version of Legendre’s transform, the so-called Legendre–Ostrogradsky map. Specifically, they were seen to coincide with the trivialised higher-order Legendre–Ostrogradsky momenta of the curve in the Lie group. These had previously been derived in [50] based on the treatment in [38] of higher-order Hamiltonian mechanics on manifolds. We explained these aspects in Section 4.3.3.

A thesis about group invariant variational principles must surely mention Noether’s theorem. Indeed, in an earlier remark in Section 2.6 we had noticed a conservation law implied by the higher-order Euler–Poincaré equations. In Section 4.3.4 we connected this conservation law to group invariance through Noether’s theorem. Due to the discontinuity in $\mu^0$ the conservation law did not extend across node times. We gave a physical interpretation of this effect in Section 4.3.6 in terms of an instantaneous potential (4.31) that kicks the momentum $\mu^0$ at node times. Importantly, the potential depended on the curve in the object manifold rather than on the curve in the group directly. Consequently, a residual symmetry associated with the isotropy group was retained across node times leading to the conservation law (4.30) of Corollary 4.3. This implied in particular that $\mu^0$ at initial time was restricted to a subspace of $\mathfrak{g}^*$ of the same dimension as the object manifold. It should be noted that all of these matters were closely related to the right hand side of (4.11) being a momentum map quantity (the proof of Theorem 4.2 was based on this fact, for instance).

In Section 4.4 we illustrated the theory with a number of examples (rigid body splines,
macromolecular configurations). In both instances the higher-order template matching problem arose as a type of inverse problem, where the state of a physical system was modeled based on a set of partial observations. In Remarks 4.4 and 4.5 we allowed ourselves a sideways glance into probability theory to make the link with inverse problems more explicit. Further details were provided in Appendix A. We only briefly mentioned another application in the context of quantum control theory, devoting Chapter 5 to an in-depth treatment.

With a view to concrete numerical implementation we developed, in the final part of the chapter, a geometric discretisation of the problem at hand. This was done by generalising the methods of [71] to higher order. The resulting integrator was seen to represent faithfully the momentum behaviour of the continuous-time solutions. More precisely, we obtained Theorem 4.10 and Corollary 4.11 as the discrete analogs of Theorem 4.2 and Corollary 4.3, respectively. The practical significance of this was that the numerical search for the optimal starting value of $\mu^0$ could be carried out on subspace of $g^*$. As for the other momenta we observed that equations (4.52) and (4.53) at final time were exact parallels of (4.13) and (4.14). In practical terms equations (4.52) and (4.53) could be used upon termination of the algorithm described in Section 4.6 in order to verify that a local minimum of the cost functional had been obtained.

Chapter 5. In the last core chapter of the thesis we considered an application in quantum control. The evolution of quantum systems is encoded in the Schrödinger equation (5.2), the Hamiltonian operator $H$ representing the specifics of the experimental setup. If the Hamiltonian is constant in time, then the curve $U(t)$ in the special unitary matrices is a Lie exponential. In particular, it is a geodesic with respect to the bi-invariant metric induced by the inner product (5.3) on the Lie algebra.

Our goal was to find a time-dependent curve $H(t)$ in the space of Hamiltonians to steer an initial (finite-dimensional) quantum state through a series of given target states at prescribed times in a way that required least change to the experimental apparatus in the process. This motivated the introduction of the first term of the cost functional (5.5). By adding the second term we allowed for a mismatch, tunable through the parameter $\sigma$, between the achieved quantum trajectory and the target states. The resulting cost
functional brought us into the general framework of the previous chapter, with complex projective space playing the role of object manifold, acted on by the special unitary group. In deriving the Euler–Lagrange equations the only difficulty was to explicitly compute the discontinuity in the evolution of the momentum $M(t)$ in (5.11). Of course, as we recalled in Remark 5.2, this was related to computing the momentum map associated with the action of the special unitary group on complex projective space. The optimal curve $U(t)$ in the special unitary group, generated from $H(t)$ by the Schrödinger equation, was seen to be a Riemannian cubic spline with respect to the bi-invariant metric mentioned above. By following the geometric methods of Section 4.5, we presented numerical simulations of quantum splines for two-level systems in Figures 5.2 and 5.3. The figures showed in particular that, by decreasing $\sigma$, a passage closer to the target states could be realised at the expense of a more rapidly varying Hamiltonian. Finally, in Section 5.6, we considered the control of coherent states in bosonic multi-particle systems. We observed that the methods previously developed were directly applicable, since coherent states consist of a number of identical copies of single-particle states.

**Further directions.** Let us reflect on what we have *not* done in this thesis; where, with further work, one may be able to weaken assumptions and strengthen results.

One of our main motivations for the investigations in this thesis was their relevance in the design of smooth interpolation methods for longitudinal studies in computational anatomy. With this in mind we studied a class of higher-order template matching methods in Section 2.5. It is important to note that our calculations were done at the *formal* level. That is, we formally worked in the framework of finite-dimensional Lie groups acting on vector spaces, without entering into a detailed analysis of infinite-dimensional Lie groups. A mathematically rigorous treatment of the infinite-dimensional case was beyond the scope of this thesis and has been left for future work. Special attention is required, for example, in the definition of Riemannian cubics on diffeomorphism groups. For more details we refer to the last paragraph of Section 2.5.3.

Let us also make a brief remark concerning numerical implementations of the diffeomorphism case. In the introductory section 1.1 we mentioned that in geodesic LDM (large deformation matching) the optimal curves in the diffeomorphism group are horizon-
tal above the corresponding curves in the object manifold. In practical terms this means that the numerical implementation need only be concerned with the subspace of horizontal vector fields, which is of the same dimension as the object manifold. Indeed, in the notation of Chapter 4 we have $\ell = \frac{1}{2}\|\xi\|_g^2$ and, by Corollary 4.3, $\mu^0(t) = \frac{\delta}{\delta \xi}(t) = \xi(t)^\flat$ lies in the subspace of $g^*$ that annihilates $g_{q(t)}$, where $q(t)$ is the curve in the object manifold. Hence, $\xi(t)$ is in $g_{q(t)}^\perp$. This horizontality property of geodesic LDM does not in general transfer to the higher-order models of Section 2.5. In the case of the second-order cost functional $\ell = \frac{1}{2}\|\dot{\xi}\|_g^2$, for example, we have from (4.21) that $\mu^0(t) = -\ddot{\xi}(t)^\flat$. In particular, Corollary 4.3 makes a statement about the horizontality of $\dot{\xi}(t)$, rather than $\xi(t)$ as in the geodesic case. A numerical implementation will therefore require a parametrisation of the full space of vector fields, rather than just the ones in the horizontal subspace. Hence, one will need to suitably discretise the space of vector fields, a topic which we have not touched upon in this thesis. Nevertheless, let us point to the recent paper [88], which may serve as a useful guide in developing geometric discretisation methods respecting conservation laws such as Corollary 4.3.

The results of Chapter 3 were presented at various levels of generality. Let us recall that bi-invariance of the metric on the group, together with the third relation of (3.53) were characteristic of Type I symmetric spaces. Dropping the latter condition, but retaining bi-invariance, we arrive at homogeneous spaces (see the footnote on page 85). After further relaxation, to right-invariant metrics on the group, we come to the normal metrics as defined in Section 3.2.2. Stepping back once more, one can view normal metrics in the more general framework of Riemannian submersions, as treated in Section 3.5.2. One can now see quite easily that Chapter 3 contained certain omissions, which deserve to be addressed in future work. Horizontal lifts of cubics, for example, were considered in the context of symmetric spaces (Section 3.5.1) as well as homogeneous spaces and Riemannian submersion (both in Section 3.5.2), but not explicitly in the case of general normal metrics. The treatment of Section 3.6.4 on ballistic curves and cubics was restricted entirely to symmetric spaces, whereas the second-order Lagrange–Poincaré reduction of

---

23In particular, by the second equation of (3.13), the curve $g(t)$ generated by $\xi(t)$ lies horizontally above $q(t)$.

24This is the reduced Lagrangian for cubics on a Lie group with bi-invariant metric, see Section 2.4.2.
Section 3.6.5 was done at the level of homogeneous spaces. It would be interesting to extend (or specialise, respectively) these consideration to the remaining cases. For example, it should not be too difficult to carry out the second-order Lagrange–Poincaré reduction for the reduced Lagrangian in the special case of symmetric spaces, which, in the notation of Section 3.6.5, takes the form

$$\ell(q, \dot{q}, \ddot{q}, \sigma, \dot{\sigma}) = \frac{1}{2} \| \dot{J} + [\dot{J}, \sigma] \|^2_{g} + \frac{1}{2} \| \dot{\sigma} - [\dot{J}, \sigma] \|^2_{g}.$$ 

A greater degree of difficulty should be expected when attempting to drop the assumption of bi-invariance, as can be intuited by comparing the equation for cubics in the bi-invariant case, (2.43), to the significantly more complicated equation for one-sided invariance, (2.40).

Further, in Section 3.6.4 we used Theorem 3.22 to list the geodesics in $SO(3)$ that project to cubics on the sphere. In future research an effort should be made to try and obtain an exhaustive list of initial conditions consistent with Theorem 3.22 for general Type I symmetric spaces.

At the end of Chapter 3 we identified the obstruction for cubics on the group to project to cubics on the object manifold. Of course, earlier results of the chapter had already contained some implicit information about this obstruction term. For example, if a cubic can be horizontally lifted to a cubic, the obstruction term must vanish. Similarly, it vanishes when a geodesic on the group projects to a cubic. One of the main tasks ahead is to deepen the understanding of the obstruction term, and thereby determine additional situations in which it vanishes.

Chapter 4 also invites further development in several directions. An important limitation of the discrete flow map derived in Section 4.5 is that it is in general only accurate to first order in step size $h$; see Remark 4.8. The development of geometric methods with a higher degree of accuracy would be a desirable addition. The class of integrators presented in the preliminary study [79] may prove useful in this regard. An alternative possibility is the Lagrangian approach of [78] together with sufficiently exact approximations of the Lagrangian function. Moreover, the numerical optimisation of the cost functional was based on a shooting method with gradient descent in the space of initial conditions. A comparison with more sophisticated methods of nonlinear programming
(like, for example, the SNOPT algorithm [89]) would be a useful guide for further development. Third, recall that the example of the macromolecular strand (Section 4.4.4) was solved as a problem of statics. Adding the consideration of dynamics of the strand brings one into the realm of so-called $SE(3)$-Strands [90, 91], which are special $SE(3)$-valued functions of 2 real variables (physical time as well as the parameter $s$ of Section 4.4.4). It would be interesting to generalise the inexact trajectory planning problems of Chapter 4 to this field theoretic context.

Finally, at the end of Chapter 5 we discussed the control of coherent states associated with the special unitary group. Coherent states can be constructed more generally in the sense of [84, 85]. One starts from a Hilbert space that carries an irreducible unitary representation of some Lie group $G$. Then the coherent state submanifold is defined as the $G$-orbit of some reference state.\textsuperscript{25} The question of controlling such states, subject to optimality conditions similar to the ones of Chapter 5, should be closely related to our work and is likely to prove physically interesting.

\textsuperscript{25}The reference state is in principle arbitrary, but is usually chosen to be a highest weight state of the irreducible representation, see [86, Section IIIB].
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A Probabilistic interpretation of Riemannian cubics

In this appendix we shall present a formal argument supporting Remark 4.4. In the interest of brevity we shall not attempt to provide an introduction to probability theory here. Instead we will supply the reader with pointers to standard textbooks such as [92], where the probabilistic concepts and tools used here are explained. Our strategy is the following: We consider a discrete approximation to the stochastic differential equation (4.35) and explain how its most likely trajectory is linked to a discrete-time optimal control problem. As we subsequently let the time step go to zero we formally recover the cost functional (4.36). A very similar setting to ours is considered in [93, Section V], whose methods we adapt for our purposes.

We shall use the notation of Chapter 4. To begin with, we discretise the time axis $[t_0, t_l]$ by replacing it with discrete time points $t_k = t_0 + kh, k = 0, \ldots, N$, where $h$ is the step size and $t_l = t_0 + Nh$. We use integers $N_i, i = 1, \ldots, l$, as node indices, that is, $t_i = t_0 + N_i h$. For convenience let us also define $N_0 := 0$, and note that $N_l = N$. We approximate (4.35) with a stochastic Euler scheme,

$$\xi_{k+1} - \xi_k = -h \text{ad}_{\xi_k}^\dagger \xi_k + \sigma_W \sum_{i=1}^d (W^i_{k+1} - W^i_k) e_i, \quad (A.1)$$

where the random variable $W^i_k$ is equal to the Brownian motion $W^i$ at time $t_k$ (we refer to [73, Chap. 2.2] for a definition). Moreover, let us approximate $g(t)$ by the sequence

$$g_{k+1} = \exp(h\xi_k) g_k, \quad (A.2)$$

where $\exp$ denotes the Lie group exponential. We collect the random variables $W^i_k$ in $d$-dimensional vectors $W^i$ and then again in a global vector $W = (W_1, \ldots, W_{N_l})$. Note that we omitted $W_0$, since a Brownian motion always starts at zero. The measurements of the path $g_k Q_0$ at times $t_i = t_0 + N_i h$ are represented by random variables $Q_{N_i}$, which we summarise in a vector $Q$.

The discrete version of the question we addressed in Remark 4.4 is the following: Suppose we are given a set of observations $q_{N_i} \in V$ (recall that $V$ is the data vector space) at times $t_i, i = 1, \ldots, l$. What is the most likely path $g_k$ on the Lie group that would have led to these observations? More to the point, what are the most likely values
of the random variables $W_k^i$ that would have led to these observations through evolution equations (A.1) and (A.2)? The answer to this question is found by maximising the conditional probability density for $W$ given observations $q_i$ which we denote by

$$f_{W|Q=q}(w). \hspace{1cm} (A.3)$$

We refer to [92, p. 89] for the definition of conditional densities. Due to the Markov property of Brownian motion, the vector $W_{k+1}$ is independent of $W_j$ for $j = 1, \ldots, k - 1$. Together with Theorem 3.3 of [92] this leads to

$$f_{W|Q=q}(w) \sim f_{W_1}(w_1) f_{W_2|W_1=w_1}(w_2) \cdots f_{W_N|W_{N-1}=w_{N-1}}(w_N) \prod_{i=1}^l f_{Q_{N_i}|W=w}(q_{N_i}),$$

up to a factor that is independent of $w$. The measurement process at a given time $t_i$ only depends on the Brownian motion through the momentary true state $g_{N_i}Q_0$ of the observed system as defined by (A.1) and (A.2). Hence,

$$= f_{W_1}(w_1) f_{W_2|W_1=w_1}(w_2) \cdots f_{W_N|W_{N-1}=w_{N-1}}(w_N) \prod_{i=1}^l f_{Q_{N_i}|\text{state}=g_{N_i}Q_0}(q_{N_i}).$$

Brownian increments across a time step $h$ are normally distributed with mean zero and variance $h$. By the assumptions of Remark 4.4, the measurement outcome given a certain true state is also normally distributed, with variance $\sigma_n^2$ and expected value equal to the true state. Hence,

$$\sim \exp \left( -\frac{1}{2h} \left( \|w_1\|^2 + \|w_2 - w_1\|^2 + \cdots + \|w_N - w_{N+1}\|^2 \right) \right) \cdot \exp \left( -\frac{1}{2\sigma_n^2} \sum_{i=1}^l \|g_{N_i}Q_0 - q_{N_i}\|_V^2 \right),$$

up to some normalisation factors that are independent of $w$. Here $\| \cdot \|$ denotes the standard Euclidean norm. Taking the logarithm of this expression and multiplying by $-1$ we obtain

$$-\frac{1}{2h} \left( \|w_1\|^2 + \|w_2 - w_1\|^2 + \cdots + \|w_N - w_{N+1}\|^2 \right) + \frac{1}{2\sigma_n^2} \sum_{i=1}^l \|g_{N_i}Q_0 - q_{N_i}\|_V^2.$$
multiplying by $\sigma_W^2$ we get

$$\sum_{k=0}^{N-1} \frac{1}{2} \left\| \frac{\xi_{k+1} - \xi_k}{h} + \text{ad}^\dagger_{\xi_k} \xi_k \right\|^2 h + \frac{\sigma_W^2}{2\sigma_n^2} \sum_{i=1}^l \| g_{N_i}Q_0 - q_{N_i} \|^2_h .$$

(A.4)

We can formally take the limit $h \to 0$ thereby obtaining the cost functional $S$ in (4.36). Moreover, one can show that the discrete Euler–Lagrange equations for (A.4) produce a first-order accurate integrator for the continuous-time solution (see also Section 4.5 of this thesis). That is, the minimiser of (A.4) converges pointwise to the minimiser of (4.36) as $h \to 0$.

The missing link that would make Remark 4.4 into a mathematically rigorous statement (rather than a formal one) is to show that, as $h \to 0$, the discrete maximum likelihood curve $(W_1, \ldots, W_N)$ converges to the maximum likelihood Brownian path $W(t)$ of the continuous-time stochastic differential equation (4.35). This would require a closer look at the convergence properties of the stochastic Euler scheme introduced above. This topic is far developed (see [94] for an introduction) and one might suspect that a thorough search of the literature would yield what is needed. However, such matters are beyond the scope of this appendix and shall not be pursued here.
B Gradient calculation via adjoint equations

The purpose of this appendix is to provide a detailed derivation of the adjoint equations for the inexact trajectory planning problem, as promised in Section 4.6.

In order to implement an efficient descent method for $J_{d,\text{initial}}$ it is useful to have an expression for its gradient. One may obtain a gradient estimate using finite difference methods. One drawback lies with the inaccuracies inherent in the estimation. Moreover, if the dimension of the Lie algebra $\mathfrak{g}$ is large such estimations quickly become computationally costly. Both of these drawbacks can be circumvented in our case by the use of adjoint equations. In this way we obtain an exact expression for the gradient of $J_{d,\text{initial}}$ in a computationally efficient way. We will derive the system of adjoint equations now. For simplicity we treat only the special case where $\ell = \frac{1}{2} \| \xi_1 \|_\gamma^2$, where $\gamma$ denotes an inner product on $\mathfrak{g}$ and $\| \cdot \|$ the corresponding norm. Moreover we will only treat the left-action, right-reduction case, however the others can be obtained in the same way. We recall from (4.47)–(4.51) the equations of motion

\begin{align*}
g_{k+1} &= \tau(h\xi_0^k)g_k, \quad \xi_0^{k+1} = \xi_0^k + h(\mu_{k+1}^1)^\sharp \tag{B.1} \\
\mu_{k+1}^1 &= \mu_k^1 - h(D\tau_{-h\xi_0^k})^*\mu_{k+1}^0, \quad \tag{B.2} \\
\mu_{k+1}^0 &= (D\tau_{-h\xi_0^k})^*(D\tau_{h\xi_0^k})^*\left(\mu_k^0 + \Delta_k(g_kQ_0)\right), \tag{B.3}
\end{align*}

where we introduce functions $\Delta_k : Q \to \mathfrak{g}^*$ for $k = 0, \ldots, N$ defined as

$$\Delta_{N_i}(q) := \frac{d_{N_i}}{\sigma^2} J^2(d_1 d(g_{N_i} Q_0, Q_t))$$

when $k \in \{N_1, \ldots, N_l\}$ and $\Delta_k = 0$ otherwise.

Let us define an augmented functional $G$, in which these equations are paired with Lagrange multipliers. These Lagrange multipliers will be denoted $(P_0^k, P_1^k, V_0^k, V_1^k) \in 2\mathfrak{g}^* \times 2\mathfrak{g}$ for $k = 1, \ldots, N$. Let us introduce the shorthand notation $x$ representing the discrete path $(g_k, \xi_0^k, \mu_0^k, \mu_1^k)_{k=0}^N$ and $\lambda$ representing the ensemble of Lagrange multiplier $(P_0^k, P_1^k, V_0^k, V_1^k)_{k=1}^N$. The augmented functional $G$ is given by

$$G(x, \lambda) = h \left[ \sum_{k=0}^{N-1} \frac{1}{2} \| (\mu^1_{k+1})^\sharp \|_\gamma^2 + \langle P_{k+1}^0, \tau_{-1}(g_{k+1}g_k^{-1}) - h\xi_0^k \rangle \\
+ \langle P_{k+1}^1, \xi_{k+1}^0 - \xi_k - h(\mu_{k+1}^1)^\sharp \rangle + \langle \mu_{k+1}^1 - \mu_k^1 + h(D\tau_{-h\xi_0^k})^*\mu_{k+1}^0, V_{k+1}^0 \rangle \right]$$
\[
\left\langle (D\tau_{-h\xi_k^0})^*\mu_k^0 - (D\tau_{h\xi_k^0})^*(\mu_k^0 + \Delta_k(g_k Q_0)), V_{k+1}^1 \right\rangle + \frac{1}{2\sigma^2} \sum_{i=1}^{l} d^2(g_i Q_0, Q_i).
\]

No constraints are assumed here, apart from the prescribed initial velocity \( \xi_0^0 \) and \( g_0 = e \).

It is clear that for any choice of Lagrange multipliers \( \lambda \) we have \( G(x, \lambda) = \mathcal{J}_{d, initial}(\mu_0^0, \mu_0^1) \), as long as \( x \) satisfies (B.1)–(B.3) for given initial values \( \mu_0^0, \mu_0^1 \). A tedious, but straightforward calculation shows that

\[
\delta G(x, \lambda) = -h \left\langle \delta \mu^1_0, V_0^0 \right\rangle - h \left\langle \delta \mu_0^0, D\tau_{h\xi_0^0} V_1^1 \right\rangle,
\]

if \( x \) satisfies (B.1)–(B.3) and \( \lambda \) is a solution of the adjoint equations. We describe these now. We introduce functions \( K^\pm : 2\mathfrak{g} \times \mathfrak{g}^* \to \mathfrak{g}^* \) by the defining relation

\[
\left\langle K^\pm_{\xi, \mu}, V, \rho \right\rangle = \left\langle \left. \frac{d}{d\varepsilon} \right|_{\varepsilon = 0} (D\tau_{\pm h(\xi + \varepsilon \rho)})^* \mu, V \right\rangle, \quad \text{for all } \xi, V, \rho \in \mathfrak{g}, \mu \in \mathfrak{g}^*.
\]

Moreover, for \( k = 0, \ldots, N \) we define functions \( \mathcal{A}_k : Q \times \mathfrak{g} \to \mathfrak{g}^* \) by

\[
\left\langle \mathcal{A}_k(q, \rho), \eta \right\rangle = \left\langle \left. \frac{d}{d\varepsilon} \right|_{\varepsilon = 0} (\Delta_k(\exp(\varepsilon \eta)q), \rho) \right\rangle,
\]

for all \( q \in Q \) and \( \rho, \eta \in \mathfrak{g} \). The adjoint equations consist of conditions at the final time point,

\[
P_N^0 = -h^{-1}(D\tau_{-h\xi_N^{0-1}})^* \Delta_N(g_N Q_0), \quad P_N^1 = 0,
\]

\[
V_N^0 = -(\mu_N^1)^\sharp, \quad V_N^1 = -h V_N^0,
\]

and the following equations for \( k = 1, \ldots, N - 1 \),

\[
P_k^0 = (D\tau_{-h\xi_k^{0-1}})^* \left[ (D\tau_{h\xi_k^0})^* P_{k+1}^0 + \mathcal{A}_k(g_k Q_0, D\tau_{h\xi_k^0} V_{k+1}^1) - h^{-1} \Delta_k(g_k Q_0) \right]
\]

\[
P_k^1 = P_{k+1}^1 + h P_{k+1}^0 - h K_{\xi_k^0, \mu_{k+1}^0}^0 V_{k+1}^0 - K_{\xi_k^0, \mu_{k+1}^0}^0 V_{k+1}^1 + K_{\xi_k^0, \mu_{k+1}^0}^0 V_{k+1}^1 + \Delta_k(g_k Q_0) V_{k+1}^1
\]

\[
V_k^0 = V_{k+1}^0 - (\mu_k^1)^\sharp + h (P_k^1)^\sharp,
\]

\[
V_k^1 = -h V_k^0 + D\tau_{-h\xi_k^{0-1}} D\tau_{h\xi_k^0} V_{k+1}^1.
\]

These equations are posed backwards. That is, solving the adjoint equations entails initialising the Lagrange multipliers at time point \( N \) according to (B.5)–(B.6) and then iterating backwards from \( k = N \) to \( k = 1 \) using (B.7)–(B.10).
We now obtain an expression for the gradient of $J_{d, \text{initial}}$ from (B.4). Indeed, let $(\mu_0^0(\varepsilon), \mu_0^1(\varepsilon))$ be a variation of initial conditions $(\mu_0^0, \mu_0^1)$, and let $x(\varepsilon)$ be the corresponding set of solutions to (B.1)–(B.3). Let $\lambda$ be a solution to the adjoint equations (B.7)–(B.10) for $x = x(0)$, then

$$
\delta J_{d, \text{initial}} = \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} J_{d, \text{initial}}(\mu_0^0(\varepsilon), \mu_0^1(\varepsilon)) = \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} \mathcal{G}(x(\varepsilon), \lambda)
= -h \left< \delta \mu_0^1, V_1^0 \right> - h \left< \delta \mu_0^0, D_{\tau h \xi_0^0} V_1^1 \right>.
$$

From this we can read off the gradient,

$$
\frac{\delta J_{d, \text{initial}}}{\delta \mu_0^0} = -h D_{\tau h \xi_0^0} V_1^1, \quad \frac{\delta J_{d, \text{initial}}}{\delta \mu_0^1} = -h V_1^0.
$$
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