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SUMMARY

VMaximum seeking control systems have becn widely discussed in recent
years, but much of the work reported has been either on the theoretical
~analysis of idealised systems or‘on the performance of optimisers working
on computer simulations. Relatively few experimental studies of optimiser
performance on actual plant in the chemical_br process industries have béen
reported. The present study investigates the performance of an on-line
optimiser which seeks to reach and maintain by a sinusoidal perturbation
method the best steady operating conditions of a small qxperimentél water
gas shift reactor.

The determination of the best settings of optimiser parameters was
assisted by developing a mathematicél model for the process. This was
performed by finding experimentally the overall dynamic response of the
process and fitting a two stage exponential model plus delay to these
results, The description of the dynamics was then superimposed onto the
steady state kinetic model, using a technique deyeloped b& Box and Jenkins.
The kinetic model derived by Moe was found to be the most satisfactory of
those considered, but in the simulation a simpler model due to Mars was
used. The parameters in the models were fitted by the method of non-
linear least sguares.

The obtained mathemétical model was used successfully to predict
on-line results, Initially several objective functions were considered
and the effect of the optimiser parameters on these objectives was

invéstigated. The size of the problem was then reduced by fixing the
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objective function as the loss in profit over a period of 20 minutes.
The optimisation was performed with respect to the amplitude of the
input perturbation signal and the gain of the feed-back signal while
the frequency and phase shift of the input, as well as the constant

of the high pass filter, were kept at fixed values.
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CHAPTER I

1.1, Static Optimisation

Box and Wilson can probably be called the originators of the ideas
concerning optimisation of chemical processes. In 1951 (1) they published a
method of meximising (or minimising) an objective function in the presence of
error without a prior detailed knowledze of the relevant response surface,
nglarge scale expgrimentation the error, or noise, is due to such causes as
variation of the qﬁality of feed stock, inlet stream flow variations and
catalyst decay. They assumed that the experimenter is concerned with

elucidating certain aspects of a functional relationship.

connecting a response, Q , such as yield, with levels Xpp == === X of a
group of k gquantitative variables, or "factors", like temperature, concentration
of reactants, préséure of the reaction. For simplicity of analysis these are
"standardised" variables, in which the origin is taken to be the centre of the
design and the units sre fixed by the emounts the natural variables are changed

in the design i.e.

Ti - Ts
Xi = ma':—'-' ’ 1.1.2. ,
1

where Ti is the measured operating variable
Ts is the mean value of the operating variable in the design
a, is equal to T, - T_  when X, = 1
i i s i
The skill of the experimenter enters into the choice of the range, a,, SO that
the contribution to the response, VE from each of the factors Xy is of the

same order of magnitude. & large error in "ai" can result in considerable
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inefficiency of the design. Further, s is pointed out by Box (4); x; may be

a non-linear trensformstion, e.g. when the experimenter suspects @ logerithmic
dependence of the objective function on say the time of rewction, he muy adopt
the following form of the st.ndardised variable, in order to linearise the rela-
tionship

2 (loglo'I'i - logloTs)

X, = + 1 1-1'3'

i logloa

The response is initislly approximuted by a first order relationship i,e.
A R R N B t.1.4.

This is very reasonablevif the current opersting conditions are dist:nt from
the optimum, for in such & cuse the magnitude of the slope of the resgonse
surf.ce is usu:lly much greater than the size‘of’the second order efilects. 4
two level fuctoriasl or frdctionui factoriul (2) experiment is then performed
on the pfocess, in order to detemmine the direction of steepest uscent of the
response surface, about the given experimental point, The constunts ﬂ& are
fitted by the method of least sguares. Further experiments are conducted in
this direction of steepest ascent, uutil the _oint cofrcsponding to the maximum
or minimum value of the response,vl, is found. Centred at this point another
factorial layout of experiments is jerformed and the dirvction of the new op-
timum slope ié determined.

By inserting extra points in the fuctorisl design it is possible to
keep a rough check on the size of the curvature. When the ealculated slope
is no longer lurge comparzsd witia the neglected second order terms, the design
is augmented by adding extra points, so «s to .llow the extraction of all the

coefficients in the second order approximation of the form:
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k k k_

Q=B°+§1Bixi+éljz=15ijxixj i4dj 115
The position of the points used to amplify the factorial design is determined
by considerations of rotatability, namely that the re3ponse,'? 3 is estimated
with the same accuracy in all directions. Further progress towards the op-—
timum is thus made and if necessary third and fourth order relationships for
M cen later be fitted. This, however, is seldom regquired, the only exception
which has been quoted in the literature is concerned with some work on the
flooding capacity of pulse columns (3).

The above approach represented a big breakthrough as far as industrial
methods of optimisation were concerned. Prior to this time, the bes* operating
conditions for industrial plants were found using the "cne factor at the time"
method vhich in general failed to find the most economic operating conditions
for ridge shaped response surfaces, This was & mjaor disadvantage, because a
large number of chemical processes have ridge shaped response surfaces., The
reason for this, which is discussed in Box's paper of 1954 (4), is that factors
like temperature, concentratioa, pressure ete, are énly regarded as natural he-
cause they cun be measured conveuiently, More fundamental variables, not di-
rectly measurable but in terms of which the system could be more realisiically
described e.g. frequency of a particular type of molecular collision, will
often be a function of two or more natural variables., For this reasin it is
possible that several eombinations of the natural variables could correspond
to the epfimum level of a fundamental variable.

The quickest approach to an cptimum valﬁe on a response surface is ob-
tained, when the contours of the surface are spherical, for in this case the

radial direction will lead directly to the optimum., In general, however, the
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response surface is not sphurical end in this case the direction of quiskest
ascent towardé the optimum is best found by a canonical transformation of the
response contours. This is a linear transformation, which shifts the origin
of the system to the centre of the design and rotates the coordinate axes so
that they lie along the axes of the contours, representing the loeal topo~

gra hy of the response surface, i.e. the geheral second order equation l.l.5.

is changed to

3 g 2
o = 2 .. XS 1.1.6.
% 1s i1 (3 it ™

where YS is the value of the response corresponding to the centre of the design

X, = 2 mx R

vhere mi'are'constants.‘

Box in his 1954 (4) and 1955 (5) papers discusses the necessity to re-
plicate, in order to average 6ut the nsise. 'Further, he'poinfs out, thét knowl-
edgé of the'iocaligebgréphy ofvtﬁé éﬁffaéétﬁan be ué@d‘tb“iﬁprOGé the effeétive-
ness of the control of tie procuss and should thus be acquired from the experi-
ments. These two points characterise the statisticul methods of ste.pest
ascent. The rewurds for careful design of experinents, which ineorporates all
the available knowledge of the éystem, are stresseds It is emphasized that the
results obtained from the experiments should yield both the best operating con-
ditions and at least a partiul explanation of the mechanism of the process.

A useful summary of the statistical methods used for the'desigﬁ and
analysis of the experiments in the above papers was gziven by Hunter (6). »
Another very useful paper dealing-with the design and properties of fractional

factorial experiments was published by Box and Hunter in 1961 (2), .
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The application of the above methods tobindustriul ~roblems hes begun
t0 be videly used under the name "ivolutionary Oper;tion" or "AVOP" and it
has met with considerable success, especially in the U.S.a. (7). It intro-
duced the idea that industrial processes should be run so as t0 generate uot

‘only the desired product but also information about now that product can be
improved economically. Thus in his 1957 paper Box (8) made detailed sugges—
tions on now plant operators could take an active paft in the continuous ex-
periméntation on a plant, in the course of its normal running routine. The

“caleulation srocedurces were basically simple, so that personnel withouf a
specialised statistical knowledge could perform them. &n elaboration of the
method was given in a further paper in 1959 (9).

There is however a fundam:ntal differ.nce between EVOP and the planned
experimentation which has so far been discussed. In uVOP only three or four
variables are considered at any one time and the 1ncrementll changes made are
small — of the sam¢ ordcr of magnitude a8 the noise, Tnus, in order to obtain
51gnnf1cant effects, it is uccessary to employ a conslderablb amount of repli=-
catlon, whlch averages out the cfﬁects A4 the noisc. The drawback of thls

procedure ig, that it slows down tne dpprOach to the optlmun.

l.2; Dvnamlc Optlmlsatlon

| Succossful appl1catlon of l§olutlonary Operatlon depends on the assump—
tlon that the uncontrollablu varlables in the systcm elther remain constant
or ele vary suff101ently slowly with tlme, 80 that the cnanues can be
followed. QVOP is thus vcry effectlve for bdtch type procasses. Now, 1t
often happens that the uncontrolled varlablls in a progess e.g. quality of

feced stock, flow rates ete., change appreclably with time. Furthermore,
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these changes occur .aster than the time taken to attain optimum conditions
by static methods. Because of this, a control stfategy is required which not
only reaches the optimum conditions of the procuss, but also is able to follow
the movement in the position of the optimum,

The first of the commercial schemes to account partially for the above
Situation was the "fuarie" controller (lo). This introduced step changes
. . the slope of
into one independent v. riable at a time and ngted the efiect on the sizm of
the objective fuﬁction; If this was positive - it is assumed tuat the func-
tion is being meximised -~ tnen wnother step change was introduced in the same
direction as the laust, othoerwise the direction of the change was reversed. The
sdvantage of this scheme was its simplicity and that it was automatic, but it
did not take into account the dynamiés of the process i.es. one had to wait
for steady state to be established before making the next change, ilso, as
only one variaile at a time was changed, the Guarie controller was unable to
detect ridge type response surfaces.

In 1951, Draper und Ii (11) summariged the ideas on optimisation avail-
 able at the time. They considered the fdllowing four types of control.

1, Drive Reversal Technigue. The control variable was changed at a

—————

constant rate. Hence the local slope of the response surfice was proportional
to the rate of change of the objective function and this could readily be cal-
culated. The direction of movemcnt of the control variable was sltered, when
the slope changed sign and increzsed in magnitude to a certain predetermined

limit,

2. The control variable was changed at a rate proportional to the slope

of the resnonse surface. The slopc vac determined by dividing the derivative

of the objective function with respect to time by the derivative of the control



variable with respect to time, The method had the advantage that more time
was spent at points nearer the optimum value than in the previous set up.
However in the absence of noise the optimum would be approached exponentially
because at the tuming point the slope of the response curve is zero. Thus

a combination of the two methods was suguusted as a good form of control, with
rate proportional to slope away from the“optimum and constant rate»control
near the turning point,

3. __Peak Holdings Control. The independent variable was changed at a
corstunt rate and a discriminating device was used. This stored the largest
value of tke objective function occurring singe the start of a cycle in the
ziven direction. Uthen the optimum was reached the difference betwe.n the
curzent value of the objective function and the optimum value stérted to ine-
cre.se. The airection was changed when the integral of the error was greater
than some specified value - the integral of the error, rather than the errcr,
was tasken, as thereby the gensitivity of the process towards changes away f™om
the optimum was inereased. When the direction was reversed, the optimunm was
taken as the curren’ value of the objective function. The method has au ad-
vantage for noisy systems, as no differentiation is required - in faet small
ﬁulses increase the speed of switching and thereby improve the performance.
Draper and Li applied the method very successfully to the control of an intern-
al combustion eagine,

4. The Use ¢f a Perturbation Signal. BHere the independent variable

vas perturbed using a sinusoidal foreing function. an estimate of the local
slope of the response curve was obtained by correlating the output si;nal

with a phase shifted input., The set point of the control variabie was then



sltered in proportion to this slopec. 4zain the met.iod switched to constant
rate cbntrol near the optimum, as otherwise the apgroach would have been
exponential,

Draper and Li's optimisation principles were not followed uﬁ.in induatry
possibly because the idea of perturbing the actual process contradicted the
classical tuinking of control engineers., At that time prime importance was
attached to the attainment of steady conditions of operations Increased
knowledge concerning the properties of stable systems, improved instrumen-
tation and the success of Evolutionary Operation created a more receptive
atmospheée for the paper by Box and Chanmugan (12), which first appeared as
a Princeton report in 1961. In this the authors sugsested, as a natural
extension of static optimisation studiés, what had to a‘certain extent veen
said by Draper ahd Li ten years earlier. The whole theory however was set
out in a far more.elegant way and in a form more readily applicable to an
industrial process. The input sisnal was perturbed sinusoidally, the objectiive
function was correlated with a suitably phasc shifted ingut signal and then
integrated over a who;e number of cycles. This, as in the case of Draper and
Li, gave an estimate of the local slope or "sensitivity" of the response sur-
face, The control variable was then adjusted by an amount wroportional fo
this slope. The exponential ap, roach to the optimum was overcome by feeding
back only a portion of the slope together with a portion of the sum of all
previous slopes i.e. effectively proportional and inteyral control, The big
difference between the two papers was one of emphasis. Draper and Li were
eoncer.ed with reathing an optimum and then éontrolling the gystem at the

found static level, Box and Chanmugan on the other hand were more interested
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in the problem of keeping close to the optimum value of an objective function,
despite any noisc or drift which might cause this to move around. For this
reuson the dynamics of the process were investisated in details The contrel

philosophy, w.ich was called Adaptive Optimisation, was illustrated by the

chemical reaction, kl , kz

N, — N, —> Ny
performed in an isothermal, ideally stirred, continuous flow tank reactor.
So far practical experience with an adaptive optimisation procedure of
the type described above is small, Two known working projects on the subject
are those at the University of Wisconsin* and our own at Imperial College,
London. & bri:f account of the Imperial Colle.,e projcct was given by Jenkins (13)

and in this the extension of the control strategy to two and more variables

was discussed.

Adaptive optimisation is primarily concerned with problems in which the
input to a given system varics in some fashion, but only the effect of these
variations on the .bjective function, as opposed to the disturbances themselves,
is measurcable. ixamples of this are the variation of fe:d compositiorn into
a crude 0il distillation column or catalyst degeneration in a reactor. How=
ever in a wide range of industrial processes, the disfurbances although un-

controllable, cen be measured and in such cases feed forward control is more

efficient than the feed back control of adaptive optimisation. The philosophy
of feed forward control is to programme & mathematicul modcl of the process on
an analoéue or digital computer and at fixed intervals of time to feea into
the computer the input conditions to the process., The computer then chooses
on some basis, e.z. look u,. tables - Whiting project of the imerican 0il

*) Chemicazl Engineering Department, University of Wisconsin, Medison,
. WisconSin, U'S.Ao )



=10

Cowpany, Indiana (14) ~ or dynsmic programuing (15) the optimum adjustments to
be made to the process control variables., These adjustments are implemented
either automatically or by plant personnel. Feed forward control has a big
advantage over feed back control, as adjustments in the controlled variables
are made to compensate for the disturbances before they are transmitted throush
the process. The effectiveness of this compensation depends on the efficiency
of the pro;rammed mathematical model of the »rocess. This in general is obe
tained in form from theoreticzl considerations; with constsnts fitted to satis~
fy the practical results. The constants are then updated either continuously |
or or a semi-continuous basis. Often, however, several of the disturbances
cunnot be measured, due to the limitations of the available. instruments and
thus & mixture of feed forward and feed back control would secm to be optimal,
The feed back control compensates both for the immeasurable disturbances and |

the inadequacy of the model and can be of the form investigated in this thesis,

de3. General Control Strategy for Ome Varidble

Introduction

tvolntionary operation is performed on a continuous chemical process by
treating the process as if it were producing seprrate batches of product,
After each cﬁange in the levels of the variubles has been made, a period of
time is allowed for the process to settle down before measuring performance,
As a result, the need to consider the dynamics of the process is avoided (12).
The theory which is now discussed and waich was origindted by Box and Chanmugan,
considers an exténsibn of evolutionary operation. It thus assumes initially,

that the nrocess is perturbed sinusoidally at a sufficiently low frequency for
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the dynamic effects to be neglected. ILater the dynamics of the process are

taken into account,

Quasl Steady State

Sup,ose that the objective functiom, M, of a process is only dependent
on a single process variable, Xt’ all other conditions being maintained son-
stant, Also suppose that the objective funection is being maximized - the
theory applies equally well if it werce m:ixu’niized. Assume further that the de-

pendence of Ny o8 X, can be approximated by a quadratic expression

t
Ny = @) - 2 B, (x - 9)° L.3.1.

wkhere 0 4 1o the position of X, corresponding to & maximm inv, at time t.

t
i t(ma.x) is the maximum value of the objective function at time ti

B 11 is the local curvature of the response surface.

Let cosinusoidal perturbations of amplitude, S , and frequency, W, be intro-
duced about a set point, Xo, 8o that

X=X+ Secoswt 1.%2,
The response is given by

1t

M, = Dylwax) + By (X - ©,) §cos Wt -% Bn 821 + cos 2 wt)
1

2
-2 Bll (xo - et)

]

Mo - 31182 + gn(xo - et)'Scos wt -%Bll §2 cos 2 Wt
' 1.343.

where %o is the steady state yield when Xt = Xo lees

Me = M (nax) - %511(}{0‘ et)z
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Tue output, Ny 8 zgiven by 1l.3.3. is secn to contain a fundemental term, at

the same frequency as the input perturbation, whosc umplitude is proportional

to the slope at Xt = )Lo i.e,
de g
ga—'i-z = Lo @ll (Xo - 6t) 1-304.
t)xt =X

The d.c. component, 1 =~ = -1-(5 11 82, is made up of the steady state.com-
ponent, 7 , biaassd by a loss %{5 1152, due to the perturbation.

If {5 19 Were imown from preliminary calibrations, then we could «stimate
from the amplitude of the fundamental in 1.3.3., the distance vhich 1;0 iz away
from its optinum value i.ec. (XO -0 t)‘ In gructice vy . is contapinated with a
noise M. (t), so that (Xo -0 t),ie-subjuct to an uncertainty. Thus it would
not be sensible to feed back the whole estimate of (Xo - B t)’ but only a cer-
tain proportion of it. as is discussed loter, this pi‘op°rfi0n depends on the
propertics of the noise in thc ‘system.

Uhe second aurmonic conteins inform:..tion concerning the cuxvature,(& 11
and this could thus be estimated continuously. However the mamnitude of this
term is much suwsller than thut at the fundumental frequency. .lso tine term
is conteminated by random variatiuns in the EJrocesé as well as the contribu-
tions from higher harmonics, due to lack of fit of a second ordsr cyuation,
and so the cstimate of (3, would be unrelisblc. In any case it would still
be necessary to decide what proportion of the slope to feud buck and so {Bll
is included in the control parameters. The second harmonic term tnus cone

tributes to the noise 1. (t) in the estimation of (xo - 0,).
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Dynamic Considerations

As the frequency,«, of the perturbations in the input, Xt' is in-
cer-uged, it becomes nccessary to t.ke account of the dynamic behaviour of
the proéess. It is clear, thut for a fixed amplitude of the perturbation
signel, the system will follow the hi:her frequencies with increasingly
Sreater difiiculty, until for fréquencies beyond a certain value, no de=
teetable ciiange in the response will be obtzined. A4lso, due to the dynamics
and.the finite tim. of passage through the process, changes in the out.ut
signal will tend to lag behind the changes in the input. 1.3.3. thus bee

Cconcs

W "o - 1 5%,) +8,6,() coshwt +4(w)] -

...52(}2(w) ccsgzm + ¢2(w)3 1.3.5.

where Gy(w) are the gains of the system
and  @;(w) are the phaée shift angles
In 1.3.5. the d.c, component h =~ 1/2 6290(w) now depends on the frequen-
CyslJ, which represents thc loss encountered due to the perturbation.. 4lso,
it is convenient to combine the phase and amplitude informution in the com-
plex quantity

P (iw) = b(}J. (w) ei¢j(w) 1.3.6.

viich at the fundamental frequency is called the freguency response function,

or transfer function when regarded es a function of p = iw i The zains
and phase shift -angles can in gencral be deteriained from the differentiel
equations describing the given process. When the differential equations sure

not known, the gains .re obtaincd by calibrating the process.
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The form of the frequency response function of the system determines

its dynamic behaviour. If the frequency response, L(p) takes the form

L (p) - const ;
8, p

quu

=0

the proceés gain at the fundamental frequency is proportional to the steady
state slope. Thus if the system output signel is correlated with the phase
shifted input and intesrated, the result will always be proportional to the
local slope of the response curve. Ainother case arises if the frequency

response function is
k .
const %Ei b. pJ

%E a, Pi

i=0

L (p) =

Here the process gain is proportional to the steady state slope plus a term
which ig a function of the'frequencqu‘. Thus if this is correlated with
the phase shifted input signal and integrated, the result contains the
steady state slope, but this is biassed by a frequency dependent term. The

former term has been named (12), the ugseful component while the latter the

)

ugeless component for it contuins no information concerniny the required
slope of the response curve.

The examples derived below illustrate the two cases just discussed.
In them theoretical gains and phase shift angles are calculated for first

and second order systems.
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First Order System

Consider an idesl, atirred tank reactor of unit volume in vhich substance
A decomposes to substance B at a rate proportional to the concentration of A.
Let the flow rate of 4 into the reactor be Xt and the rate constant for the
reaction be k. Then by a material balance on &

dp

t

7 = K -y -kyy 1.5.7.
vhere tz N is the concentration of 4 in the output at time t.

it steady state, i.e. det = 0, the response, 'ZO’ is Vo = _3(_9_ which has

at 1,.0 +k
a slope given by
(424 k . 1t% 1.3,8
gd'x ; 2 X +k s
t (X +x) ° ,
X.t=xo o

It should be noted that there is no natural maximum in the concentration, Ny
because the system tends tb its maximum value of unity as Xo — 00
For small perturbations in Xt about its steady state value Xo, 1.3,7. can

be linearized and thus the transfer function of the system becomes .

1-7
Lo
() = X +k+p

From this the zains and phase shifts as applied to 1.3,5. can be shown to be

gd 'Zt§
Gl(u y . - 'Z’O (d X Xt XQ
Y(x +k)e +w e \}1+u¢f(zx + k)< 1
.3'9.
tlw)=6,(W) =0 @ (w) =0 @ (W) = ten™ ;U:k
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Hence the dynamie response of 1.3.7. to & sinusoidal perturbation of the input

variable Xt is given by
(3,
dX 4%, = Xo _
Ng=Ny *+6 , cos (Wt + ¢, (w)) 1.3.10.

V1i+w 2/(1‘{o + k)2

From this it can be secn that as the frequency of perturbation becomes large
1 (W) —» o i.e. the input perturbations cease to have an effect on the output.
In quasi steady state the slope of the response surface can be obtained by multw
tiplying 7. " in 1.3.3. by a correlator signal cos wt and intezrating i.e.

slope = “jt—’l‘ Ny coswu du = -(511(}{0- Bt)

. . \ . 2 T n X .
If 7, is en integral numver of c¢ycles, i.e. " s all the other harmonics are

eliminasted by the integration and an aversze value of the slope over the period T
is obtained. The choice of the nunber of cyeles, ™, over which the integration
should be performed, is a problem which is discussed later.

For the dynamic system considered, it can be seen by inspection of 1;3.10.
that the correlator signal should' be cos gw t o+ gz')l(w); and the attenuated

slope is thus given by

(a .

1 Tt 2 e u

Vi vw %, + 02 gdxtgxt""xo“ T Jyp Lo gwu ?51(“-’);(1
. o]

1.7.11.

The output from this inte.rator is always proportionzl to the slope and hence it
can be vsed 28 an estimate of the distunce vhich the operating point is from the
maximum. In this case the amplitude of the signal ot the fundamental {requency

is called the "ussful component.®
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Second Order System

In general, the fundsmental frequency may contuin, in addition to the
"useful" compcnent, another cemponent not related to the slope and called the-
"ugscless™ component. This is illustrated below. .

The yield of the intemediate produst B in the reaction a 2 B 24 C

-is given by the following differential equation - the derivation of this is

ziven in the Box and Chanmugan paper (12)

(p + R, + kl) (> + X, o+ k2) Ty = kX, 1.3,12,

The corresponding transfer function is

id ?—tg

—————— - - - P a -
dX5 X, =X To %1 22

(1+pa) (Q+ps)

T (p) = 1.3.13.

a
t [y WY -
‘ where é 3 31}3‘ - 1 the slope of the process function at X = }xo

t7 o s
Q ° is the steady state response
- 1
ai = k. + X 1030140
i 0

For cosinusgidai perturbations in Xt of the form

X, = X+ & coswt

the objective function is

Py =¥ ¥ &6, (W) cos Ewt + 951(‘0) ; 1.5.15.

vhere 3 (w) is the _ain of the system given by

1/2
dlljz
; t 2.2 2 2
—— . +m a
) ) d){tlxt_z{o 'Z,o al 2

1+w?ed) (1 +w? &d)

Gl (UJ 1.3.16,
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and the phase shift is

wﬁ 'Zoala?. (]f 'wzalaz) + g%igi;tﬁ{o (al * az) ;

]
z )
3 x:gxtzxo(l ““231"‘2) - 'Zo““zalaz(al + 8y

1.3.17.

B (w) = tan™t

If in 1,3%.15 N4 is correlated with cos (Wt + gSl(uJ) ), the resulting

)

quantity is not proportional to the slope (d oy , beczuse of the
| d Kly =x
I t o

influence of wi 2 az a2 . However, if instead of expressing the output in
o %1%

terms of cos (wt + ¢1(w)' ), it is writien in terms of cos (Wt + ¢i(w) )
and sin (Wt + & _.'L(uJ) }, vhere the angle QS:‘L(M) is so chosen that the

amplitude of cos (wst + ¢J'_(w) ) is direcetly proportional to zz ?t ,
A

t gj’{"l'.=){o

we may correlate 'L % with cos (wt + 525 i(w) ) and thus obtain directly a

quantity which is proportional to d 'Ztg » liore specifically
d a, )X =X
7t o
. 2d?t 1
n, = fzo+5))l(w) (T&, 5,4 cos (wt+¢l(w) )
t )t o

+ S/U,l(t.u).sin (Wt + ;éi(w) ) 1.3.18,

o wie +a)

where /éi(u)) = tan = - 1 -wea.a, 1.3.19
182 ‘
CYY 2 ou1/2 n NV 1.3.20
(1 +w%a]) (1 +w%e))
o 2172 | 1.3.21

(1 + wzai)l/z (1 + Lulzag)l/z
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Relations 1.3.19., l,3.20. and 1l.3,21l. are obtained by equating the coeffi-
clents of coswt and sinwt in 13,15, and L3.18. The cos (wt +gb(w) )
term is known as the "useful" component, for it is proporticnal to the slope
and -Vl(w) is the gain of the ﬁseful component. The sin (Wt + ;25 i(uu) )
contains no useful_inszmation ebout the steady state slope and is thus called
the "ugeless" corporent, |

For some systems it is not yossible to find an anile ¢i(w), such that
the slope of the respcouse surface cun be isolated, but it is usually poasible
to find sosze Q&i@&)) for which the amplitude of the useful ocaponent is lesy
bias8ed thean for any other estimate. Further, the appropriate angle Qsi(ub)
is itself a function of the operating position on the response surface. Box
and Chanmugan (12) found however that gﬁi(ua) varies only slowly with X and
so they suggested that in the interest of simplicity, a constant value
corresyondins t. some "averase" optimum conditions should be used. As the
mechanism of an industridd ,.rocess is s¢ldom known very exactly, the vulue of
the com.romise phase shift is best found by experimental calibration. In fact
in 1,3,18. only the sin (wt + ;zSi(w) ) term is present at the maximum and
thus the required yhase'shift is one vhich cancels out this temm i,e, an angle

90 dezrees out of phase with it.

The Control Loo.: for One Variable

4 diazram of the contr.l loop is shown in figur: 1 and typieel outjuts
from the various stajes of the control loop in figure 2. 7The observed ob-
jective function, y(t), is made up of the real TEEPONSE, ¥, 4y and & noise

term n(t). The latter urises from uncontrollable veriations in the process
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itsslf together with the measurement errors.

The d.c. com.oncnt in y(t), vhich represents the steady state part of
the response, is removed by a high pags filter. The time constant of this
filter is a quantity which hus to be optimizad, for if it is too large, the
filter will not be uble to follow the changes occurring in the process. (n
the other hand, if it is too smell, the filter will attenuute tie sinusoidal
veriations put into the syste. Now the break off point of a high pass filter
occurs approximately at & frequeacy given by 1/7 cveles/sze, where T is the
time constant. Thus the time constant (T) ig initially choszn so that l/T is
slightly less *han the perturbation frequency.

The outiut, y'(t), from the high pess filter is multipglied by a phuse
shifted correlator signal, cos (wt + 95'(UU) ), coming from a sine wiwe
generating device. The phase shift angle, ¢ '(w), is obtained in the way in-
dicated in the last section. A4s the result of the correlation, the signel now
contains the desired slope of the response surface modulated by contributions
from second and higher harmonics as well as ﬁoise. There are basically two
ways of feeding this information into the controller.

a) The anmplitude modulated term can be removed by forming

2 v |
‘,fj y'(uw) cos (wWu+ ¢'(w) ) du 1.3.22,
t-T
where T is the interval corresponding to the intezral number of periods, n,
of frequency,w, i.e. T = —2—£-'3-'

b) y'(t) cos (wt + P*(w) ) muy be fed directly into the controllsr.
The intesrator in 1.3.22. acts as a lov pass filter, which attenuates from
the mﬁltiplier output all terms except the d.c. level. 4 disadvantase of this

method of econtrol is that by integrating over a complete period or periods, the
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controller is unzble to detect real c_hanges occur:ing in the process, as
quickly as othervise., Some filtering of the second harmonic and noise is
however essential, otherwise the controller follows the sizeable perturbations
sbout the slo.e and also the noise. This results in lar,e losses both during
the ascent %o the optimnum and aiso while attempting to follow the movements
of the optimum. Thuis poiat is discussed in more detail later.

The controller consists of conventional analogue equipment - Tlectronie
Aissociates TR 10 Computer - producing a mixture of pmj:ortional, integral and
derivative conirol, characterized by the paraveters Xo’ . | and X-l‘ A

detail:d diazsram of the analogue equipment used, is given in figure 10,

1.4, General Contrgl Strategy for Two Variables

Introduction

‘fhe theory described so far has dealt with the case of the response, V’,
depending on one process varisble. In general, however, the response depends
on several process variables and the section below outlines a general method
for treatingz this situation. For the sake of convenience the case of two

variables is considered.

Steady State

As in thz case of one variable, it is assumed that the steady state

response may be approximated by a quadratic polynomial., For two variables this
takes the form

2 2
nGyixy) = oy +Byx +x +Pux g%y +hxxy L4l
If the control strategy were based on partial derivatives |

31 - .
E‘;:{' = lfsi + 2'{51111.. + (Sijx.] 1yd = 1,27 i i& j l.4.2.



a quick approach to the optimum would be a.ci;ieved, if the response contm.zrs
were c¢ircular, Ho'v.ever, in general, the contours are elon:ated, in whieh
case the most rapid lirection of assent is along and perpendicular to the
axes of the wesponsv surface. This direction van be found by a canonical
transformation i.e. moving the orizin to the local maximﬁ:nv of the surface
( 521, §2 )} and rotating the coordinate axes to correspond with those of the
ressonse surface, The resulfant canonical variables ( Xl’ X2 ) are related

to the standardized process variablee ( see 1,1.2, ) by the linear trans-

formation
5= Ayl =5) v Alx, - E)
x2 = >\ 2(}(1 - ;1) Lol )\l(xz - §2) 1.4.3.

vhers P\l and )\2 avre ocnatants.

The response surface in this c:se can be expressed by

N o= (vax) - 12 rsl;u X5 - 125, K Tt

vhere )L(max) is the value of the response at the centre of the design, and
' 1 '
ﬂ\ 11 (5 gy ore constants vhose sign and magnitude detuvrmine the shape of the

response contours (4).

In 1,4.3. the standardized variables %, and x’2 have scsling constants

a, and a, associated with them ( see 1.1.2. ). However it is only the ratio

2
al/a2 which influences the relative values of Xl and X2. Thus if 1.4.3, is
rewritten in the form

4 o= ey (g -%) + e, (x-%)

X2 = 821 (11 - Xl) + 822 (12 - x2) 1-40501
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then the sc .le and direction of the axcs Xl = X2 = 0 relative to those of
Xy and X, can be asltered at will by changing the three irdependent ratios of
ths copstants a, ..

+J

Yynamic Considerations
As the position of the meaximum fésponsé tends to change with time,

it is convenient to rewrite 1l.4.4. in ﬁhe fom
0y = Qo) = /2(H 008,07 & 12 (x,-0,)7 L.

- where '8 it is the position of Xi' corresponding to a maximum in V‘L % at time t,
referred to the canonical axes.

If perturbations

Xy = K + 85 008wyt

th = Xz't + 5 2 cos U.)zt 104070

are then introduced into the canonicel variasbles, corrections, proportional
to the distances (xlt - e].t) and (X, - e?_t), can be fed back in a way
similar to that for ome variable. & scnematic diagram of this is shown in
figure 3,

The advantages of working with canonical variables are basically two=

fold
a) If the svstem is a ridge, the advance will be along its axis and

thus the optimum will be reached in the most efficient manner. This is be-
cause for a ridge system onec of the constants, {Si ;¢ 1s large relative to the
other and thus any offset from the ridge is very quickly compensated.

b) Independent control can be exercised over the canonical variables,
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whereas the process variables themselves would be coupled. It may be seen

thut the perturbations in the process variables are

]

AST} 81 cos mlt + T, ‘62 cos mzt

Axy

:ﬁxz = T\‘Zl 51 cos (..\lt + mo, 62 cos (.02t | 1.4.8,

where 1Tij are constants, which can be obtained from the inverse transformation
of 1.4.5. :

They are thus made up of a mixture of cosine waves, the mixing proportions
being such that the net effect is to produce a cosine wave along and at right
angles to the ridge. Had the process variables been perturbed sinusoidally,
the output would have contained the sum and difference frequencies due to
coupling. The canonical variables may thus be thought of as a device for
mixing the two perturbation frequencies in such a way that these interaction

terms are eliminated.

The Control Loop for Two Variables

v

A diagram of the control loop in two variables is shown in figure 3.

The control strategy and considerations in the choice of constants are the
same here as in the case of one variable.

The objective function is fed into a high pass filter and then is split
into two identical signals. Each signel is correlated with the ﬁhase shifted
cosine at one of the perturbation frequencies and can be integrated so as to
remove the harmonic frequency terms. The result_is‘then fed into a controller,

similar to that for one variable, and into a summer where the perturbation
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signal is added. The outputs from the two summers, which represent the
corrections in the canonical variables, are then converted back into

corrections in terms of the process variables and these are fed into the

devices controlling X, and Xye



CHAPTER 1I

The Water Gas Shift Reaction
Introduction

In the last chapter the basic ideés of adaptive optimisation were
sumnarized. In vhat follows, the process to which these ideas are applied

is discussed. The apparatus used is then described, followed by the control

gysten,

2¢1a__The Choice of Reaction o Optimize
The purpose of this work is to study the effectiveness and properties

of the control ideas described in the last chapter, when these are applied
to a physical system, For this reason the reaction to be optimized has to
have a'continuously measurable optimum with respect to at least two inde=-
pendent variables, This optimum can be either a natural one like yield or
percentage conversion or else an artificially created one like coste
Further, there should be other process parameters, besides those used for
control purposes, which can be varied in a controlled manner, so as to
generate fluctuation in the system. Finally the conditions under which the
‘reaction is performed should be realisasble in a university laboratory.

Surprisingly few reactions satisfy all the above criteris, especially‘
vhen one requires that the reaction should have a natural optimum in two
variables. The water gas shift reaction

Co + H?_Oﬁcoz + H2

does however seem to be a z300d choice, It has been often investizated because



of its great industrisl importance as an intermediate stage which produces
hydrogen in the manufacture of ammonia and methanol and is further practicable

to operate under pilot scale couditions in a university laboratory., Since the
reaction is exothermic and reversible there is an optimum temperature of
operation for a fixed inlet composition. Also, when the temperature is fixed,
there is an optimum flew rate of steam for any dry gas flow. This occurs because
an increase in the steam flow rate increases the amount of carbon monoxide con-—
verted to hydrogen and carbon dioxide. Hewever, the time of contact of gases
with the catalyst decreases, resulting in less comversion occurring and thus

a turning point,

2.2+ Survey of the Water Gas Shift Reaction

The water gas shift reaction

Co + B0 & co, + H2 + heat
has been studied by a large number of workers, but so far no universally
accepted description of its kinetics has been produced. This is principally
dﬁe to difficulties in reproducibility of results e.g. diffusion and heat
trangfer properties, catalyst size and proportion of promoters used with
the basic iron oxide catalyst. Further, the results obtuined are fitted to
seferal possible reaction mechanisms and the model showing the best fit on
the basis of some criterion, such as variance, is acceptedl"'éﬁis does intro-
duce ambiguous interpretation, particularly as the criterion of best fit also
varies. Stelling and Krusenstierna (17) surveyed the approaches available,
starting with the various adsorption isotherms and concluded that the same
rate equation can in principle be derived irrespective of the choice of the

isotherm., They also suggested a standard procedure for the investigation

of reaction kinetics and illustrated this with some preliminary work on the
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water gas shift reaction, using an unpromoted iron oxide catalyst at 390O c.
On the basis of these experiments they proposed a rate eguation of the fomm
n

(P4 o

r = KkT) Poo T
2)

vhere k(T) is the rate constant at temperature T “K and P, is the
partial pressure of component i.

Stelling and Eruscnsticrua advoc.ted the use of "cne veoriable at-a
time" type of experimentation; which has been shown by Box and Wilson (i)
to be a less effective procedure than a statistically designed experiment of
the factorial type. Hulburt and Srinivasan (18) performed a half replicate

59

factorial experiment on the water gas shift reaction and then fitted
constants to several possible rate equations. The form of the equation which
gave the smallesi vériance was sdopted but the experimental proccdure was
state& not to have been sufficiently refined for any great confidence in the
results.

Bohlbro (19) found that the reaction rate was best described by the

expression b 090 p  0.25

co H20

r = k(1) P 0.60

0,

which in form agrecs with Stelling and Krusenstierna's proposal. The reactor
used was a differential type i.e. low conversionms, containing 3 gns of
commercial iron oxide-chromium oxide catalyst. The catalyst size was 2 mm's
and it was concluded that below 380° C the resction was not mess transfer

1imited. At higher temperatures the diffusion effects were satisfactorily
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corrected for, by means of the effectiveness factor, calculated by
Hoogschagen's method (20). It was also pointed out that above 380° C tﬁere
exists a danger of reducing the catalyst to iron if the partial pressure of
vater falls below a certain limit, The iron then catalyses the reaction
200 ——-—-—)CO2 + C

Bohlbro found an activation energy of 27.4 keals/mole for the shift reaction.

Hars (21), also using a commercial iron oxide—chromium oxide catalyst
assumed that the reaction rate is first order with respect to the displace-
ment of CO from i%s equilibrium concentration i.e.

r = k1) (Py, = PBgy )

eq

where Pco is the partial pressure of carbon monoxide if the inlet gas
mixture re:gts to equilibrium.

llars' results agreed with those of itelling and Krusenstierna in so
far as the rate is progortional to PCo and is lowcred by PCOZ. The
experiments were performed in a differential reactor, 8 mm diameter, con-
taining 1.4 gms of 500 to 700/L catalyst. The rcactor was immersed in a
fluidized bed of carborundum powder (ZOJ/JI)- The effectiveness factor (20)
vas used to correct for mass transfer limitations with diffusivity calcula~-
tions based on Knudsen type model i.e, the gas mean free path was assumed ¥o
be much larger than the pore diameter, The results of the laboratory experi-
ments were used to predict tne temperature profiles in industrisl adiabatice
shift reactors and the predictions were found to lie within the range of
measured results. The exception was that at high tamperétures the slopes
of the ealculated curves decreased insufficiently. Using Mars' rate constant

&

results, an activation energy of 28.5 keals/mole vas obtained,
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tioe (22) found experimentally that the Murs type rate equation did not
account satisfactorily for the dependence of conversion on the steam to gas
ratio. He thus proposed thet the shift recaction should be considered us being

- reversible, with the rate being first order with respect to each reactant i.e.

r;—-k(ﬂ‘) (a-x) (B-x%) - (C"’!]){T(Q"'Z)i

where A, B are initial concentrations of the reactants

C, D are initial concontrations of the products

X = conversion
Ky = equilibrium constant
k(?) = reaction rate constant

Hoe's results when fitted to a Mars type rate equation rcsulted in an
activation ener.y of about 33,9 kcals/mole.

Moe wus interested in producing a rate equation, which could be used
with confidence in the design calculations of shift reactor:. His practicul
results do show an improvement over Hars' model in that at a gi?en temperature,
the rate constant, k, showed less sensitivity to the inlet zas composition.
However, due to experimental error, the xesults are not really conclusive.
Also, no rcsults are given for the performence of predicted and actual adiabatic
reactors. The paper does consider very clearly several of the factors necded
for the design of an industrial shift reactor.

Harst's kinetic model has been>used for the purpose of simulating the

process on & digital computer. The relative simplicity of the model vas an
advantage and as we lacked experience, there was no rcason to suppose that the

more complex model of Moe was necessary. Further, other workers (23), (28)



have found Mars! rate equation satisfactory.

2+3, The Choice of Gas Compogition

The purpose of the water gas shift reaction is to convert carbon
monoxide to carbon dioxide and hydrogen by reacting it with steam over e
catalyst. The hydrogen is tiien used in the manufacture of methanol or
ammonia. In the old processes the feed gas for the reaction came from the
water ges reactors, where the gas was produced by passing steam and air over
heated coke. Recently, however, industry has tended to use steam reforming |
i.e. crackin: of lizht hydrocarbons, or partial oxidation of heavy hydro-
carbon 0ils with air or oxysen to produce the source gas for the shift con~
verters. | The cracking or partial oxidation of natural gas has been used
in places vhere naturzl gus is readily available,

The source of gas largely determines the inlet s.s composition for the
shift converters. Thus a typical inlet gas from water gas reuctors* is

co 325 co, &b

H, 3T N, 4, CH, 22%

2’
The gas then passes through a water saturating tower operated at about
85° C.

A typical exit zas from the partial oxidation process contains

o 457% co,, 4.5%
H, 497 N, 4, CH 1.5%

The steam is introduced by passing through a water saturating tover

and further injecting superheated steam.

*) Nitrogen Engineering Corporation



A typical exit gas from the steem reforming process contains

co 12.2% co,, 8 %

H, 57.2% Ny, 4, CH, 22.6%
The steam is present here as excess from the reforming stage.

On the project since the reacting gases were only available from cyl-
inders, the overall scale of the appsratus was chosen so that standard cyl-
inders of gases gave zbout a week's operation. Thus the flow rate of dry
gases was calculated to be about 50 litres/hr.

The flow rates of the individual gases were chosen primsrily to enable
convenient operation. The carbon monoxide flow rate, which for computational
purposes was assumed constant, was reguired to be as large as possible, so as
to minimize rotameter control errors in conversion. However, it was expected
that the range of investigation would be up to 10:1 ratio of steaﬁ to earbon
monoxide and the dry gas collected ap.roximately twice its own flow of stemm,
Heinice the flow rate of carbon monoxide was fixed at 10 l/hr. In order to
simplify the expsriments, no carbon dioxide was fed into the systen.

The hydrogen flow rate was chosen so that the density of the dry gas
mixture wvas the same as that of steam, In this wsy measurement errors in the
steam flow rate were reduced, as density corrections could be neglected. Thus
the hydrogen flow rate was fixed at 19 l/hr and the flow rate of the inert
carrier gas, nitrogen, was teken as 21 l/hr.

The approximate composition of the inlet gas used in experiments was

thua

Co -
N, 42%

8
& 8

==}
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The composition does not correspond exactly to any encountered in industry.
Howewer, the ratio of hydrogen to carbon mqnoxide has 2 value lying between

that from the reforming and that from the oxidation processes.

2.4, The Apparatug Used
Figures 4 to 9 show the layout and details of the apparatus used,

Preparation of the Gases for the Reactor

. The reacting gases® carbon monoxide, c«rbon dioxide, hydrogen end the
inert nitro.en were obtained from cylinders and after being metered with
Rotsmeters*, they were fed into a mixing chsmber., For the purpose of
stabilizing the flow twd 0.008 inch orifices were inserted into each gas
line and a further one vas placed in the line joining the mixing chamber ¢o
the saturator. The mixing chamber itself was a vertically mounted tube
12" long aend 1% diameter tightly packed with sand - 550 1. nominal diameter.
Flow through the mixer was from bottom to top. Small amounts of other gases,
such as sulphur compounds, which act as catalyst poisonas, could have been |
added at this stage, were it desired to study the effectiveness of the control
system in maintaining optimum conditions in the face of catalyst degeneration.

The rcmaining reactant, steam, was introduced by partially saturating

part of the dry gas with water_at 98° C, this temperature being controlled
to better than 1/20th of 1° C. This special technique was made necessary
by the small scale of the pro;}eét and the néed to introduce accurately liquid

quentities of the order of 50 ccs/hr. A pneumatically operated Apnin** valve

*)  The Rotameter Manufacturing Co. Ltd., 330 Purley Way, Croydon, Surrey
#%)  Gloucester Controls Ltd., Zastern Avenue, Gloucester
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controlled the flow of gas entering the saturator and és this gas picked up

a fixed proportion of stean, the vulve effectively controlled the flow rate
of steam introduced into the reactor. The rest of the zas was sent through

a by-pass circuit, which contained & needle valve for making the resistance
in the two circuits equal =nd also a cylindrical vessel - 620 ccs volume. The
purpose of tiis vesuel wus to make the time of passaze through the two parts
of the system approximately the same, If this is not the case, the volume of
dry gus going through the reactor varies and tﬁis in turn introduces a bias
into the dependence of the conversion en the sinusoidal perturbations of the
stean fiow rate.

The flow rate of the ateam was measured with an Evershed* differential
pressure transducer (IR 315/1/C) placed across an orifice plate in the saturator
exit line., The steam was prevent:d from condensing out by heating this line
with electrical heating wire (175 watts) o absut 200° C at the orifice. As
the dry gas density was approximately the same as that of the steam, no
density adjustments were necessary. The accuracy of this method of measurement
was dependent on whether the times of passage in the by-pass and saturator
cireuits were approximately the same and experimentally this wss found to be
the case. 4 constant flow corresponding to the dry gas flovw rate was sub-
tracted from the continuous, total flow éignal, to give the steam flow rate,

The minimum size of the saturator vessel was calculated by Mr., R. J.
Price, Initially it was desismed to cnsure 100/ saturation and thus two
vesaels vwere used with about 95; saturation taking place in the first one,
However, with the method of measurement finally adopted, 100% saturation was

no longer essential and thus only the first one of the vessels was employed.

*) Evershed and Vignoles Litd., iActon Lane Vorks, London W. 4



The vessel height of 12 ins was chosen on the tasis of the largest height
which could conveniently be immexi;;éd in the available standard constsht
temperature tath*. The diameter — 8 ins ~ was such that the vessel could
operate for at least 10 hours without a significant change in the level of
water. The inlet gms stream entered the saturator at the bottom and was
broken up into bubbles by a 453 4 copper gauze fixed acroas the saturator
sross—-section.

The exit gzses from the saturator system, after passing through the
orifice plate,which measured the steam flow rate, were fed into an elec-

trically heated tubular reactor.

The Reactor snd Associuted Bquipment
The main considerations in the design of the reactor were ss follows:
l) The reactor diameter should be small enough to avoid significant

radial temperature gradients,

2) The mf ratio should be large enough to approximate

to plug flow and also to minimize radial diffusion effects.

) The mm ratio should be greater than 300 to eliminate

the influence of axial diffusion.

reactor diameter

particle diameter ratio 1s

4) TFor a given reactor diameter a small
desirable to avoid an excessive pressure drop across the reactor,
The compromises in the reactor design vere made empirically using as an in-
dication some criteria given by Rietema (23). In fact the designed reactor

satisfied all the above oonditions except 2) and this was compensated in the

manner described in section 3.5.

*) Townson and Mercer, Beddington Lane, Croydon, Surrsy
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The reactor consisted of a veértical 1 inch I,D. cop.er tube padked with
40 ccs of I.C.I; high tempersture shift catalyst. The catalyst was ground
down from industrial sized pellets znd the sieve fractiom 539 to 699 misrons
was uscd. The volume was chosen Yo allow near equilibrium operation. The
gaseé entered the reactor tube at the top and passed through a 14" preheating
section rontaining course sand - 1003 to 1204fL - before entering the catelyst
bed. A half inehk length of {ine sand - 599 to 699/A,- was packed on either
side of the catalyst to stabilize flow conditions and on the downstream
side there was a further 5 inches of coarse sand., The reactor bed was
supported on a 6OL/FL copper gauze,

A nichrome strip heater was wound. on the outsgile of the rcactor tube
and vas electrically insulated from the tuce and lagging with 0.003 inuch thick
mica. The lagging consisted of a layer of 4" &sbestos rope znd a section of
2 inch thick magnesia. A 50 watl heating tape and a sheet aluminium foil wepe
wound around the magnesiz to minimize heat losses, The heater was wourd in

3 parallel sections:

a) preheater 400 watts
b) reactor i.e. catalyst 350 watts
c) end effeots 250 watts

The maximum pover into esch section is shown and the actual power was ad~
Justable by'a resistor in series vith each circuitv, Furthcr, the overall
power being supplied, was controlled with a variac., The controller was a
simple on/off type, but by adjusting the power input to be 5 - 10> larger
than the power needed tc compensate for heat losscs, the temperature in the
reactor was controlled to an accuracy better than 2% C. The temperature

indicction was obtuined with five 0.062 inch chromel-alumel thermocouples



gpaced as follows: @me each at centre of the bed at entry, middle and exit
from the catalyst and one each at reactor wall,in the middle and at the exit
from the catalyst. The signal for the controller was obtained from a thermo-

couple placed st the centre of the bed at entry to the cutalyst.

Measurement of the Outlet Guses from the Reuctor

The reaction products were cooled to a maximum temperature of 25° C, in
a short counter-current water condenser and after passing through a drying
tower containing silica gel, they were introduced into an infra red analyser.
The chemical removal of water was found to be necessary because even water
in concentrations of saturation vapour pressurc at 250 C caused appreciable
errors, by forming a film of condensate on the walls of the analysis tube.

An orifice plate was fitted into the line connecting the condeanser to the
analyser and an Evershed® differential pressure transducer (ER 315/1/0) placed
across it, gave an electrical signal corresponding to the gas flow rate.

The method of measurement by infra red absorption was chosen because it
provided a convenient way of obtaining relatively cheaply a continuous signal
corrgsponding to the concentration of carbon mouoxide in the presence of
hydrogen, nitrogen, carbon dioxide and water. The Grubb Parsons** instrument
had two ranges (0 - 2%, 0 - 20%;carbon monoxide) and was provided with a carbon
dioxide filter which removed all the effect of this gas on the readings.

The output signal frum the analyser, together with the analyser gas flow

signal were fed into a PACE TR 10*** general purpose analogue computer, which

*) Everched and Vignoles Ltd., Acton Works, London W 4
*% ) Grubb Parsons Co. Ltd., Walkergate, Newcastle-on-Tyne 6
***), Electronic Associates Ltd., Burgess Hill, Sussex
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was used to ecalculate the amount of carbon monoxide removed by the reaction

as well as the objective function. The latter is discussed in the next chapter.

2.5. The Analogue Circuit Used

Figure lo shows the way in which the anclogue ¢ircuit was patched up on
the computer.
Steam Flow

The transducer in the exit line from the saturating vessel measured the
total flow of gas and the signal produced was in the range O - 10 volts.
Calibration showed that 1 volt corresponded to 14.3 1/hr of gas and this was
taken into consideration by pot 7. The dry gas flow was cubtracted from the
total flow in amplifier 6 and so the output fiom amplifier 7 wasvthe true
flow of steam with 1 v equivalent to 10 1/hr. To obtain an equivalence in time
between conversion and the steam flow for use in the objective function - dis-
cugssed in chapter 4 - the steam flow was delayed in the circuit shown. The

relevant tranafer function was

p) = - BEYL

and this was simulated by using amplifier 9 and integrator 8 as well as pot 4
which corresponded to 2/T , the time constant of the circuit. Pots 5, 8 and 9
were needed for scaling the signal and pot 12 was the constant used in setting

up the objective function.

Conversion

The signal from the analyser was amplified by 40 because the instrument

gave a maximum output of 0.5 v for a 0 - ZQ% range in carbon monoxide.
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concentration, In fact the concentration range of interest was only O - 10%.
The variation of concentration was not completely linear throughout the signal
range but this effect was neglected ~ the maximum error thus intfoduced was
0.1% on the O - 30% concentration range. The flow of dry gas into the
analyser was measured with another differential pressure transducer and the
output of this was calibrated. The two signals were then multiplied on a
quarter square multiplier which necded the positive and negative signals as
inputs ( amps 1, 2, 3, 4 ) and amplifier 5 in the output, The setting of
pot 11 was derived from the calibrations of the transducer and analyser, the
inlet flow of carbon monoxide and also the constant used in the objective
fupetion. Tn Fact the signal from pot 11 corresponded to { 1 - conversion),
the output {rom amplifier 5 being the flow of carbon monoxide leaving the

reactor.

Objeetive FUnctibn

The objective function ( ¢ ) which is described in chapter 4, is

¢ = 0.3 (S-0.41W -553)
and this was computed on amplifier 10. Pot 10 corresponded to 0.3 (100 - 53.3)
= 14 v. The 100 comos from the percontage oconvorsion i.e. 100 ( 1 - output
frdm’amp 5 ). An estimate of the maximum value of the objective function was

set up on pot 15 and output of amplifier 10 was subtracted from this and the

result integrated to give the cumulative loss as an output of integrator 14.
In order to prevent overloading when the amplifier reached 10 volts the signal
was scaled by a factor of 1/20 and also as a spare compérator was available,
the integrator was automatically reset when the signal reached 10 volts., This

is not shown in the diagram,



High Pags Filter and Correlating Multiplier

The objective function signal was passed through a high pass filter

whoge transfer function is

pT
- T T (p) = 1+ pl

and this was set up by means of amplifiers 11 and 12 aund the feed back
integrator 13, Pot 13 specified the reciprocal of the filter constant., The
outputs from amps 11 and 12 were fed to the two fterminals of a éine/cos PO~
Jtentiometer comnected to a servo-motor driven shaft on the sine wave generator.
The other two quadrants of the povientiometer were earthed and thus a signal
corresponding to the product of the filtered objective function and a4 sine wave
was obtained on the wiper of the potentiometer. This signal was fed into

amplifier 15.

The Integration Circuit

Amplifier 15 had its output.limited by two diodes. The purpose of this is
described in chapter 4. The output went through pot‘l6 which specified the |
gain of the loop and then into the sample and hold c¢ircuit. Here the gignal

‘was integrated by integrator 16 and after summatior with the current valve
position, was fedvinto the initial condition of integrator 17. A micro switch
closed by a magnet fixed to the shaft of the sine wave generator, activated a
comparator once every cycle. VWhen this occurred, integrator 17, was put into
the operate mode and integrators 16 and 18 were reset. When the comparator
switched again after a short time - this bsing a fixed proportion of the cycle
due to the finite size of both the switch and magnet - integrato;s 16 and 18

A Y
were changed to the operate mode. As amplifier 18 had no input signal except
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the initial condition, it held the valve getting until it was reset again.
Amplifier 20 was requirsd for sign changing purposes and the output from it
went to the electro-pneumatic transducer. Here the 0 - 10 volf electrical
signal was converted into a 3 - 15 psi pneumatic signal and this was then fed
to the summing unit on the sins wave generstor wherc the sine perturbation

was added. The resulting signal wes fed back into the stean controlling valve.
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CHAPTER IIX

Steady State Model

3,1, Introduction

Suppose that the remctor can be assumed isothermal, that there are
negligible variations in the linear velocity along the length of the reactor,
i.e. incompressible gas, and that both mass and heat diffusion effects can

be considered small i.e. plug flow assumption

3 C
Co
CCO CCO + 3 x AX
A_‘Yu u
if= —
J
AX

Under these conditions, a carbon monoxide material balance over a differential

section of the reactor yields

| 3 Gy, 3 Gy
Wh Coy = usy (Coo+ 37 A%+ oA AX+AAXT

the number of moles of carbon monoxide per unit volume of gas at

where CCO =
time t and distance x along the reactor
r = the molar rate of formafion of carbon monoxide per unit reactor
volume
u = lincar velocity of gas throughvthe reactor under the operating

conditions

The ebove equation simplifies to
2% 2% |
dx ot N

3.1.1.

This is a partial differential equation, which can be solved by using a
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standard method for reducing a first order P.D.E. into two ordinary differen-

tial equations (29) i.e.

ax _ oat _ %o 5.1.2
w T 1 T T |

A digital computer piogramme wa§ developed for solving 3.1.1. using Mars!'
(21) expression for the r:action rate. However the reactor only contributes a
portion to the total dynamics’of'the process i.e. the saturator, condenser and
analyser have dynamic lags of the same order as the reactor. For this reason
it was decided that it is ungrofitéble t¢ pursue the solution of the P,D.E.
3.1.1. In principle differential equations for all the main parts of the process
could be set up from tneoretical considerations, and from these eguations, the
overall dynamic behaviour could be obtained. To do this would involve a great
deal df ertimation of the various process parametsrs, like heat transfer
coefficients, compressibilitics of sases etc. and even then, in oxder to solve
the resulting ecguations, simplifications would probably have to be made. Thus
for obtaining a dynamic description of the prdcess, it was decided to calibrate
the system in a way described in chapter 4. However if equation 3.1.1. was re-
duced to steady state, the resulting ordinary first order differ:ntial equation
wag expected to predict realistically the steady state response surface, This
is so, because for a given set of inlet gas flow rates, the conversion only
depends on the operating conditions in the reactor.

At steady state 3,1.1. reduces to

d CCO

u
d x

- T 3.1.3.

Different expressions used for the rcaction rate,r,in 3,1,3, will yield a

number of different response surfaces for the objective function chosen.
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Initially Mars' (21) kinetie model is considerod, followcd by twa other kinetic
models. The fitting of the models to the pructical results and a discussion of

the results are given in sections 3.6. and 3.7. at the end of the chapter.

3:2.  Mars'! Kinetic Model

Mars (21) considered the rate of the water gas shift reaction to be first
order with respect to the displacement of the carbon monoxide concentration £rom

its equilibrium value i.e.

v = k(Coy - (Copley) 3.2,1.
where k = 1rate constant in units of time-l
(CCO)eq the molar concentration of carbon monoxide which would

occeur if all the gus entering the rcactor, reacted to
eguilibrium

substituting 3.2.1., into 3.1.3.

d Coo
Tz =~k (G - (Ggp)y) 3.2.2.
How (Ccd)eq is a function only of thc inlet composition of the gases and the

temperature at a given point in the reactor and at steady stute both these re-

ﬁain constant., Thus 3.2.2. can be integrated to

- (CCO)G% + ((Cg)y, - (CCO)eq) K xo/u 3.2.3.
where (CCO)in = -molar concentration of carbon monoxide at entry to the
‘ reactor
and xo = totzl length of ;he reactor

" The objective functien, S, chosen, is the conversiou of carbon monoxide to

carbon dicxide and hydrogen, expressed us a percentage of the inlet fiow of



carbon monaxide, i.e.

(Gg0)ip = OeCao %;rﬂ' :
S = ‘( ) lOO‘;Z} 3.2.4’-
Ao/ sp |

where (GCO)in =  the volumetric flow rate of carbon monoxide at entry to
the reactor
G - =  totul volumetric flow rate of dry gases and steam at

distance x along the reactor
is no volume change occurs as a result of the reaction, GT is constant for all
values of X.

In the experiments the quantities measured are! the temperature in the
reactor, the inlet gus flow rates, the rate of flow of gas entering the analyser
and the concentration of carbon monoxide in this gas. Thus 3.2.3. is now
transformed so that the conversion, S, in 3.2.4. is expressed in terms of the
measured guantities,

From the gas laws, the molar concentration of carbon mouoxide is given by

©.). - (Poodin  (Bgodiy Pp 5.2.5

00’in RT - Gy RT s e
(GCO)in - (GCO)eq Py

also (Cco)uq -_-’ GT | 'ﬁ&? | 302.60

i}

whers (GCO)aq the volume of carbon monoxide which is removed by the
reaction in unit time, if equilibrium conditions are reached
with a given compositlon of entry gzss

P = totel pressure in the reactor

R = gas constant



Substituting 3.2.6., 3.2.5. and 3.2.3. into 3.2.4.

s (—0-)—~ _ oSy 3.2.7.

in
This states that the conversion, S, is given by the conversion which would
occur if the inlet gasses rcacted to equilibrium at the given reactor temperature,
with a correction term to allow for the fact that equilibrium conditions have
not been established., The temm xo/u is the time of pussage of the gas through
the reactor.
An exprossion for (GCO)eq can be obtuined from the definition of

thermodynamic equilibrium const:znt for the forward reaction, KT, 1le€s

( (Bgp )+ (Cgo)en ) (85 )y + (), )
Ko O D e s 3.2.8.
é (GCO) (GCO)eq% % W1n (GCO)eq g

where wig = volumetric flow rate of steum at entry to the reactor
The dependence of KT on temperature is obtained from free energy data (25) and

is given by

)3

) + 0.09687 (

K, = exp E—ﬁﬂ—i + 2,7212 (=) = 0.77054 (

looo looc looo

where T = temperature measured in °x ‘
In the temperature runge of interest i.e. 350 - 460° C this can be

approximated to an accuracy better than E% (21) by

Ky

0.01171 exp (9220/RT)

EXD (9220/RT - 4.45) 3e2s10.

i1

For an isothermal reactor opcrating under steady state conditions, KT is constant
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and thus an explicit expression for (GCO)eq can be obtained from 3.2.8.

g (Goodin * ¥in % Kp + (Gcoz)in * (GHZ)in B
) =
CO’ ey, 2 (Kp - 1)

3620110

where B

il

E § (Geo)ip * Vip 3 Kp + (GCOQ)in + (&g )y ;2

2
- 4K, ~ 1) g (Co)ip Wip Kp = (Gcoa)in (GHZ)in ;

3.3, _Moe's Kinctic Model

oe (22) considered the shift reaction to be reversible and the rate to

be first order with respect to each reactunt, i.e.

( 002 H2 )

T = k C C - T 3.3.1.
o HZO KT

where Ci = molar concentration of gas 1 at time t+ and distance x

along the reactor

1 vol"1 mole,

k rate constant in units time

Substituting 3.3.1. into 3.1.3.

C C
dac co, H
€o 2 2
= e k (C C e ‘_—_—) . 3.3.2.
dx Co H20 KT _

u

Let y ©be the number of litres of carbon monoxide converted per hr, at

distance x along the reactor.
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Thus
+
o o &ty Ao s
i GT RT M
where (Gi)in = flow rate of gas i at entry to the reactor
(GHZO)in is written as win

The sign is negative for the reactants CO and H20 and positive for the

products 002 and H2.

Substituting 3.3.3. into 2.3.2.

dy ( |
u—é-}—{:-kgg(t’rco)m-y) ?vin-yg ’
) g (GCO2)in y g E (Gﬂz)in ty g ; Py
Ko ) G, BT
i.e.
PT kxo
- Kp Gp BT u -
z dy
-y (Bg-1)4y E E (GCO)in+win;KT+(G002)in+(GH2)in g E( Cao ) iy Gcoz)m(G . ing
3e304e
vhere 2z = number of litres of carbon monoxide converted at the exit, X

from the reactor
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For simplicity of notation, let

N = KT -1 ‘ 3e3.5.
n o= E (G ip *+ Wi gKT * (Gcoz)in + <GH2)in 3.3.6.
O = (egp)yy Vip &y - (GCOZ)in (GHZ)in 5434Ts
Substituting the above three equations into 3.3.4.
' . z
) Prp kx| ) dy
Kp Gy BT  u 0_y2/u+y)\_e

R G L AN _ 4.8 / AN 47Ae;
Q)\2—4,u3 —2pmz +)\+‘j)€ ~ 4B AN R 4 8

Hence

= 2117 S —‘?\ —4}4,5
_2/,,,24. A +4

2 P, kx ) '
ANNZ 40 expg _\fz\_G_—K;_&,Q 2 =2y p 3.3.8,
/\+\1,\ - 4/.4-6 ! |

2 = 3 {A- —%.\I)\Z-@e% | 3.3.9.

The percentage conversion, S, for Moe's kinetic model is thus given by

: loo ( (1 ) 2 ),
= (m ()\- (T:‘%,‘) QA - 4#9-) : | 3.3.10.

where 2 is obtained from 3.3.9.
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%,3.,10, is similar in form to the result 3.2.7. obtained from Mars'
kinetic model. In factif 3. 2.7 is rewritten using quantities defined by

3'3'5’, 31306. and 303.7.

1 ~kx /u
S = (E;O_])%no—-f./L.g/\_\lij\z-ll/‘*e% 2 1-e °© g 3.3.11.

In 3.3.10.,{5' is the term which corrects for the fact that the systenm i7 not
-kx /u
at equilibrium. Under equilibrium conditions /3‘-—90 and so does e © y in

which case Mars'and Moe's kinetic models yield identical results, as they should.

%eds Log Kinetic Model

Consider the reaction rate to be first order with respect to the dis~
placement of carbon monoxide concentration from its equilibrium value, but

corrected by the ratios of the other gas concentrations to thoir equilibrium

values i.e,. '
(CHZO)eq
(CCO)eq CH 0
o |
C
H2 eq

¢o (CCOZ)eq (

Cco H )
= ke 21-—-——-——-
o L7 Cg CH20 Kp )

3eds 1.

This in some sense is an intermediate between Mars'! and Moe's models and thus

could be of interest. At equilibrium the results predicted should be the same

as those for the other two models.
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Using the same notation and procedure as in 3.3.

Y. ) (e ).
- SR é((G ) ) - g(Gcoz)m+y§ é GHz)m+y3§ Py
dx  RT Gy ((*eo’in™) . KT(W-y) RT G
or |
. kx
- '-J"-"‘ —"'Q' =
K’I‘ u

(W -y ) dy

Jo °y2.(KT'1)+EE( 0) 10V in ¥ (g co,, )1n+(GH) )V'(( o) 1155 )in(GHZ)ing

Z
- f e 3.4.2.
VYo =Y }L+y)\~ 9

Z

: : z
2(f7h) ¥y =j a_(y°u- y)\+6) +J (A -2 W) gy
= “ o yZH—y)\ + 06 o‘yzju.-y}\-a-e

T

- 2 z

; 2 .
(ln (y2 -y)\+8)g+M A %m—211V+)\ q/\ #3 )

( ° YA 400 —2/Ay+>\+3)\2 /_,.8 o

o

let
Z_#éw——-)\—é ) \*J ) ‘ ZedeBe
“/\ -4 € :
(Zg}g—z)\.i_e)("zuz-l-l\—/\ _4}_“6 )“J
‘ (—2}Lz +/\+€)\2_4IP,’

9(/\ \!/\2_4;&) ) kxog

exp ; -2
/\+U/\2 -4 9 ( r *

3.4,4, 1is an implicit function for z, which can be readlly solved on a

3'4'40

digital computer by using the Newton - Raphson interpolation technigue.
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hs in section 3.3. the conversion, S, is given by

_— z . .
S = TEES)in’ 100 % o 3e4.54

At equilibrium, 3.4.5. yields the same expression for conversion as that derived

from Mars' (3.3.11,) and Hoet!s (3.3.10,) kinetic models,

5654 Correction for Plur Mow Assumption

In the kinetic models derived in the last three sections, plug flow has
been assumed to occur in the reactor. In order for this asssumption to apply,
the catalyst particles with which the actual feactor was packed, would have had
to be very small and this was impracticable for recasons of the resulting large
pressure drop. Tﬁus a correction has been applied to the kinetic models to
sccount for the deviations from plug flow. The derivation of this correction
is shown below.

It is ussumed that the velocity in the outermost layer of the packing,
one particle diameter thick is twice the velocity in the interior (24).

Let d internsl diametir of the reactor

%

Thus the shaded arca

h

il

mean particle diameter of the catalyst

it

= T dp(d-dp)

and the residual area
—
L]

(a-2ap)?

1




~61-

Further, let G, = totai gas flow rate passing through the reactor measured
at the reaction temperature
and oC = proportion of the total flow, flowing in the imner area of
the reactor.
Ais the velocity in the shaded arca is twice the velocity in the inner
arca then
(1- @) Gy 2 o Gy
wdp (d-dp )

It

" 2
7 (q-zdp)

2 .
o = 4d=2dp) > 3.5.1.
2d“-{(da-24dp)

The deviation from plug flow alters the mean time of passage of the gas through
the reactor. Thus the gus flow is considerid in two parts so as to scparate

th

¢

effect of the gas travelling et the centre of the rcactor from that

travelling near the wall., The terms containing the time of pussage through the
reactor, for the thi‘ee models considered, are all of the form exp ( —¢xo/u )
where @ is independent of the time of passage. Thus the effect on conversion

of the time of passsge of the gas trovelling in the centrsl portion of the reactor
is .
)

( ' / OLGT
a =  oXp - X
1 ( 520 %(d-—2dp)2)

but the sverage veloeity, u, is

.al = exp 'g- ﬁﬁuxo § gZ- (1_2%2)233 34542,

The time of passage in the outer portion of the rcuctor is half that in the
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centre, thus the effect a, is

&X ;
o = - T _pdpy2 % )
gy = EXP é - 5 2- (1-2 3 ) ) 34543,

In the computer programmes, conversions for cuch of the models, are calculated
in two parts on the basis of 3.5.2, and 3,5.3. and the total conversion, S,

is obtained from

[47]
i

S (al) + (1 «%x) 8 (az) 3e5e4e

where S (ai) conversion calculated with the time of passage term given
by 8.

In the reaoctor used

inside diameter, (d) = 25.4 mm -
mean catalyst particle diameter (dp) =  0.65 mm
thus from 3.5.1. oL = 0,82 mw

5
s

i.e. 16k of the gas Flowing through the reactor travels at twice the
velocity at the centre.

Purther

exp (- Lo prfa)

©
H]

©3.5.5.
, = o (=055 axfu) . o
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TABLE 3.l.

PREDICTION ERRORS OF CONSTANT COMPOSITION DATA
USING MARS, MOE AND LOG MODELS

RUs | ©.4P| STEAH | OBS | ERRORS IN PREDICTION ( CONV (OBS) - CONV (MODEL) ) |

g0 | (%) | Fuov | conv m(as; I~'TODEI(. , Mo?'ss HODE% : LO'(‘ Iji(}DEL - '
K (T LT KT K (T K (T KT
(1/aR) | (B) | qpog | Bast TRUG | BEST | TRUE | BGST
22 362 lo.4 60;0 - 8.6 - Te0 1.1 1.3 . - lo,7 - 8.3
29 362 13.6 72.1 b 4.5 had 209 4.5 4!8 hand 603 - 402
28 361 17-9 78.0 - 4.1 - 2.8 3.5 307 - 61 - 4.4
24 361 20.8 75".1 - 5-2 - 400 l-l 103 - 7-0 - 5-6
20 | 3c2 | 27.2 |63.7 | = 3.2 |- 2.3 05 | 0.7 | =~ 4.7 | - 3.7
30 362 32.2 86.4 - 1.5 - Deb> O-S °i7 - 2.8 - 240
23 362 36.6 86.1 - 2ol - 104 - 1.2 - 101 - 303 - 2.6
21 362 3904 86.3 - ln7 - 1.1 - 105 - lo4 - 2-8 o 2-2
25 363 52.3 87.2 - loo -~ 005 - 303 - 302 - 1.8 Lad 1.3
{19 363 | 62,5 | 8T.7 0.6 0.9 - 35 | = 3.4 - 0,1 8.3
27 365 72.7 88-7 1-7 201 el 305 - 3‘4 103 106
31 362 75.0 8?-7 3e0 3-3 - 305 o- 3-4 2.6 209
26 365 | 89,5 | 89.0 3.9 4.2 - 3.5 | =~ 3.4 3.7 3:9
6 389 9.5 62.3 - 0.6 1.2 0.7 1.3 - 4,4 - 4.4
14 | 387 | 1021 [ 66,3 | = 2.2 | =023 | — 0.7 | =0ul | = 2.4 | = 0.4
- 5 389 12.7 73-6 lal 209 203 2.9 l.0 . 3.4
15 387 | 16.6 | 80,0 | - 0.1 1.6 1.2 1.8 - 0.2 2.0
12 387 21.1 85.0 O.l 106 1.0 105 040 lbg
11 389 22.4 88-0 242 3.6 2.9 3.4 2‘1 4.0
17 300 | 24.2 [ 85.3 | = 1,6 | = 0.3 - 1.0 | ~ 0.6 - 1.7 0.0
4 | 387 | 2T.0 [ 86.6 | ~ 2.0 | - 0.8 =14 |~1so | = 2.1 | = 0.6
16 388 32.4 88.8 L 1.9 - 009 - 1-5 - 1.2 - 2.0 Ll 0|7
8 389 37-0 89.9 - 200 - 1.1 ‘ - 107 - 104 - 242 - 1.‘0
% | 368 | 43.6 | 92,1 | = l.0 | = 0.3 -~ 09 | =07 | = 1.3 - 0.3
lo 388 50-6 92.9 - 1.1 - 0.5 - 1.2 - 009 - 1.4 - 0.5
7 389 | 58.0 | 93.9 | = 0.7 | = 042 = 0.9 | = 0.7 -~ 1.1 | = 0.3
18 390 6202 94-2 - 007 - 002 - loo - 006 - lul - 004
13 390 66.1 94,7 - 0.4 0.1 - 0,8 ~ 0.6 ~ 0,8 - 0.1
2 368 | 68.1 | 9446 | -~ 0.5 | - 0.1 - 1l0 | = 0,8 | = 0,9 | = 0.3
1 389 8005 95.3 - 002 0,2 - 0.9 - 098 had 1.6 — 0.1
9 389 1119.0 | 95.1 | - 0.1 0.1 - 260 | = 2,0 | = 0,5 | ~ 0.2
42 411 12.2 65-2 - 2.7 - 007 - 2-6 - 1-9 - 2.\.) b 1.5
38 407 | 13.2 | 67.6 | = 3.4 | = 1,5 - 33 | = 2,5 - 3.4 - 0.9
4‘4 410 17-2 77-0 el 0.7 1-1 - 0.6 Ool - 007 107
43 412 20-9 Ll.2 - 006 1.1 - 006 ) 061 - 0.6 1.6
39 406 | 22,9 | 82,86 | ~ 1.4 0.l = 1.3 | = 0.8 - l.4 0.6
37 405 27.7 84.4 - 2.9 - 1.7 - 2,9 ~ 2.4 - 3.0 - 1,2
45 41o | 31.2 | 88.6 | = 1.9 | = 0.7 - 1.8 | - 1.4 - 1.9 - 0s3
34 407 35.5 87.5 - 2.8 - 107 - 208 - 2.4 - 2.6 - 104
4o | 411 | 36.5 | 88.7 | -~ 1.6 | - 0.5 ~1.6 | =11 - 1.6 | - 0.2
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RUN | TEMP| STEAM | OBS |ERRORS IN PREDICTION ( CONV (0BS) - CONV (MODEL) )
No | (%)| FLow | conv gg.az(zs; MODE% ) MOE(-J'? MODEJ(:,) LO(G ISIODEL (“;
K{T) KA(T X (T K (T K(T X AT
(L/HR) (%)' TRUE BEST TRUS BEST TRU- BEST
36 408 40-5 89-8 - 107 0.8 - 107 - 1-4 - 107 - 0-5
33 406 | 47.2 1 91.4 |- 1.5 |~ 0.7 - 1.5 | - 1.2 - 1.5 - 0.5
46 411 | 47.9 | 92.1 {~ 0.6 0,2 - 0.6 | - 0.3 - 0.6 0.5
41 4—10 5607 9217 - 103 hnd 006 - 1.3 ad l.O haad 103 - 0-4
47 1 413 | 65.8 | 94.0 |~ 0.7 |- 0.1 -~ 0s7 | = 05 - 0.7 0.1
32 404 | T4.8 | 95.2 |- 0.5 0.0 - 0.5 | - 0.4 - 0.6 0.1
35 407 446 | 95,5 [~ 0.6 |~ 0.1 ~ 0.7 | - 0.5 - 0.7 - 0,1
54 425 1 12.1 | 67.3 1.8 3.8 1.6 2.6 0.6 0.6
fo | 425 | 12.5 | 64.6 |~ 2,0 0.0 ~ 2.0 | -11 | -2.1 - 2.1
62 422 | 17.5 | T6.5 0.2 2.1 0.2 1.0 0.2 2.6
55 | 226 | 18.7 | 78.5| 1.1 2.9 1.1 1.8 1.1 3,5
6l 422 | 24.5 | 83.5 0.0 1.6 0.0 0.7 0.0 2.1
55 423 | 30.7 | 8546 |~ 14 | = 0,1 ~ 1.4 | - 0.9 - 1.4 0.4
51 423 | 32.5 | 85.9 |~ 1.9 | = 0.6 - 1.9 ] - 1.4 1.9 - 042
48 427 38.6 8807 - 0.8 0'3 - 0,8 - 044 - 0¢8 007
59 424 | 45,6 | 92,1 0.6 1.6 0.6 1.0 0.6 1.9
52 424 | 47.8 | 90.8 | = 1.1 |~ 0,2 - 1.1 | = 0.7 - 1.1 .1
58 426 532 | 91.7 1 - 0.9 0.1 - 0,9 | - 0. - 0.9 0e2
49 428 | 56.2 | 92.1 |~ 0.8 Ca0 . ~ 0.8 | =~ 0.5 - 0.8 0.3
50 428 | 66.8 | 93,3 |~ 0.8 |- 0.l -~ 0.8 | = 0.5 - 0.8 0.1
63 425 | 74.8 | 94.2 |- 0T |~ 0.1 = 0.7 | = 045 - 0.7 0.1
56 428°| 88,6 | 95.1 |- 0,5 0.0 - 0.5 | = 043 0e5 0.2
57 432 | 104.9 | 95.9 | = 0.3 0.2 - 03| ~0.l1 - 0.3 043
TY | 448 | 13,8 | 66,9 0.8 3.0 0.5 1.8 048 042
169 446 | 19.7 | T4.7 |- 1.2 0.8 - 12| -~ 0.3 - 1.2 1.4
To 444 1 25.5 | 82,0 0.4 2:1 04 1.1 0.4 2.6
75 444 | 26.2 | 80,0 |-~ 242 0.4 - 22 | - 1.4 - 2.2 0.1
66 444 ¢ 36,8 | 85.2 1~ 2.3 |~ 1,0 - 23 | - 1.7 - 23 - 0.6
65 445 43.4 88.0 | -~ 1.4 - 042 - 1,4 - 0.9 - 1.4 0.2
72 444 | 44.2 | 88.8 |~ 0.8 0s3 - 0.8 [ = 0.3 - 0.8 0.7
74 444 | 52,0 | 89.9 |- L4 |- 0.3 —- 14 | - 049 - 1.4 0.0
68 446 1 59,5 | 91.2 | - 1,1 |~ 0,2 - 1.1 ~ 0.7 - 1,1 0.1
64 4471 T1.1 | 92.7 { = 0.8 |~ 0.1 - 0.8 | = 0.5 - 0.8 0e2
67 A47 | 8746 | 94,0 { =~ 0.8 |~ 0,1 - 08 | = 0.5 ~ 0.8 0.1
T3 446 1107.8 | 95.5 |- 0.3 | 0.2 - 0.3 | - 0.1 - 0.3 0.3
MaRS MODEL MOE!'S MOLEL LOG MODEL
RATE CONSTANT exp(34.00 - 30750) exp(37,00 — 2@%%0_) exp(34.00 ~ ng_gg)
RT '
¥R )
e exp(Qﬁgo - 4.55) e:_cp(&Rz;__ ~ 4.55) exp(&%{%g - 4.55)
3.3. OF DISCREP~-
ANCIES USING TRUE %05 225 . 458

LQUILIB CONSTANT

S.3. OF DISCREP~
ANCIZS USING BEST 217 202 306
EWILIB EXPRESSION
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Steady State Calibrations

These were performed in two separate parts. In one case the dry gas
composition was fixed and the response curve of conversion was investigated
on a grid of vzlues of steum fiow rate and temperature. The gus composition was
that used later in the optimisation runs and the purpose was to find a kinetic
model to use in simulation studies of the process. The other set of experi-
ments was performed in order to test the adequacy of the various models under
widely differing conditions of gas composition and tempersture. " For this reason

a factorialiy.designed experinent was run and analysed.

3.6. - Constant Compoasition Dat:

. The gas flow rates were fixed at
Carbon monoxide 9.0 1/hr
Carbon dibxido -
Hydrogen 23,8 1/hr
Nitrogen 21.2 1/hr
The stéam flow was varied from about 10 to 100 l/hr. A8 the process took
several hours to setile down to a ste:dy state after a change in toemperzture,
the proccdure was to keep the tomperature constant and alter the steam flow
so that the responsc surface is defired as closely aus possible. Thus the
experiments werce not randomised. The results obinined are shown in Table 3.1.;
the column "Run No" shows the order in which the experiments were performed.
Murs', Moe's and Loz xinstic models durived earlicr in the chapter were fitted
- to the 75 experimental results by using ths logklikelihood function technique (26).

Io this, one cininizes the sum of squares of the discrepancies between the
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actual results obtained and the results predicted by a particular choice ofr
the fitted parameters. The coptours of-the sum of the discrepancies are then
prepared as the dopendent variable with the fitted constants as axes. In thé
models the constants adjusted were the activation energy, é (k), and the

modified Arrhenius constant,a'(k); i.e. the rate constasnt, k, is
k = a(k) exp(~-E(k)/RT)
= exp (A' (W) -E(x)/RD) . 3.6.1.

The use of the rate constant for fitting a given model to sutisfy practieal
results is very reasonable, because the arrhenius constant describes the
activity of a given cat;lyst'and fhis in general'is not & rcproducible quantity.
 The reasons for thisﬁafe that the catalyst activity is a function of such effects
" as radial diffusion of gas in the reactor, pore gize and configuration of
catalyst particles, Fﬁrther the activation energy;.although theoretically cot,.
stant, vhries considcrably in its estimate from one experimentor to another

(19, 21, 22, 23). |

A typical contour diagram is shown in figure 3.1. The shaps of the con-

tours was found to be virtually the same for the three models considered and
thus only the diagram for Mers' model is showni As can be noticed from the
eaption in figure 3.1, the thermodynamic expression for the squilibrium con-
stant was not used, but this is unimportant because the point of intersst is
that the contours are parallel lines about a minimum vslue which is = straight
line, At combinati;ﬁs of smell values of E (k) =nd large oncs of A' (k)

the sums of squarcs of deviations tend to & constant value which is the same

for cach of the three models. This is because all mﬁdels consider deviations

from equilibrium conversion and once the rate of rcaction bocomes sufficiently
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large the system is at ¢ uilibriﬁm. In this cése any change in the ;arémeters
A‘(k) and E (k) does not affeet the sum of square of deviations. Cuts
through the contours at constent values of A'(k) and E (k) are shown in
figures 3.3. and 3.4. The contours in those figurss were obtained by using
the thermodynemic expression for the equilibrium constant. ‘For Mars' model the
best value of the activation encrgy is 30750 cals/mole %k when At(k) = 34.00
but due to the shape of figure 3.1, there z2re an infinite number of optimum
combinationg‘of k) end E (k).

The fzet that the mininum contour lics on what «ffectively is a widge
means thét E (k) and 4'(k) are correlated. Closer examination shows that
in the renge of temperaturcs considered, valucs of B (k) and A'(k) lying
on the minimum line give approximately the some values for the rate eonstant, k,
at any given temperature, irrespective of the tempersture of operation. The
reason for this is the very limited range of tumpsrature in which it is
practicavle to operate the reaction. Ahbove about 460° C the reverse reaction
starf; to predominate while at tempurétures much lower than 360° C there io

danger of carbon being deposited on the catalyst due to the reaction.

2 C0 — 002 + C

In the range 3600 C to 450° C the vacistions in the reciproczl temperature only
amount to + 6.6 % ot tne mean value., The temperature is thus virtually eon-
stant and so the effect ( A'(k) - E (k) / RT ) can be obtained by an infinite
number of combinutions of A'(k) and E (k). This often occurs in rate con-
stant determinations and tunds to be ignored. It may at lecast partial;y account
for the large discrepancics in the valucs of the acvivation energy quoted in

literature,
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The cccuracy with which the parameters are estimated can be obtained

approximately from

S R - )

S-S¢=S.m't 1+ F - Qs

SSemin ( 14gE=F o (0.95) 3.6.2
where p = number of parameters estimated i.eca 2
N = number of results considered i.e. 75

3.5. = sum of squarcs of discrepancies between the observed

and predicted results,

(0.95)

Fp Hep value of the P statistic at 95% significance level
with p and N-p degrees of freecdom

= 3,13 wvhen p=2 and N=T75

The approximation is due to the assumption that the sum of squares of the
residuals after the predicted results have been subtracted from the observed
ones, is normally distributed. The "F" statistic is itself a ratio of

two X2 distributions cach X° being the distribution of thc squares of a
normal population,

From 3.6;2. the sum.of squarcs corresponding to the 95% confidence
limits ecan be found. A line at this level is then drawniparallel to the relevant
parameter axis ond the values of parameters at the intercepts of this line with
the S.S5. curve yieclds the confidence limits. This is illustruted in
figurcs 3.3. ‘and 3.4,

Using the thermodynamic expression for the equilibrium constant the best
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fits for the three models are listed belew;

TABLE 3.2 . |
k Confidence Limits
A S.S5. of
J 1 E (k) Hk . as
ode (k) At (k) Deviations E () At (k)
Mars 30750 34,00 308 30670 ~ 36900 33,90 ~ 34,06
loe 28500 37.00 225 28400 - 28600 36.92 - 37,05
Log 30200 34.00 458 30090 - 30380 33.89 - 34.10

_The resulting errors in prediction for the individual observations are
shown in table 3.1. (columns 5, 7 and 9).

‘The udequacy of the models is sgain determined by mezns of the "E" test.
The sssumpticn here is that the model. describes exactly the actual reaction
mechanism. If this is so, the ratio

 variance estimated from the sun of squares ef the
discrepancies between predicted and observed results

variance due to lack of reproducikility of results

ie distributed as the "F" statistic with N~ p and p' degrees of freedom,
where p' is the number of resuits used to estimate the denominatof.

slthough no runs wére truly replicated, an cstimate of thg reproducibility
of results was obtained by interpolation of closcly lying results. These were
arbitrarily assumed as any steam flew readings measurcd at the sume temperature
and differing by less than 3 1/hr, On the basis of 20 such readings an
estimate of 652 was found to be 3.26., Thus from the sums of squares of -
discrepancies and 652, the value of F&B,Zo could be found for each model,

This is shown in table 3.3,
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Hode; S.85. min F73’ 50
Mars 308 1.30
Moe 225 0.94
Leg 458 1.92
From tables (32) F73’ 20 ( 0,90 ) = 1.67 F75' 20 ( 0.95 ) = 1.94

From these it can be seen that both Mars' and Moe's kinetic models give sig-
nificant predictions of the reacti;n, whereas thc prediction of the L;g model
although signifiéant is not as good; Tue luvel of significance, however, is
determined to a large extent ;y the accuracy of the estimate of 6;{ The lack
;f replicuted resﬁlts dous make this value somewhat Suspect; But.in any case
the results indicmte that Mars' and Moe's models preiict the con%ersion fairly
well,

A4 guestion of interest is whether there is any significant differcnce
between the three models. On the surfaée it would se«m that the answer is
"no" for ilars' and Hoe's models and "yes" for the log model. A formal way
of deciding, is by using yet again the "FM test; The hjp;thesis is that if
the value of the ratio‘;f the sums of squares of discrepancies using any two
different models is lcss than a giveh " value, then the discrepancies could
have origin.tea from the same normel distribution; The felevant statistic is
F73’ 73 ﬁecausc the 1:2 f;r gach m;del has 73 degrees ;f freedom; iw: degrees

of freedom being lest in the estimation of the twe constants for each model.



The values of the relevant ratios are shown below;

Mers _  log _ Log _
Moe 1.37 Mars 1.49 Moe ~ 2.04

From Davies (32)

(0.90) = 1.37 (0.95) = 1.50 (0.99) = 1.77

3,73 F73,73 513,73
Thus it follows that Murs'and Moe's models are diétinguishable 99% of the time
which is not very significant in a statisticzl sense, Log and lars' models
give predictions which ure distinguishable 19 times out of 20 which is signif-
icant and the predictions from Log and Hoe's models are different at the 9%
significance level,

One further point of note is that the three models &ll giﬁe the same
predictions if eguilibrium conditions are reached. Thus if one wants to com-
pare their relative merits only values away from equilibrium conversions should
be considercd. By exumination of table 3.1, this mecns that only runs at
365o C and 3900 C should be compared i.e, the first 31 runs, The relevant

analysis is given in table 3.4,

T4BLE 3.4.

Model 5.5, over Ratio R
First 31 Runs ' 31, 31
Mars 232 Mars / Moe 1.57
Moe ' 135 Log [/ Mars 1.74
Log 369 Log / Moe 2.73

From Davies (32)

Py 31 (0:90) = 161 Fyy 5 (0.95) = L84 Fyy 5 (0.99) = 2.39
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Thus once again Mars'! and Moe's models are insignificantly differint but both
Mars'and Log models and Log and Moe!s models are differcnt, the Log model
giving the worst prediétions.

So far the models have considered deviations from the thermodynamio value
of equilibrium comversion. However, Both Mars and ioe (21, 22) in their
papers zave expressions which approximate the equilibrium gonstant by an
expon;ntial form i.e.

Ky A(k?) exp( E(KkT)/RD) |
exp ( E (KT) / R - A'(XT) ) * 346.3.

f!

It

Taking this approximation a step further, the constants A'(XT) and E (KT)
were chosen so as to minimize the sum of squares of discrepancies3between the
pfedicted and actual conversions. Thus four constants were used to fit the
best model, but as was mentioned carlier and can be seen from figures 3.1,

and 3.2. only two of the constants are independent. If one of the parameters
of both k and KT ié fixed, this specifies the optimum values of the re-~
maining two parameters. For Mars' model this is shown in figure 3.5. The
shzaded portion indicates the 959% confidence 1linit., However, at another setting
of A'(k) or A'(KT) the optimum values of the activution energies would
change but the shape of the contours would stay the same: Figures 3.6i to 3il7.
illustrate this point. Each figure shows the rvariation of the sum of squares
of residuals with one parameter while the other three parameters are kept
constant. The cqnfidence limits calculated from 3,6,2, are also indicated.

The results are shown in the tables 3.5. and 3,6,
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LOG KINETIC MODEL
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TABLE 3,5.

5.5, of 8.5, of :

Deviations Deviations | Fixed Parameters “Best Values
Model with True with Best P -

Equilibrium | Value of | a'(k) AT (XT) ' B(k) B(XT)

Constant 3 Parameters
Mars %08 217 34.0 4.55 %0250 9200
Moe 225 " 201 3T.0 4.55 28500 9300
Log 458 - 306 34.0 4,55 30200 9150

TaBLE 3.6,

. Confidence Limits
Model a1 (K) A (KT) B(k) E(XT)
Mars 33.92 - 34,12 4.47 - 4,60 30585 - 30850 9120 - 9300
Moe 36.90 ~ 37,09 4,49 - 4,63 2839 - 28630 9190 - 9375
Log 33.88 -~ 34,14 4.47 - 4.63 30015 - 30345 | 9odo ',9260

Analysing the résults in the sume way as those where the true eqpilibrium
constant was used, it can be shown that the differences in prediction of the
three models are insignificant at the 95% level. Thus one could‘in principle use
any 6f the three to predicf conversions, A point to notice is .that the"equilib-
rium"conversion is now d;fferent for each model and thus one does not find points
of identical predictions. Hence all the 75 runs &re co@pared in order to
distinguish between the models. The predicted contour surfaces for the three
models are shown in figures3.18, 3,19, 3.20. They are all seen tu be rising
ridge contours. Cuts through the contours at constant temperature and constant
steam flow rate'are shown in figures 3.21. and 3,22, Here the predictions of
conversion on the basis of the three models are superimposed and the true
conversions are also indicated. The three models are seen to give véry similar

predictions at high temperatures but differ considerably at the luw ones,
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Maximum values are seen to be present but the maxima are very flat,

Analysis of the results in table 3,1, shows that theume of the thermo-
dynamic expression for the equilibrium constant in the models yields a high
prediction for the conversions (the predicted conversion is higher than that
observed, 61 times for Mars' model, 57 times for lMoe's model and 62 for. the
Log model)., However, if the parameters ef K& in 3.6.3, are also adjusted to
their optimum values, this effect is lost and the normality approximations for
the statistical analysis do apply.

Table 3.7. shows the sum of squares of the residuals at 365o and 390o C.
The remaining squares of residuals are used to provide an estimate of variance

of the predictions and thus the "F" statistic can be estimated.

TABLE 3.7,
, S.S.' of S.S.. of S.S. of
Model thRgzggugls lithgégugls 4§e§:iz;ﬁgls FlB, 42 F18, 42
Nars 124 51 62 6,45 037
Mae 101 36 64 5.10 1.31
Log 205 57 a4 | 15,01 3,02

From tables (32)

(0.90) = 1.69 Fis 4o (0.95) = 1.9 (0.99) = 2.60

F13,42 135,42
This indicates that the discrepancy at 365o C is highly significant for all

three models but that at 3900 C there is no significant correlation for Mars'
and Moe's mpdel but there is for the Log model. It is also of inferest that
at temperatures above 390o C the Log model gives better predictiqns than the

other two models, however, the difference is not significant.
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Moe (22) found a correlation between the residuals and steam flow rate

when fitting Mars' model to his experimental results,

reduced when fitting his own model,

This correlation was

Tabie 3.8. shows the sum of squares of

residuals for various flow rates of steam, using the best fitting models.

TABLE 3.8.

Model Steam Flow Rates in L/hr
Lcss than 20 | 20 — 30 | 30 — 40 | 40 - 60 | 60 - 80 ; Greater than 80
Mars 119 49 11 5 16 18
Moe 71 27 22 21 37 17
Log 174 81 20 7 11 16

The results show that at low steam flow rates the cstimates are widely out in

the cases of all three models.

However, the mcasurements of conversion-below

about 30 l/hr arc expected to be less accurate than the others, because the

analyser was used on the 0 - 20% scale as opposed to O - 2% scale for the

other readings.,

Thus any small drift in the zero setting tended to introduce

proportionally larger crrors.

Further the prediction by Mars' and Log models

of the result of run 22 was a long way out, pointing to the fact that this

measurement might be in error. Overall there is less correlation between steam

flow and residuals in Mpe's model than in the other cases but short of a

thorough further examination the indications are that all three models are

adequate as far as allowing for the steam flow is concerned.

The above analysis of the data obtained at the constant inlet gas com-

position shows that any of the three kinetic models qﬁoted could be used to

predict the conversion,

The overall differences between them are insignificant




although each model has certain regions of operation which are better than
those of the others. Thus as a final level of sophistication one could con-

sider linear or othcer combinations of the models i.e.

Conversion = a (Conv)Mars +b (Conv)Moe + (1-a-b) (Conv)Log 3,644,

Another way of approéch would be to build a systematic model of the system on
the lines suggested by Hunter and Mezaki (3&0. This is discussed more fully
in the next section. However, no such model building has been done.

In practice Mars' model has been used in the computer Simulation, be~

cause it is the simplest one to operate,

3.,7. Determination of a General Model for the Water Gas Shift Reaction

Tae grevious section has bsen concerned with finding the best model to
fit the data obtained with a constant dry gas composition. Tuac results ob-
tained showed that all three models considered, fitted the data fairly well and
could thus be used for the purposes of a computer simulation of the process.
waever, those results applied to a certain fixed gas composition and although
of great interest to the project, were not general. In order to considexr the
usefulness of the models derived over a wide range of gas compositions, a
fractional factorial experiment was designed and run., The values and ranges

of the various factors considered are shown in table 3.9,
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TABLE 3.9.

Pactor Units Nomenclature | Mean + ve Level - ve Level
Temperature ° 6 . 405 445 365
Steam 1/br 1 45.0 70 20
Hydrogen 1/hr 2 21.8 29.0 14,2
Carbon menoxide 1/hr 3 9.85 - 13,65 6.0
Carben dioxide 1/br 4 3.9 7.9 0.0
Nitrogen 1/nr 5 = 1234 | 24,7 16,2 16,2

The range of values of the factors was chosen fairly arbitrarily in the case of
the gas flew rates, the idea being to consider mest ef the cempesitions en-
countered in industrial reactors. As the process‘took several hours to settle
down in steady state after a change in temperature the experiment was "blocked"
in that variasble. This means that the factorial was run at one level of the
temperature and then it was replicated at the other level. The order in which
the experiments were run was randomized by use of random numbers and the
fraction used was specified by the defining relation I = + 12345, Thc

scttings of the factors, the order in which the runs were perfarmed tegether
with the results obtained for the conversion are shown in table 3,10, The
centre point was replicated three times at each temperaturc in order to give an
indication of the reproducibility of the results. The settings of the

variables are often seen not to be at the exact levels defined by the factorial.

This ds because a change in gas flow rate altered the pressure at the saturator
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TABLE 3.lo.

RESULTS OF THE FACTORIAL EXPERIMCNT PERFORMED ON THE INLET GAS COMPOSITON

H Co co N

RUN TgMP STEAM | 2 2 2 TRUE MARS! | MOE!'S |LOG

O ¢ | FLOW | FLOW PLOW FLOW FLOW CORV MODEL { MOIEYL |MODEL
(1/ER)| (L/HR) | (1/8K) | (1/ER) | (L/HR) | (% )

lo | 446 | 58.0 |32.00 [16.65 | lo.90 | 35.30 | 72.40 - Tdd | - 6,9 |- T.7
18 | 447 {19.2 |29.20 |13.,85 8¢lo | 16.40 | 46.20 - 7.2l - T.0 |- T.4
7 445 | 68,8 14,50 13,95 8.20 16.50 92.00 1.8 1,6 1.6
13 {447 | 15.2 |15.40 |14.85 9.10 | 33.40 | 63.50 11.2{ 11l.6 9.0
9 | 448 | To.o | 29.00 6.00 7.90 | 16.20 | 81.70 - 2.7l - 2.8 |- 2.8
6 |447 | 15.2 | 30.20 7.20 9.10 | 33.50 | 45.10 5.2 5.6 5.1
4 1448 | 68,4 |14.60 6.40 8.30 | 32.70 | 92.20 2.1 2.0 2.0
5 {446 | 19.6 | 14.%0 6.1o 8.00 | 16.30 | T7.70 9.6 9.6 9.6
14 | 447 j*To.o | 29.00 | 13.65 0,00 | 16.20 | 91.80 0.9 0.8 0.7
19 | 447 | 16.0 | 30.00 |14.65 c.00 | 33.30 | 72.20 13.5] 14,2 | 12.6
2 | 445 | 66.5 | 14.To | 14.15 0.00 | 32.80 | 95.32 2.1 2.0 1.9
3 | 446 | 20.0 |14.20 |13.65 0.00 | 16.20 | 73.30 - 1.7) = 1.6 {= 1.7
16, | 447 | 68,2 | 29.60 6.60 o0.00 | 32.90 | 93,90 1.4 1.3 1.2
12 | 446 | 20.6 | 28.80 5.80 0.00 | 16.00 | 52.50 25,81 =25,7 | -25.8
8 | 446 | To.o | 14.20 6.00 0.00 | 16.20 | 95.%0 - 04| - 0.5 |- 0.5
1 | 447 | 20.0 | 14.10 5.9 0.00 | 32.20 | 83.00 - 2.3 - 2,1 |- 2.3
15 | 447 | 44.2 | 22.00 | lo.0ob 4,10 | 24.90 | 85.60 0¢3 0.3 0.2
17 {447 | 43.8 | 22.10 | 1lo0.15 4,20 | 25.00 | 86.80 1,8 1.8 1.7
11 | 445 | 43.8 | 22.10 | 1lo.15 4.20 | 25.00 | 85.40 0.2 0.3 0.1
20 367 58l7 32-10 16015 10090 35000 31.80 - 5.2 - 4.6 - 4-5
35 | 366 | 20.0 | 29,00 | 13,65 T.90 | 16.20 | 25.60 =16.4] - 7.3 | -22.,4
36 | 367 | 69.2 | 14.40 | 13.85 8.10 | 16.40 | 43.30 - 2.9] -13.3 | - 0.6
38 | 366 | 19.2 | 14.40 | 13.85 8.10 | 32,50 | 36.70 - 8.1 4.4 | =13.2
31 | 367 | 69.2 | 29.20 6.20 8.10 | 16.40 | 37.80 - 5.3 =14.7 { - 3.1
30 | 364 | 16.0 | 30.00 T.00 8.90 | 33.30 | 27.60 - Ta4 5.8 | ~11.5
24 | 365 | 66.0 | 15.20 7,00 8.90 1 33.30 | 42.50 0.7| - 6.6 3.2
32 | 364 | 1844 | 14.60 6.40 8.30 | 16.60 | 35.50 -19.3| -11.1 | -20.4
28 | 366 | To.6 | 28.8n | 13.45 0.00 | 16.00 | 56.70 13.1] 3.7 15.3
29 | 365 | 19.4 | 29,20 | 13.85 0.00 | 32.50 | 43.30 0.5 1l4.0 |- 4.7
23 | 365 | 69.7 | 14.30 | 13.75 0.00 | 32.40 | 60.60 17.8 9.6 | 20.4
27 | 365 | 19.4 | 14.40 | 13.85 0.00 | 16,40 | 50.50 - 6.9 1,8 { -10.6
3% | 366 | 69.4 | 29.20 6.20 0,00 | 32.50 | 67.20 25.2] 17.81 27.7
26 365 20,6 28-80 5080 0,00 16»00 53030 - 4-1 4-»8 - 4'6
21 | 364 | 69.7 | 14.30 6.10 0.00 | 16.30 | 68420 19.6 3.3 22.9
222 | 365 | 19.7 | 14.30 6.10 0.00 | 32,40 | 6l.00 1.7 14.5 2.7
34 | 367 | 45.0 | 21.80 9.85 3,90 | 24.70 | 47.60 - 2.2] - 3.9}~ 0.5
37 | 366 | 45,8 | 21.60 9.65 3.70 | 24,50 | 45.60 - 3,31 - 5.6~ 1.4
25 %66 i 45,8 21460 9.65 i 3470 24,50 43480 ! - 5.1t - T4 i = 3.2
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and thereby the calibration of the rotameters. This effect was not noticed
till after the results had been obtained, and so the settings had to be ad-
justed. There was also a slight drift in temperature over a series of runs.,

The results were =nalysed in an identical way to those in section 3.6.
and the shapes of the curves obtained had the same characteristics as before.
For that reuson only two diagrams are presented. Figure 3.23. shows how .
the sum of sguares of the discrepancies between observed and predicted per-
centage convefsion varies with the activation energy of the rate constant for
the case of the three modcls.

The results obtained when the thermodynamic expression nas been used for

the equilibrium constant are given in table 3.1l.

TABLE 3.11.
Model 5 (k) At(k) S.S. of Deviations | Confidence Limits
& (k)
Mars 30000 32.0 3672 29750 ~ 30240
loe 29660 3645 . 2910 29430 - 29890
Log | 30090 32.4 4555 28810 - 30380

As before the models are also considered with an expression of the form 3.6.3.
in place of the equilibrium constant. Thus in fact one is fitting four con—‘
stants to the data. The relevant results are shown in table 3,12, The
variation of the 8.s. of discrepancies with the activation energy in the

equilibrium expression is shown in figure 3.24,
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TABLE 3.12.

Model B (k) Ar(k) E (xT) AY(KT) | 5.S. of Deviations
Mars 30000 32,0 9100 4.45 3629
Moe 29660 36.5 9250 4.45 2903
Log 30090 32.4 9000 4.45 4374

is the improvement in using 3.6,3. rather than the thermodynamic equilibrium
congtant i.e. 3.2.9., is very slight it was considered pointless to introduce
yet another modification t6 the published models. Thus only the models using
342.9. for the equilibrium expression will be considered in the further dis-
cussion,
The sumsof squares of deviations for all three models are very large.

The estimated mean square error of the results based vn the two lots of three
-repeated points is 2.38. Thus the estimated value forF

56,4
models could be found and the significance of the model obtained., The results

for each of the

are shown in table 3,13,

T4BIE 3.13,
1
Model . S.S.min F36,4
Mars 3672 ' 42,8
Noe 2910 33,9
Log 4555 53.0
From tables, (32) F36’4(95) = 5,75 and F36,4(99) = 13.8
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From the above it can be seen that none of the models are very satisfactory.
To determine whether the models are significantly different from one another
one considers the ratios of the minimum sums of squares of the deviations and
compares these with the relevant P statistic i.e. F36,36' This is shown be-
low; '

Mars / Moe = 1.26 Iog / Mars = 1.24 Iog / Moe = 1.56

F36’36(0.90) = 1.54 F36’36(0.95) = 1.75

Thus there are no really significant differences between any ofithe three
models, However, from the residuals'columns in table 3,10. it can be seen
that the duts at the high level of temperature gives very similar values for
the residuzls irrespective of the model used. This points to the system being
at equilibrium. Thus in order to distinguish between the models, all of which
describe deviations from the equilibrium value of conversion, one should con-

sider only the results at the low temperature, This is shown below in table 3.14.

TABLE 3,14,
Model S.S. og Residuals Ratio of Models Estimate of
: at 365" C F19;19
Hars 2443 Mars / Moe 1.48
Moe 1655 Log / Mars 1.38
Log 3382 Log / Moe 2.04
F19’19 (0,90) = 1.82 Flg.19 (0.95) = 2,17

The estimated values of the "F" ratio are seen to be less than the 95% signifi-
cant level and so statistically speaking there is no conclusive evidence that

thé models are different.



TABLE 3,15.

Model - Value of Correlation Coefficient between Factors

1 ]2 3] 4 5|6 j12;13] 14| 15| 16
Mars 0435|=0.13] 0.02{-0.30; 0.27| 0.03| 0.22 €.23{-0.21| 0.37| 0,31

j

1\106 -°¢13 -0108 0.07 “0.29 0044 —0.01 -0014;0.11 "0-40 0-05 -0.12
Leg 0.441-0,15|-0.04|-0.30] 0.23| 0.02 0.22 0.28{-0.15| 0.43] 0.39
Model Value of Correlation Ceefficient between Factors

23 24 | 25 26 34 3% | 36 45 46 56
Mars -0,07 ]| =0.33 | 0.11 | =0.13| -0.28 | 0.16 | 0.04 | -0.21| =0.25 | 0.27
Moe 0.00] =0430 | 0,26 | =0.,10]| =0.26 ] 0.29 | 0.08 | ~-0.15| -0.24 | 0.41
Log ~0412 | 0433 | 0407 | =0.14| ~0.29| 0409 | 0,02 | =022 | =0.25 | 0.22

The factors in the above are-

1 flow rate of steam

2 flow rate of hydrogen

3 flow rate of carbsn monoxide
4 flow rate of carbon dioxide
5 flow rate of nitrogen

6 temperature of the reactor




The next point of interest is that if the medels are all inadequate,
where is it that they fail. The lack of fit for the individual observations
when using the three models is shown in the last three columns of table 3.10.
Ag béfore the residuals are computed on the basis

(the ebserved readings -~ the predicted ones)
In order to determine the places of failure of the models, the residuds ob-
tainéd for each model were tested for correlations with the settings of the
factor levels and the results are shown in table 3.15. In order to have a
firm basis for judging significant correlations, the correlations were

normalized by the use of the following procedure (32)w

é?%actual setting _mean sétting) (actual value _ mean value )
correlation of =1 of i of 1 of residual of residual
residuals with = —= :
factor 1 38(actua1 setting mean setting§ :;?(actual value mean value ?

p=1 of 1 of i p=1 of residwal of residual

3¢Tels
The above correlaticn was denoted by symbol i. The correlation ij was similar-
ly evaluated, but in this case a new column was first formed, This consisted
¢f the products of the actual settings of facters 1 and J in the pth run, The
mean ¢f this column was then obtained.

The significance of a given correlation was obtained from a standard
table (table E in Davies (32)). This assumed that the residuals were normally
distributed. Fer 38 degrees of freedom two quantities are significantly cor-
related at the 95% level if the value of the correlation coefficient exceeds

0.31l. The corresponding values for 90% and for 99% levels are 0,26 and 0.37.



TABLE 3.16.

Level Model Value of Correlation Coefficient between Factors
of Tem- 1 ‘ i
perature 1 2 3 4 5 6 12 13 14 15 16
Mars |-0.051-0.29| 0.20| 0.16 | 0.36! @.13|-0.17{-0.02| ~0.04| 0.02| =0.05
146° ¢ |itoe |-0.07|-0.28] 0.21| 0.16| 0.37| 0.14|=0.18]~0.03|=0.04| 0.01{=0.07
Log |-0.04{-0.29| 0.18| 0.15| 0.35| 0.13]|~0.16|=0.01| -0.04 | 0.03|~0.04
Mars | 0.64|-0.02{=0,11|~0,64 | 0.22| 0.06| 0.50} 0.42|-0.33| 0.63| 0.64
365° ¢ |Moe |-0.21] 0.11| 0.02[-0.67| 0.51| 0.06]|-0.12{-0.19|-0.72] 0.06|-0.21
Log 0.73]=0,06{~0.17!-0.59 | 0.17{=0.09} 0.57| 0.48!-0.23| 0.69] 0.73
Level Model Value of Correlation Coefficient between Factors
of Tem- i 1
perature 23 24 | 25 26 | 34 | 35 36 | 45 46 56
Mars ~0.01{-0.02} 0.10/-0.29| 0.04| 0.33| 0.20{ 0.15| 0.16 | 0.36
146° ¢ | Moe 0.01]=0.01 | 0.12[-0.27{ 0.05| 0.35| 0.21| 0.16| 0.16 | 0.37
Log -0.03|=0.03 | 0.10|=0.29]| 0.02| 0.30| 0.18{ 0.14| 0.15 ] 0.35
M&I‘Q "'Ooll -0556 0.12 ""0.02 ""0052 0o03 "'0.11 "0048 "’0-64 0-22
365o c Moe 0.04|-0,55 | 0.40| 0.,11]-0.51} 0.26|=0.02|-0.,42]~0.67 | 0.51
Log -0,17|=0.53 | 0.06{-0.06 -0.50 [-0.04{-0.17| =0.46|-0.59 | 0,16
The significant levels of the correlation coefficients with 19 degrees of

freedom are

9o

0.37

95% = 0,43

9%

= 0-55




-100-

From table 3,15, it can ﬁe peen that for Wars model the thyee of the
most significant correlations involve the flew rate Jf steam. This was also
noticed by Moe who attempted to corrsct for it by using his own model. In
this respect he is seen to have succeeded. DMNoe's model however has ﬁighly
significant positive correlations involving: the flow rate of nitrogen, in-
dicating that the time of passage of gas throuzh the reactor is badly under-
estimated. Mars' model althougn an improvement, is still bad at allowins for
the inert gas flow. Both models are¢ ecuslly bad at allowing for the flow
rate of curbon dioxide. The Loz model is inadequate at similar points to
Mars' model end as it does not predict results significantly better than
Mars' model, there does not seem to be a case for considering it any further.

Table 3.16. gives the values of the correlations if the results at
the two temperatures are considcred separately, From this it can be seen
/thﬁi at 446° C there are no significant correlations between the parameter
settings and the residuals, indicating that the e uilibrium form of the
equations is fairly adequate, The results however point to the flow rate
of nitrogen bein_ incomyletely described by the models. At the low level of
the tempeiature the residuals show hiéhly significant correlations with the
steam flow rate for the cases of Mars' and Log models. This arises both in
the single factor temm and in the interactions. Moe's model does correct
for this ade uatly. The darbon dioxide is highly correlated with the
iesiduals for all three models and for Moe's model the flow rote of nitrogen
is also poorly described. Thus in conclusion all three models sllow
correctly for temperature, and the flow rate variations of hydrosen and carbon
monoxide. Moe's model is a large im_rovement on Mars' model because it takes

care of the steum flow variations., Thus for the feed sis origineting from the
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partial oxidation process, Moe's model would be very sstisfactory. However,
Moe's model describes inadequatly the flew rates'of'the inert gases and carbson
diexide, This is a big hinderance when the feed gas contains considerable
quantities ef these gases e.g. gas from steam cracking of heavy hydrocarbon
0ils, The Log model gives similar predictions to Mars! model, but is inferier
and se does not seem to be any help in this respect either. The correction
fwr nitrogen points te a different function from those used in order to allew
for deviations frem equilibrium conversion, A reason may be that the cempensa-
tien for the deviation from plug flow is inade uate., In prineciple eme could
fit the'c;nstant determining the relative propertions of gas flewing at the
inside ‘and outside of the rgactor, by a precedure similar to the fitting of
the rate and equilibrium constant parameters. From table 3.16., it can be
seen that at the low temperature there is a highly significant currelatien
between the residuals and nitrogen setting, Sut there is no such effect at
the high temperature. This is explicable, beéause at the high temperature
the system is at equilibrium and thus the conversien in foth the inner and
euter layers of the reacter is virtually the same, whereas at the lew
temperature the *wo are significantly different., If this compensation still
proves te be inadequate and alse to ailuw for the carbon dioxide flew, the
best procedure weuld be to assume another kinetic model and develop it from
the initial assumptions (33), Models like Moe's and Mars', where deviatiens
from equilibriun cenversion are considered, seem to be on the correct lines,
In the abgence of any fuither analysis, Mse's kinetic model has been

found to be the best one to use for predicting the performance of water gas

shift reactors.
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CHAPTER IV

Introduction

This chapter considers the dynamic simulation of the process as programmed
in Mercury Autocode for the London University computer. The procedure was to
superimpose dynamics onto Mars! steudy state kinetic model. The transformation
of the analysing and filfering operations performed on the analogue computer,
into a form suitable for the digital computer is also derived, -The experiments
run to calibrate the model so as to predict erperimental results, are described

at the end of the chapter.

4,1, The Cbjeective Function

The objective function (C) which has been optimized is

C conv (8) -~ a. steam flow rate (W)

1t

= 5 - & - b . |  4.1,1.
In practice C corresponds to a very simple profit function being based On the
fact that the supply of steam is not unlimited and thué costs money. Also for
sreater accuracy on the analogue computer a constunt, b, was subtracted from
the conversion term.

The optimisation experiments were run at around 405° C, the temperature
being kepf constant, The reason for choosing this temperature was that it was
convenient to control and that Mars' model ;redicted the conversion satis-
factorily. &s cen be seen from fisures 3.18, 3.19 and 3,20 the conversion
response curves with respect to steam flow do not change shape éo any great

extent with change in temperature. In particular the maximum is a very flat
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one, and this is undesirable for the exploratory studies as described in this
thesis, Hence the use of a cost function. Curves showing variation of ob-
Jective function with steam flow and temperature are shown in figures 4.1.

and 4.2. The objective function is in fact
C = 030 (S=~o0.4VW-533) 4.1.2,

the 0.30 factor being present for scaling purposes. The dotted curves show
vhat the objective function would be if the steum flow measurement was in error
by 5 1/hr in both positive and negative directions. From this it can be

seen that the value at the maximum is very sensitive to the accuracy with which
the steam flow is measured. Hdﬁever, the position of the maximum stays constant
despite any steam measurement errors.

So far the steady state case has been described. In practice ther: is
a delay between the adjustment of the valve controlling the flow of steam,
the actual steam flow and conversion. This is due both to the finite time of
passage of gas from one part of the system to another - i.e. pure time lag -
and also to dynamic or capacitance lag of the éystem. For this reason it is
necessary to delay the steam flow mecsurement so that a particular measured flow
of steam corresponds to its resul*ant conversion, This -is a trivial matter to
achieve on a digital computer, but not on the analogue computer.

As the delay between steam and conversion was about 30 seconds - a large
proportion of this was due to the delay in the infra r@d analyser - and the
frequency of opefation vas around 1 cyele/loo secs, this meant that the phase
shift required was about 110° i.e. 1.9 radians, A convenient way to introduce
such & delay to an accuracy of 1° is by means of & 1st order Padé approximation (3@1,

However, there was insufficient equipment available on the analogue computer,
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VARlATlON OF OBJECTIVE FUNCTION-0.3(5-0.4W-53.3)
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to set up this circuit - it reguires 4 amplifiers‘and 3 integrator networks.

Thus a compromise was achieved using a less accurate circuit. The approximation

used was
p - &
Sl ,1.:
p+3
2 TN\
. L
2 4
where T is a time constant.
The resuitant gain introduced was
2 4, o2 _4iu
( iw- T ) (T T )
g:MOd(- 2)=Mod(4 5 )=l
1w+ T E-§+UJ
which has ithe required characteristics. The phase shift
4w
-55 )

R

The circuit is shown in figure lo, The delay altered with the position of
operation on the response surface because the time of puassage of gas changed
with the flow of steam, Thus complete correspondence between conversion and
steam flow raté was not attained, In the digital simulation the delay obtained
in the analogue circuit was calculated from 4.1.4., as both the time constant, T,
and fréqnency of operation were known. The reason why the approximation was
somewhat unsatisfactory at the freguency used was because %? and w were of

similar magnitudes and thus a sm 11 drift in frequency altered the delay by

a significant amount.



The problem of delaying sienals contained in the objective function is

. expected to be a difficult one when applying the technijue to an industfial
process, Here maybe ten or more individual measurements will be needed to
specify thevobjective function and the dynamic relationships between these
signals will tend to be highly coﬁplex. However, it iz essential that the
various measurements are at least approximately in phase otherwise it is likely
tha% the optimiser will drive the system to wrong operating conditions‘or even
make the system unstable, If the former happens even the "best" empirically

found phase shift may not optimize the sysiem very satisfactorily,

4.2, Simulation of the Process Dynamics

The dynamices were simulated by assuming that the system can be zdequately
described by two stage exponential dynamics and time lag. As was mentioned
by Box end Jenkins (31), the theory can easily be extended to the case of
multistage exponential dynamics., Thus the response ¥(t) to a forecing
function X(t) is assumed to be given by

(1+mp) (1+mD) (t) =gXx(t-v) or

ay d ’
' t —eo— t e _ -
T + ( Tl + T2 ) 1t + Tl TE t2 = gX(t-< ) | 4,2.1,

where T. and T, are the time constants of the two exponential stages

1 2
T’ is the time delay between Y and X and
g is the stcady state guoin of the system or in other words
the effect which a unit change in X(t) has on Y(t).

In what follaws the two stzge exponential dynamics are considered first and
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the dead time is accounted for later. Differencing of 4.2.1. gives

| T'
- A 2 _ .
where xP and yP are the changes occurring in the forcing function and response

during the interval between time p -~ 1 and p whose length

is At secs.

Let
: T!
~L
Lo Ay
By expanding and rearranging 4.2,2.
_(1+11)+(1+T2) ) 1.1, . ex,
yp+1“(1+Tl) (1+T27 o (1+1) (+1) Yo 17 (41 ) (1+T.)
_ 1 2
= 81 yP- 82 yp_l + (1‘- 61+ 82) gXp 4.2\3-
vhere ( ) ( ) v
' 1+T )+ (1+T 1
61:(1+T1) ﬁ+T%=l'l+T S
1 2 1 2
T.7T 1 1
_ 12 - :
S,~rmy ety - (1-1vE) (1-1yE) e

In order to allow for pure delay in the system one can consider that the

change which occurs in the response (Y) at time (p + 1) is the result of a

change in the foreing function (X) several intervals, say J, previouély.
Thus a more general form of 4.2.3. is

1 V= S,y v (1-0, +6,)ex 4.2.5.
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+150 one can consider that the result of a change in X will not appear after
a whole number (j) of time intervals i.e. that the change takes ( J+ A )
time intervals to appear, where A is a fraction whose value lies between
0 énd 1. Thus

T WS SRR CRNE - JOB® (CR S IS SUP

4.2.6.

& final degree of sophistication is obtained if the gain g is assumed to
vary with position of operation on the response surface; This implies the
exista@nce of a steady state model which in our case is available. A variable
gain is essential for any syétem which cannot be represented linearly e.g. a
reactor where chemical reaction takes place, In fact it was found that it is
far more satisfactory to consider the potential response at time p - j, due
to changes in the forcing function at that time rather than multiply the
corresponding gain by the change in the forcing function. The latter method
terds to introduce errors which continually amplify themselves i,e. for a
naximum, the predicted curve once above the true curve will diverge from the
true curve until after the optimum has been reached. The former method
brings down the predicted curve to the true curve at each calculating stage.

In the computer simulation, the dynamics between the change in valve
position and conversion were considered with a variable gain of the form Just
described i.e.

Sp+l = 81 SP - 62 Sp;-l + (1 —81 +52) E(l -X) (Eo)p-l

- ) 5
+ P\(SO)P__J._l ) 4.2.7.
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and the dynamics between change in valve position (v) and change in the flow

rate of steam (w) as

t\7p+i = SZ'L Wy = Sé o1 +(1-8 1t 82) gg <l - N ey + N\ vp-j—lg 4.2.8.
where the gain, g, is a constant.

Keeping the gain constuant in 4.2.8. is a reasonable assumption, for the
valve was spacified as linear with respect to steam flow rate. In.pé?ctice non
linearity did occur at small flow rates but it was not considered worthwhile to
allow for this.

Tt is worth noting that the form of the constants &, and 82 in 4.2.4.
is an approximation and this is demonstrated below.

For the sake of clarity consider the first order system

(1+1) ¥(t) = x(t) 4.2.9.
The response of Y(t) to a step change in X(t) is "
¥(t) = ¥o)+gx(l-e ©) 4.2.1o0.

where Y(o) is the initial value of Y(t) and
X is the size of the step change.
If 4.2.9. is differenced and also one considers the changes in ¥(t)

amd X(t) then

) = x

T
o — - .
yp Ot ( yp yp—l p-J

end the response to a step change in X(t) is thus given by

-
1
Vot Ry (Tt = O
m
g
y e 1
or E;Jl- _ ——5335~ S 4.2.11.



=110~

The corresponding ratio of changes in Y(t) when calculated from 4.2,lo.
has the value

y T
= e T 4.2.12,
p~-1
4,2.,11, apd 4,2,12, should be exactly equal which in general is seen not to

be the case, However, if At is small compared to T then expanding 4.2.11.

gives
1, st ot
At T ] iy
1+
T
and similarly 4.2.12. is
_ 4t 5
T At 1L (Lt
€ —l"‘T+2(T)

The above two are thus equivalent for small ratios of 5%3 . Extending the

above to a two stage exponential system, the values of S]_and 62 in 4.2.4,

should become
ot ot

6= (1-e )4 (1.-¢ ")
ot _At
62= (1 - € Tl) (1 - 8 T2) 402.130

The response to a sinusoidal perturbation of the function y = x2 was

t
compared using the two sets of expressions for the b6 s. Tt was found that
when a cycle of the input sine wave was divided into So points, 4.2.13. gave
an answer of 0,782 for the attenuation of the signal and 4.2.4. a value of

0,742, The attenuation calculated from the transfer function (4.5.2.) was

L - o
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found to be 0.78l. Similar results were obtained at other frequencies investig-
ated (150 and 50 secs/cycle). Thus in the digital simulation the &'s are cal-

culated using 4.2.13.

Equations 4.2.7. and 4.2.8. can be expressed in an equivalent block

diagram form i.e. for the case of conversion

v S -~ (5+X) At
_ o. e N or
o W T e ey | T
as 4°s '
t 1) 82 t oMt = - (3 /
1+ (Tl + 1) ) ot T T 2 S(t=-(3+X) At) 4.2.14.

4.3. The High Pass Filter

In order to amplify the effect of the perturbation in the objective
function the signal is passed through a high'pass filter. This is an analogue
computing device which transmits only the high frequency components of a signal
and thus effectively filters out the diresct current or steady state component.
Hovever, at the same time the required perturbation signal is attenuated and
shifted in phase, this being particularly true at theslow perturbation
frequencieé used. The filter is necessary because otherwise the perturbation
signal would be lost in the much larger steady é%ate component. The transfer

function of a high pass filter is

.Where © is the time constant,
The corresponding analogue block diagram is shown in figure lo (chapter 2), This is

straight forward to set up on the =nalogue computer but unlike the case of the
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delay it is harder to program on the digital computer. If C is the true ob-

jective function signal and C' is the filtered signal then

(o pT '

¢ " 1+pt % 4.3.1.
ac dc

] ——— — ————

Cr+ T 5T T

In the differenced form

C'P 1 + C'P ..
‘ T T
! - Q! = -
5 e (CP+1 cp) at(cp+1 09)4.3.2.
where At is the sampliﬁg interval.,
Rearranging 4.3.2. gives
=X ! £ .
0Ht o t
c!. = c! 4+ ——— (¢ - Cc )
1 T [ +1
AL B~ £ S
= ac + =2 (g - c) 4.3.3
P 2 p+1 P sseAe
where T %
At~ %
a = T 403-4.
aet

If the time interval, & t, is small compared with time constant, T, a—> 17
end the change in the filtered signal,between the time p and p+ 1 is the
same as the change in the unfiltered signal which is as would be expected

intuitively.
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4.4, 'The Sample~-Hold Operations

The signsl from the high pass filter is correlatcd with a phase shifted
input signal and then integruted over one cycle. On the plant the jhase shift
wes altered by adjusting the relative position of the shaft on which the sin-
cos potentiometer was mounted and the shaft carrying the swash plate which
varied the air pressure signul. The mﬁgmt used to generate a signal for
integrating over a cycle - i.,e, to activatc the sample-hold circuit descoribed
in figure lo - was mounted on this shaft and so the signal was always integr-
gted starting at the sume point in the cycle. In practice this corresponded
very closely tova cosine wave., In the digital simulation the above was achieved
by varying the starting position of the count on the total number of points in
such a way that the sum of the phuse shift angle expressed as a number of
intervals and the initial value of.thevcount was a constant, The integration
‘over a cycle was simulated by dividing & cycle into 5o intervals and integrating
by Simpson's rule. The result wuas then stored, a facility not available on the
analogue computer. Initially several aumbers of points per cycle were tried
out on the simple model y= x2 and the dynamics were deseribed with increasing
accuracy as the number of points used per cycle was increased., However, the
more pdints were used, the greater was the time reqﬁired on the computer and thus
5o points/cycle was chosen as & com, romise., 20 points per cycle in fact over-...
estimated the_attenuation of the input signal by aboutké,T% but the phase shift
was in errvor by two intervals. Wwith 5o points/cycle the attenuation was out
by less then 0.2% and the phase shift predicted the correct number of intervals,

It can be seen in figure lo that amplifier 4 has diodes limiting both

the positive and negative signals coming out of thecorrelating multiplier
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This was found to be very useful, if not essential, to keep the process sfable
during Jarge changes both due to the uction of the optimiser und noise., When
a change in the valve position was required by the optimiser, the system in
certein cireumstances received a large signal in the wrong direction due to
the non corresyondence of dynesmics in the objective function. By limiting
this signal, stability was retained. The setting of the diodes was fixed at
an arbitrary level which warked satisfactorily. The influence of the magnitude
of this level on the performance of the eptimiser might well be something for
further iovestigetion for tae diodes limited to a certain extent the speed of
approach to the optimum.

In the operatioaé perf§1med, the guin of the system was considered to be
the constant by which the cumilative change of the valve was multiplied. This
corresponds to a form of integral control which was ap, ropriate for the discrete

values o1 slope available from the sample and hold system,

4.5, Determination of Constunts for the Simulated Model

4.5.1, Objective Function

Thg constants for the objective function were found by trisl and error,
>SO as toahave the ohjective function described as accurately as possible in the
available = lo volt rangs on the analogue computer. The above applied to the
constant substracted fror the conversion (53.3) and also to the multiplying
factor of .0aJo. The multiplying constant of 0.4 for the sieam fiow rate was
fixed so that the position of the optimum was at & convenienl value of the
flow‘rate of steum,

The delay between steam and conversion in the objcetive functiou was again

found empiricully. The value used for 2/T was 0.057 which corresponds to &



-115-

time constant of 35.1 secs. In faet due to an éfror in the settings of con~

stants in figure lo the transfer function of the delay éircuit was

2
iw - 19 T
Pliw) = ~+ 2
20 iw -2
T

This unlike 4.1.3. produced an attenuated steam signal. However the delay

obtained was larger than that from 4.1.3. for a given value of the time con-

stant T. In fact with '% set 10 0.057, the delay at the frequencies used

was about 2.2 radians i.e. 128 degrecs.

4.5.2. The Steam and Coaversion Time Constants

There are three basic ways of determining time constants of a given system -
response to a step change, impulse response and response to sinusoidal variations
at different frequencies. For this work the lust method was used. On open loop
the valve controlling the flow rate of steam was perturbed sinusoidally iy
means of the sine wave generator. The amplitude of the perturbafion was fixed
at 1 psi on a valve operating in a signal range of 3 - 15 psi. Electrical
signals corresponding to the perturbation fed into the valve, flow of steam
and conversion were plotted simultaneously on the four channygl recorder, The
frequencies were varied in the range 200 to 17 seconds per cycle and the mean
value of the valve setting about which the perturbation was peiformed, was kept
fixed; The ranges of steam and conversion corresponding to the change of valve
position at steady state were noted at the operating point and the amplitudes |
obtained were divided by the steady state amplitudes to get the "gains". The phase

shift engles were obtained by simple measurement of the distances between the
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ILLUSTRATION OF METHOD FOR DETERMINATION OF DELAY
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TABLE 4.1.
FREQUENGY VALVE TO STZAN VALVE TO CONVERSION
RUN  RADS/ PRED PRED DV 0BS3 0BS PRED  P.S.
§O  SEC GATN P.3.  LAG GATH DELAY  DELAY  DEGS
DEGS  SECS SECS ~ SECS
SECS/ 0BS OBS PRED P.3. PRED PRED  D-V
CYCLE GATN DELAY DELAY  DEg6 GAIN . P.S.  L4G
SECS  SuCS DEGS  SECS
1195 0.032| 1l.00 0,96 9.5 22 12.1 -2.6 21| 0.89 0.94 48,4 29 15.6 32,8 29
18 190 0.033 | 0.99 0.96 9.9 23 12,1 -2.2 22] l.00 0.94 44.1 3o 15.6 28.5 3o
16 135 0.047 | 0.98 0.93 .9.0 32 11.9 -2.9 29| 0.95 0.88 43.2 41 15.3 27.9 4o
lo 113 0.056} 0.89 0,90 10.9. 38 11.7 ~0.8 4o| 0.97 0.83 48.0 48 15.1 32,9 49
2 100 0.063 | 0.84 0.87 9.9 42 11,6 -1.7 44| 0.81 0.80 47.9 54 14.8 33.1 5
14 97 0,065 | 0.95 0.86 11.4 43 11,6 —0.2 49| 0.96 0.79 41.3 55 14.7 26.6 48
9 84 0.075| 0.84 0.83 9.5 49 11.4 -1.9 48] 0.85 0.74 46.6 62 14.5 32.1 60
17 79 0.080 | 0.83 0.8l &.5 52 11.3 -2.8 47| 0.81 0.71 40.3 65 14.3 26.0 55
6 71 0.088| 0.76 0.77 9.9 57 11.2 2.3 58| 0.65 0.67 46.1 71 13.9 32.2 68
8 60 0.105| 0.68 0.71 8.1 65 10.9 ~2.8 58] 0.54 0.59 43.8 8o 13.3 50,5 67
20 55 0,114 | 0.71 0.67 7.1 7o 1l0.7 =2.2 67| 0:56 0.54 39.3 85 13.0 26.3 75
11 55 0.115| 0.73 0.67 8.5 To 10.7 -3:6 57| 0.66 0.54 39.4 85 13,0 26.4 45
3 49 0.128| 0.60 0.62 9.0 76 lo.d 1.4 78| 0,31 0.49 44,1 92 12.4 31.7 £5
12 45 0,140 | 0.65 0.58 7.6 8l lo.1 -2.4 75| 0.42 0.45 38.4 97 12.0 26.4 81
21 45 0,141} 0.60 0.57 8.0 82 lo.o -2.0 T9] 0.47 0.44 40.3 97 12.0 28.5 98
T 41 0.153} 0,52 0.53 8.6 87 9.8 -1.2 90 0.23 0.40 44.7 102 11.6 335.1 106
22 39 0.163 | 0.53 0.50 7.6 90 9.6 -2.0 87| 0.36 0.37 37.9 105 11.3 26.6 Co
5 36 0.177 | 0.46 0.46 T.1 94 9,3 -2.2 88| 0.23 0.33 45.7 110 lo.8 34.9 133
23 32 0.199 | 0.38 0.40 6.6 lol 8.9 -2.3 95| 0.21 0.28 38,4 116 lo.1 28.3 116
15 29 0.217{ 0.39 0.36 6.6 106 8.5 =2.3 103 | 0.19 6.25 40.8 120 9.7 31.1 155
4 25 0.251| 0.26 0.30 8.1 114 7.9 0.2 1l40{0.19 0.20 41.4 127 8.8 32.6 127
24 24 0.262| 0.25 0,28 5.2 116 7.8 -2,6 lod | 0.19 0.19 37.9 129 8.6 29.3 144
25 24 0,262 | 0,26 0.28 7.6 116 7.8 0.2 14o | 0.20 0.19 37.9 123 8.6 28.7 144
13 21 0.292| 0.20 0.24 6.2 121 7.3 -1.1 136 | 0.18 0.15 36.5 134 8.0 28.6 142
19 17 0.370| o.lo 0.16 4.8 132 6.3 1.5 1381 0.17 o.1lo 39.8 143 6.7 33.1 222
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peeks on the three curves, This is shown in figure 4.3. The results obtained
are shown in table 4.1,

The results were aznalysed by means of Bode plets where -the logarithm to
base lo of the gain and the true phase shift angle were plotted against the
logarithm to base lo of the'freqpency. The best curves through these points
were drawn by eye. From the gain figure it was found that the system can
satisfactorily be described by 2 stage exponentizl dynamics and estimates of
the relevant time constants were obtained by drawing tangents to the curves
at slopes of -1 and -2, The intercept of thé former tanzent with the loglo;u
axis at 1°gio @ = o corresponded to the reciprocal of the time constant of one
of the exponential stages. The other time constant was obtained from the
projection to the frequency axis of the intercept between the two tangents of
slope -1 and -2, Again the time constant in seconds was the reciprocal of the
relevant frequency measured in radians/sec; Having obtained this first estimate,
the best time consfants for predicting the data were found using the technique

"described for fitting constants to the kinetiec models in 3,6,

The transfer function of a two stage exponential system is

N 1 4.5.1.
T (iw) (1 + inP (1 4+ 4w Té)
the gain =Mod | T ( iw)'
L 4.5.2,

b1+ (wr)?) 1+ (wop?)
and the phase shift

= tan.l é—

_ 1
T (or]) @1



VARIATION OF THE SS. OF RESIDUALS OF GAIN WITH -11@-
THE TIME CONSTANTS REPRESENTING
TWO STAGE EXPONENTIAL DYNAMICS

o

ary
F N

STEAM FLOW
RATE

-
N
Al

T2(SECS.)
® @

10 1
T, (SECS.)

" CONVERSION

050




LOG,, (GAIN)

1
Q
N

[
%
H

\
o
(@)

o
o1}

]
o

-1.4

VARIATION OF GAIN WITH FREQUENCY
BODE PLOT

LOG,, (100 w)

o O 02 04 06 08 1O 12 14 16 18 20.

STEAM FLOW
RATE

LOG,, (100w)

) 02 0-4 06 o8 10 12 14 16 18 20

ML

CONVERSION

FtG. 4.7

FIG.46.

-120-



K T -i21-
VARIATION OF PHASE SHIFT ANGLE WITH FREQUENCY
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The sum of squares of discrepancies betwéén the actual gains and gains
predicted from 4.5.2. were plotted on a grid of values of the two time constants
‘Tl and T2. The diagrams for steam and conversion are shown in figures 4.4,
and 4.5, From these the best constants with 9% confidence limits were found

to bej

. - _ | confidence limits
ateam: Tl = 6,1 secs/rad T2 = 6.1 secs/rad 4.2 - B.0 secs/rad

confidence limits

i : T, = 8, = 8,
conversion: T. = 8,0 secs/rgd T, = 8.0 secs/rad 44 - 11.7 seos/rad

1

Using these values the predicted gain plots were drawn - figures 4.6. and 4.7.
These are seen to correspond very well to the true deta obtained. In the high
frequency part of the conﬁersion plot it can be seen that'the logio G curve
apparently tails off to a constant value, This however has not been considered
significent because such behaviour would indicate that the guin at those fre-
quencies incredsed rapidly, in order to compensate for the effect of the steep
drop due to the steam flow rate, This is unlikely to have a true physical signif-
‘icance, Also ut the higher frequencies the output became noisy and it was
difficult to obtain good estimates of signal amplitudes, because small measurement
errors produced large percentzge changes in the estimated values.

Also using the best time constuants, the phase shift angles due to dynamics
of the syétem as opposed to dead time, could be predicted. Thuse predictions
which are shown in figures 4.8. «nd 4.9, weré’then‘converteé into time delays
by multiplying by the corresponding periods in secs/oycle and then subtraéting

from the time delays measured from the recorder chart. The mean levels of these
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values gave. the delays in the system which were

steam = -~ 1.7 secs conversion = 30.5 secs
with a standard errer of
+ . +
steam = 0.9 secs conversion = 1.6 secs

The above indicates that there is a negative delay between the valve and the
steam measuring orifice, a situation which has no physical meaning. What is
far muie-likely is that the pen recording the steam flew rate was not correctly
lined up with the pen recording the valve position. This is particularly so

as a 1 mm errcr in the lining up would correspond to 4.7 secs. Such an error
would result in readin:s being always biaéed in the same direction. It would
also explain why the mean of conversion in runs 1 tv lo was higher than that

in runs 11 to 25 - the recorder chart was changed in between, In the circum~
stances the steam delay was given a value of 2 secs which was estimuted as the

time passage of gus from valve to measuring orifice,

4,5.3. Hish Pass Filter

The constant in the high pass filter was chosen to be about 7.5 secs on

an empirical basis, This was further investigated as described in chapter 5.

4.5.4., The Frequency &f Operation

From the Bode diagrams of gain vs frequency, the operating frequency was
taken such that the attenuation produced was not "unduly large'". It weuld be
expected that increusc in frequency would improve the performance of the
optimiser, especieclly if a correction is made only-aﬁce per cycle, On .the sther
hand fast perturbatiens introduce large attenuatiens of the output signal,
thereby reducing the optimizing efficiency. The problem is what attenuations

should one tolerate, which is a peint for further investigztion. In the
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circumstances a period of 1 cycle/95 secs was used, and this was kept constant

throughout all the work except for drifts due to the sine wave generator. A

Slgnal ratio,

better way would be to choose a frequency which maximizes the Toise

dowever to achieve this, one requires data, concerning the noise characteristics

of the process and this data was not available at the time,

4,5.5, Amplitude of Operation.

This wus further investigated in chapter 5. The range used was 0.5 -'T7.5 psi

on the vulve which corresponded to 1.1 te 6.2 1/hr of steam,

4.5.6. The Gain of the Siegnal Fed Back

In theory the best gain would grobzbly be such thatthe system reaches its
best operating condition in one step, However, if tﬁe estimate of slape of the
resPonse surface were erroncous, the system would then become unstable. Too
- small a gain on the other hand slows down the optimisation. A compromise is
ihfeétigated in chapter 5, The gain set up on the computer ranged from o,lo

tO OQ 36'

4.6, Conclusion

This chapter has described the systematic way in which a model of the
process has been built for a digitel computer. First Mars' kinetic model,
derivéd'in chapter 3, predicted the steady stute response of the system as a |
function of the changes in temperature and steam flow at constant gas composition,
Then dynamics were superimposed onto this model to predict the dynamic behaviour

of the process and the required constants were detcrmined experimentally.
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Finally the procedure employed en the en-line analsgue cemputer in erder to
analyze the output signal,was trinsposed into digital terms.

The resulting dynamic medel could now be uscd to predict the behaviour
¢f the process under various wperating eonditidhs. In this way experimental
time céuld be saved because enly the best regien of operation need be
investigated experimentally. The agrecnent betwsen the model znd results ob-

tained experimentally is deseribed in thc next chapter.
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CHAFTER V

A number of optimiser parameters are available fof adjustment to maximize
the optimiser performance. The best settings of these parameters will largely
depend on the naturé of the process, the noise in the process and also the form
of the objective function chosen for optimisation. In this chapter various
objectives for optimisation are discussed as well as their influence on the
different optimiser parameters. Lxperimental results are compared with those
predicted by the digital computer simulation and finally the computer model is

used to generate information concerning the best optimiser parameters to use.

5.1. Objectives for Optimisation

Any investigation of the effects of optimiser parameters requires an objective
function which is to be optimised. As was stated in chapter 4, this has been
chosen as a simple profit function, suitably scaled for operation on the analogue
computer., However, the function described is an instantaneous quantity and it
is its average value over a period of time, which is of interest. Several
objectives could be chosen and these are ¢.sceribed below.

a) One could conéider the time taken by the system to reach the optimum
position after a disturbance. On this basis one could explore the way in which
the optimiser parameters influence and minimize this time. However, this would
not distinguish between a case where the system very quickly reached é position
slightly offsct from the optimum and then took a long time to ciimb_fo the best
position and the case where the system climbed steadily to the optimum in the
same time as before. Thﬁs a more realistic objective would be to consider

b) the loss in the okjective function in reaching the optimum. The
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disadvantage here is that the objeoctiwg Panetion Aces not consider what happens
to the system once the optimum has been reached. For example, the input signal
amplitude which should have a large value in order to reach the optimum quickly,
is required to be small at the optimum in order to avoid the losses due to
the perturbation. Another objective which could be of interest is |

¢) the loss in the objective function while the system oscillates about
the optimum value, Here, however, no account is taken of the time required
to réach ‘the optimum after a displacement. Thus the best objective to optimize
seems to be some combination of the loss resuliing from the climb to the optimum
and also the loss at the optimum. Different times over which one considers the
loss would give different weights to the climbing part and to the operation at
the optimum. In fact the shorter the time the more weight is given to the effect
of disturbances. Two times were considered

d) loss in 20 minutes )

e) loss in 6o minutes

The two times were chosen by inspection of the results obtained -

table 5.1, Other times would have resulted in different optimum settings of
the optimiser parameters. The above two objectives correspond to

d) a system with noise occurring very frequently and

e) a system operating mostly at its optimum value.

In order to standardize the results of d) and ), they have been con-

sidered as the loss over the reclevant period of time expressed as a percentage
of the potential value of the objective function which would occur if the system

reached the optimum in one step, starting at the current operating point, and
I
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did not oscillate about the optimum value, i.e.

T
L(Pmax-P)dt
(P

TPy T o
ax in

where P is the value of the objective funetion at time t

and Pmax and Pin are its maximum and initial values respectively,

This formulation reduces the effect of various uncontrollable drifts occurring
in the system, which alter slightly both the starting position and the position

and value of the optimum, For simiiar reasons, objective b) was standardized

by

and objective c) by

f‘( P oo~ P )dt

max

loo %

5,2, The Optimiser Parameters Investigated

5.2.1. The Gain of the System

Thia was defined as the factor by which the estimate of the slope wes
multiplied before the signal was fed back as an adjustment to the valve position.

Phe slope was obtained by integrating over a complete cycle and the valve



=129~

position was changed in proportion to this slope. The gain was altered by pot 16
in the anslogue computer circuit (figure lo); In faét as the correlating
multiplier signal was integrated over a full cycle the slope thus estimated con~
tained a constant whose value was the veriod of the perturbation, as well as the
amplitude of the _erturbation signal - (1.3,3.). Thus in this chapter the gain

is considered as a product of the perturbation period and the setting of pot 16.

5.2.2., The Amplitude of the Pexrturbation Signal

This was a pneumatic signal fed into the valve controlling the steam flow
rate and it was adjustable by a dial on the sine wave generator. The set up
hag the large disadvantage that the amplitude could not be controlled very
exactly and one was thus limited with the size of amplitudes investigated. 4
more satisfactory way would have been to generate the sine wave on the analogue

computer, but there was insufficient equipment available.

5.2.3. The Phage Shift

This was introduced to compensate for the dynamic delays in the process.
As ﬁas mentioned before, it was altered by adjusting the relative position of
the shaft on which the sin-cos potentiometer was mounted and the shaft
carrying the swash plate which varied the air pressure signal. A dial

calibrated in degrees was available on the sine wave generator.

5.2.4, The Constant of the High Pass Filter.

This determined the speed with which the filter could follow changes in
the system and also introduced an attenuation into the perturbation of the

objective function signal. Its value was altered by pot 13 in figure lo.
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5.2.5. The Period of the Perturbation .

This was kept constant throughout in order to reduce the amount of
experimentation. Changes.in the frequency of perturbation influence all the
other parameters. If the frequency is increased, the amplitude of the output
signal from the précess is reduced for a given input amplitude. The gain is alsq
reduced due to a reduction in the period. The phase shift angle is increased
but this increase is automatically compensated by the delay circuit. The high
pass filter on the other hand increases the size of the output amplitude; In
fact for a given time constant of the high pass filter thers is an optimum
frequency of operation, if the objective is to minimize the attenuation of the
input signal amplitude. The period was set up on the sine wave generator and
was found to drift by several seconds during a day. This was hard to compensate
because at the perlods used the frequency was very sensitive to small changes

in the dial setting.

5.3. The Experiments Performed.
4=1

A half replicate 2 factorial experiment was run on the four optimiser
parameters described in the last section. Each run was started with the reactor
at 40500, a fixed gas flow rate and composition and a steam flow rate of 60 1/hr.
The results obtainced are shown in table 5.1. Three replicates of the centre
point were also run to give an estimate of the reproducibility of the results.
The runs were performed in a random order shown in column 1 of the table.

Unlike the factorial experiment performed to compare the kinetic models
in chapter 3, the settings of the parameters could be reproduced very well,

except the setting of the signal amplitude., In the runs, the frequency is

seen to have drifted around by about : 4%, a factor which has been disregarded



TABLE -l.
21 §CTORTAL EXPERTMNENT FOR THE OPTIMISATION OF THE OPTIMISER PhRAMETERS
RUN| GAIN |AMPLITUDE [PHASE| HIGH |PERTURB| ¥a { PIME {STD | %-10SS |A-108S |#-L0SS
¥ {(¥)] (a) ISHIFT| PASS | ATION 70 |LOSS AT IN v

( © )|PILTER|PERIOD. REACH| TO MAX |20 MIN|1 HOUR

~ |CONST MAX | REACH

(t) MAX
1/br |degs | degs | secs wins | SECS

lo} 29.7 40 1i4 lo 99 119} 7.4; 6.9 }138 Te7 3249 |20.2

6] 9.7| 5.4 114 6 97 52| 1.8/62.9 | 602 8.1 | 56.2 |52.0
T 30.0] - 1.4 114 6 | loo 42{21.4}58.8 | 590 3.9 | 73.2 |41.6
11} 9.2] 1.4 114 | 1o 92 13| 6.6|70.7 | Tlo 3.3 | 78.2 |48.2
8/29.7] 4.6 9% 6 99 137| 6.5[13.4 | 153 5.1 | 34.5 |20.1
2l 9.7 4.9 9% | 1o 97 48| 2.0126.6 | 29 7.8 | 50.0 |29.4
4{28,5| 1.1 94 | 1o 95 31125.911.3 | 152 6.4 | 28.0 |18.3 |
5 9.5] 1.4 9% 6 95 13| 6.8[101.8 1125 3.7 | 82.6 |63.8
1)19.6] 2.9 |104| 7.5| 98 | 57| 6.8/25.8]3%1 | 5.4 | 55.1|28.4
3|119.4 2.6 lod T.5] 97 50! T.5i20.0 { 234 4.9 49.4 [ 24.0

9{19.6! 3.2 1lo4 Te5] 98 63} 6.1}20.0 | 231 4.8 46.2 122.2
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in the analysis, but has been includesd in the gain., Further the temperature in
the reactor fell by as much as 5° C during an optimisation run and thus a mean
value was taken, As the temperature control was based on a thermocouple
measuring the temperature at entry to the catalyst bed, the fall in temperature
was probably the result of there being less monoxide conveﬁéd at the maximum
of the objentive fuﬁction than at the starting position of 60 l/hr steam flow.
The éxperimental results obtained were analysed in terms of each of the
five objectives described in 5.,1. The effects of the optimiser parameters to-
gether with their significance levels are presented in table 5.2, Discussion

of these results is given below,

5.4, Analysis in Terms of Time Reguired to Reach the Maximum

From the table 5.2. it can be seen that at the operating voint there are
three highly significant effects: gain (¥), amplitude ( 2 ) and ¥a +© T
as well as the high pass‘filter constant (‘t), which is significant, but only
at the 95 % level. The factorial experiment in fact indicates_ that both the gain
and amplitude are some digténce from the optimum value and they should be
increased in magnitude, which is us expected intuitively. The fastest approach
to the maximum will be expected to occur with as large a gain and amplitude as
possible, subject to stability restrictions. As was mentioned earlier (1.3.3.),
the slope estimated by the computer includes the amplitude of the perturbation
signal and as this slope is multiplied by the gain, one would expect a large
correlation between & and a., Further, in the experiment it was the setting
of pot 1% in figure lo which was changed lincarly at the two levels of the

factorial. This setting corresponded to the reciprocal of the high pass filter



TABLE _5.2.

ANALYSIS OF THE RESULTS IN TABLE 5.1.
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OBJECTIVE FUNCTION

LEVEL

SOURCE
oF TIME TO L0ss IN LOSS AT LOSS IN 10SS IN
REACH MAXIHUM |RBACHING HAX MAXTHUM 20 HINUTES 1 HOUR
VARTATION VEAN | MEAN | MEAN | MmN | HEAN
T el R goRhes PE E
FFECT o o EFFECT o EI‘I‘r..CT; SquiRs | PECT SQUiRE EFFECT oo

GATN (¥) F 42.9 ] 1840~ 426 1181500 0.05! 0.00{- 24.6; 605i- 23.3| 543
APL (a) + 34.2| 1170}~ 348 |1211o0| 2.85] 8.12{- 22.1} 488)- 12.5| 156
Ton @) | 83| 69| 120 |14doo| Lio| L21|- 143 205|- 15.3| 234
g&ﬁé}’;'(x) 11.5| 1%2] 8o | 6400| c.00| o.o0| 11.3| 128] 7.6| 58
§a+6t | 29.4| 864}~ 297 | 88200 | 1.60] 2.56 5.4, 29|~ 2.7 7
§O+aT ! 9.0 81| 129 | 1660o0| 0.05| o.00{ lo.4{ 1lo8| 4.1 17
8t+ab | 3.1 9| 68 | 4600 l.bo| 1.96}- 9.0f 81| 37| 14
AVERAGE 44,0 | 1%40| 440 0193600 | 5.75| 33.06| 108.9{11860| T3.4| 5388
ESTIMATED
VARTANCE 4,81 1567 0.10 20.3 10.2
S.S. AT
957 SIG- o
N?5[§IC}\ 70E 89 29000 1.85 376 189
LEVEL
'S.8. AT

% SIG-
I?T%;ICANCE 474 154200 9.85 2000 1cob
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constant and as the results indicate that the reciprocal value should be reduced,
it means that the value of the high pasé filter time constant should in fact

be increased. In so doing the attenuation of the amplitude of the input signal
will be decreased. In the circumstances it is a little surprising that the
effect aT +%8 is not more significant, the reason may be that 40 is
working in the opposite sense to aT and also that the operating point is a

long way from the optimum.

5.5. Analysis in Terms of Loss in Reachinz the Outimum

The results huye are very similar to those in the last section., This is
because the climb to the maximum was fairiy steédy, i.e., in none of the runs did
the system apyroach quickly a value near the maximum and then take a long time
actually to reach the optimum value. 4&s before, the gain and amplitude together
with their interaction are the three highly significant effects, which are as
would be expected. In this case the effect of the high pass filter constant has
been slightly reduced but this is not very important as it is still significant
at the 90 % level. Algo all this really means is that for this particular
objective function the high pass filter constant is nearer to its best vdlue
then in the last case., In both the cases the phase shift angle is very close

to its optimum value.

5.6, Analysisz in Terms of Percenta:e Loss at the Maximum

The effects significant at the 95 % level are the emplitude, 2, and the
two sets of interactions $a +©9t€ and ¥T+ aB . In this case the most 4
important cnan_e from the two objectives so far considered is that neither the

<ain nor the high pass filter eonstant have any effect at all, meaning that
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they are either at their optimum valyes or move likely, eSpociall&.in the former
case, do not really influenoce the loss at the maximum. Obviously the amplitude
of the input signal is of the utmost importence. This can be seen from 1.3.3.
for the case of a parabola in the absence of noise, where the loss at the optimum
is proportional to the square of the amplitude. The results indicate that the
amplitude should in fact be reduced considerably, the limit really being such
that the perturbation sign2l is just distinguishable from the noise in the system.
The large interaction terms indicate that the operating point.about which the
factorial experiment was performed, is close to the optimum value of the three

other paraweters.

5,7. Anslysis in Terms of Percentase Loss in 20 lMinutes

The only two significant effects here are the gain and amplitude. This
indicates that the position of operation is some distance from the optimum
position «nd so the interaction effects are negligible. This has been found
to be the case, as is broughiv out by the experiments described later in this
chapter. The time constant of the high pass filter and phase shift are close
to their best values, but both of them should be marginally increased. The
amplitude and gain on the other hand should pe incieased considerably. A large
gain and amplitude is required here, as in 20 minutes the process spends most of
the time in climbing to the maximum and thus the loss at the maximum due to the

large amplitude is not so important.

5.8. Analysis in Temms of Percentaze Loss in 60 Miputes

This objective gives far more weight to the loss at the maximum than the

last one. The most important effect here is the gain, which determines the



speed with which the system reaches the maximum and this gain should be increased.
The results already considered, indicate that the amplitude of the perturbation
signal should be increased in order to reduce the loss to reach the maximum but
it should be reduced in order to decrease the percentage loss at the optimum.
Trus for the present"objective function i.e. percentage loss in 60 minutes
the operationsl settinz. of the amplitude is not a bad compromise., In fact the
amplitude should be marginaily increased in order to speed up the attainment of
the maximum, which is not reached in 60 minutes during runs 5, 6 and 11. The
phase shift should also be increased, which is a little surprising, as neither the
loss to the maximum nor the loss at the maximum was influenced by the phase shift.
An incorréct phase shift would in fact attehuate the value of the predicted slope
and also move the position at which the slope was zero. This would be particularly
true if the delay in the steam fiow did not correspond exactly to the conversion
calculated.

After this initial set of experiments had been run and the results had
been analysed it was decided to investigate further the objective "percentage loss
in 20 minutes."” The reason for this was that with a better choice of optimiser
parameters, the system was expected to reach the optimum value in the time chosen
as well as to oscillate about the optimum, thus giving a realistic objective to
optimize. Also it meant that experiments could be run off fairly rapidly, both
on the plant and in the computer simulation. Finally in order to reduce the
number of experiments the phase shift and high puss filter constant were fixed
at the best values found and only the influence of gain and amplitude on the
objective function was investigated. The results are shown in table 5.3.

The experimental procedure was to specify as closely as possible a grid

in the ¥a and -g' plane, The rezson for this way of presentation is that
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RUN % GAIN AMP da .4

NO 10SS (8) (a) a

1 42.4 14.1 4.1 - 58 3.4
2 36.3 17.6 3.7 65 4.8
3 42,7 23.5 3.3 78 7.1
4 6.4 | 18.3 2.4 44 7.6
5 58.7 18.6 3.3 61 5.6
6 34,0 23.4 4.1 96 5.7
7 32.0 28.2 4.1 116 6.9
8 33,8 24.5 5.7 140 4.3
9 31.7 29.1 3.1 90 9.4
lo 33.0 23.9 4.1 98 5.8
1 | 3.8 28.2 3.5 99 8.1
12 unstable 33.5 4.3 144 7.8
13 40.0 27.4 2.4 66 11.4
14 37.9 22,8 2.2 50 lo.4
15 44.6 14.3 5.3 76 2.7
16 31.2 28.5 5.5 157 5.2
17 37.1 28.5 2.6 74 1l.0
18 29.7 32.4 §eb 143 7.4
19 33.8 27.6 3.5 97 749
20 31.2 2744 3.3 % 8.3
21 30.0 31,3 3.9 122 8.0
22 31.6 23.6 6.0 142 3.9
23 30.5 22.9 6.2 142 3.7
24 . | unstable | 31.6 2.8 82 11,3
25 unstable 33.8 4.3 145 7.9
26 unstable 31.6 6.2 196 5.1
27 51.3 18.0 5.9 106 3.1
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DIAGRAM OF A TYPICAL OPTIMISATION RUN
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effectively ¥a controls the time taken to reach the optimum, while §¢describes
the amplification of the noise in the system. Although the settings in terms
of the dial position on the sine wave generator were suca, that a factorial
climbAto the optimum was performed, when the pressure settings of the valve were
converted to the corresponding steam amplitudes, the factorial scheme was badly
distorted. Despite this the optimum region of operation was reached.

The experiments showed that good choice of operating conditions was at a
combination of large values of both 8a and 'g. The limit od the magnitude was
the stability criterion, for in the range of investigation the system became
unstable at gains higher than 32, irrespective of the perturbation amplitude -
the gain in question is the setting of pot 16 multiplied by a constant whose
value is the perturbation period. The low level of the amplitude setting was
limited by the crude calibration of the amplitﬁde control dial on the sine wave
generator and thus lack of reproducibility of results. The best parameter values
obtained corresponding to a minimum loss of 29.7% were da = 143, % = T.4. The
results were also plotted in terms of ¥ and a (figure 5.2)‘and as was mentioned
earlier the boundary of the stable region occurred when the gain'x had a limit

value of 32.

5.9. The Digital Simulation

The process was simulated on the London University Atlas computer in a way
described in chapter 4. Initially the 11 runs of the factorial experiment shown
in table 5.1. were simulated, without considering the delay circuit used in
practiée. Thus the conversion signal was matched exactly with the corresponding
steam'flow signal and the delay circuit was assumed not to attenuate the
amplitude of the steam flow signal. The results obtained for the objective,

%-loss ip 20 minutes, are shown in column 3 of table 5.4.
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TABLE 5.4.
FACTORTAL EXPERIMENT AS SHOUN IN TABLE 5.1.
COMPARISON OF OBSERVED AND PREDICTED RESULTS FOR THE OBJECTIVE
PERCENTAGE LOSS IN 20 MINUTES

Percentage Loss in 20 Minutes

Observed Predicted Effect Based on Besults
g from Column (1)
ource
True ©1 Incorrect O of
Incorrect )| True N Variation
(1) (2 (3) (1) (2) (3)
32.9 45.8 21.5 Gain (¥ ) |- 24.6 - 12.7 - 11,4
56.2 70.0 42.2 Ampl (a)|-22.1 -14.9 - 14.1
73.2 66.6 43,3 Phase ( §) | - 14.3 1.0 - 1.5
Shift
78,2 75.0 50.9 H.P.F. (T) 11.3 - 2.8 - 2.0
Const.
34.5 49.2 29.0 a+ 07T 5.4 - 4.8 - 4.5
50.0 60.0 0.0 |¥B+a< 10.4 - 3.9 - 2.8
28.0 68.4 44.5 ¥t+rab |- 9.0 2,8 - 1.1
82.6 15.3 50.5 Average 108.9 63.7 40,2
5. 1 62.9 9.0 |Estimated | 20.3 5.3 2.4
Variance
49.4 66.0 40.5 S.S. at 95%| 376 o8 45
Sig. Level
46.4 61.5 37.4  |S.S. at 99%| 2000 522 237
Sig. Level
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The above runs were recomputed using a discrete form of the delay
circuit (4.5el&). The results in this case were however very different from
those observed on the real plant. In particular, the-OPtimiser moved by a
maximum distance of only 7.4 l/hr of steam over a period of 36 cycles I.es
almost 1 hour of real time. The direction of movement depended primariiy on
the value of the phase shift angle and when this was at the high level, i.e.
114 degrees, the optimiser moved in the wrong direction. Thus a further set
of simulated results was investigated, with the phase shift angles reduced by
90 degrees for each of the 11 runs. Some of the results thus obtained are
shown in column 4 of table 5.4. The analysis of the three lots of results is
also shown in table 5.4. From this it can be seen, that although the predictions
are numerically considerably different from the observed resulté, the two
significant effects i.e. gain (¥ ) and amplitude ( a ), are correctly reproduced
in both the simulations. The standard error between the observed results and
those predicted by the two methods described, is 17.2 and 19.5% respectively.
Thus there exists a doubt whether the phase shift angles recorded were in fact
correct, or whether through a wrong comnection on the control panel they were
apparently 90 degrees out of phase., As no possibility existed to perform more
practical experiments, from which one could decide on the true set up, no further
work was done on this part of the results. This was thought not to be.a major
setback because in either case the significant effects were correctly predicted
and also the runs at constant value of phase shift angle; high pass filter constant
and frequency were available to check the effectiveness of the simulation. In
any case the interest in the results was mostly qualitative, because although
the optimum settings of the optimiser parameters are expected to vary from

plant to plant, the form of the dependance of the objective function on these
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parameters should remain constant.

5.10. The Experiments at Constant Phase Shift Angle and High Pass Filter Constant

Here the period of the perturbation was fixed at 92.3 secs/cycle. This
was convenient for computétional purposes, because 13 complete cycles corresponded
to 20 minutes of real time. Further the temperature was fixed at 40500. The
phese relations between the conversion and steam flow rate signals in the objective
function were matched exactly, without simulating the analogue computer delay
eXpression.' This reduced fhe importance of the exact specification of the phase
shift angle. As in the experiments both the phase shift angle and the time
constent of the high pass filter were kept constant at the best values found on
the plant. The results obtained are shown as contour lines in figures 5.2. and
5e3e

The simulation gives higher losses than the experimental results but the
effects of variations in the parameter settings are similar. In particular the
simulation confirms the experimentally obtained best operating region. The
experimental instability occurring in the process when the gain was greater than
32, has not been reproduced, probably because the simulation was noise free - in
the experiments the process was considered unstable when the steam valve was shut
of f by the controller. With sufficiently high gains ( e.g. i = 150 vyhen
a=2) the simulated results did become unstable, but this is of no practical
interest. According to the simulation the contours of 8a vs % close, but they
are considerably elongated along the ‘g axig., In fact below a certain value
of ¥a (about 150 1/hr) and above a g of about 10 (1/hr)~! the performence of
the noise free system depends approximately only on the value of ¥a, which is

similar to the findings of Hammond and Duckenfield,{34). At low.values of g
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and ¥ a, the contours are very closely bunched together because at zero
gain or amplitude the loss is ioq% due to the system effectively operating
on open loop.

The discrepancy between the predicted and the cbserved results may be
due to one of several causes. Thus some non-linear process components like
the variation of the steam amplitudé with position;for a given pressure signal
fed into the valve, wére not exactly simulated. However a far ﬁore sensitive
effect on the objective function was the difficulty in judging the value at
the maximui due to dynamic effects and noise: Further the calibration of the
transducer measuring the flow of steam into the reactor tended to drift, despite
the temperature at the orifice remaining reasonably constant (the size of the
drift was about 5°C at 200°C during the course of an optimising run). A&s the
steam flow was obtained by difference, this meant that the signal used in
calculating the objective function could be out by anything up to 10 l/hr of
steam,which would alter the value of the percentage loss by several percent.
It could also account for large variations in values between adjacent points.
This effect of the drift in the calibration has not been simulated at all, as
it was not measurable ~ if it had been, an allowance would have been made for
it,

The simulation showed an interesting trend whereby the optimum value of
the sfeam flow rate depended on the amplitude of the perturbation. Thus at
amplitudes less then 5 1/hr the final position was 25.4 1/hr of steam. At
8 1/hr the position had become 25.9 1/hr and at a = 22,6 1/hr the position was
20 l/hr. This behaviour is partly due to the unsymmetrical nature of the
response surface - see figure 4,1, It results in the system finding & position

at which the losses on each side of the optimum due to the straqging, are
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equal. However this canuot be the full explanation. At 405°C the steady state
. optimum of the profit objective function occurs at a steam flow rate of 32 1/hr
and in some of the.runs the simulated system was seen to settle at a position
distent by more than one perturbation amplitude from 32 1/hr. Thus another
effect must be present and it is probably the "transfer at the optimum"
mentioned by Box and Chanmﬁgan (12). This effect arises in our case, because
in computing the objective function, two quantities with independent dynamics
are subtracted. As a result the Laplace coefficients, p, occur in the numerator
as well as the deﬁominator i.e. on the basis of the theory of linear systems
the overall transfer function contains both zeros and poles. As‘is shown in
5,11., this means that with a given phase shift angle, even if it is the
optimum one, the slope of the response curve is not necessarily zero at the
optimum. In particular, for the case of the simulated runs described in this
section, where the conversion and steam flow signals are exactly matched in

phase, the bias to the slope is given by:

Y
0.4 (1 - ;—2-) = - 0,042
1
which corresponds to the optimum occurring at a steam flow rate of about
27.8 1/hr.
Thus in conclusion, transfer at the maximum together with the non-
symmetrical nature of the response surface at the maximum, can account for the

variation with the perturbation amplitude of the position of steam flow,

corresponding to the maximum of the profit objective function.
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5,11; Derivation of an Expression for Transfer at the Maximum

Let

G:W_L = delay in the system due to finite time of passage
Qi = delay in the system due to dynamics
A

= compensation for delay between steam and
conversion signals

A= ase shift due to the high pass filter

h : 1Y

\y = phase shift applied to the input signal before
correlating with the output signal

\}i = galn due to the dynamics of the system

V, = eein due to the high pass filter

For the purpose of the derivation, the value of conversion at time t resulting
from a sinusoidal perturbation of the steam flow rate, is represented by a first

order Taylor expansion about the steady state value i.e,

conversion (S) = s.s. conversion (S ) + = W (conversion) V. a cos{wt+ 81+ 9351)

Ses. 1

35S

=S +( Y )o v, & cos (wt + 81 + ngl) 5.11.1.
Thus the value of the objective function, C, is

C =5 +( )\)acos(wt+6 +y)1)

- 0.4 W_ - 0.4, 2 cos(wot +62 +¢2 +A) - 53,3 5.11.2

and fhe signal at the outlet from the high pass filter is
(
t .
C n ( ( bw) V a cos (Wt +81+§51+>\h)
, )
- O..4\1)2 a cos (Wt +82 +,.<252 + A +>\h ) ) 5,11.3.

The signal from the high pass filter is correlated with the phase shifted
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input signal and is then intesrated over one cyele i,e.

27 (n + 1)
e
' _ ™ , _w) 28y _
- ¢ cos(wt +y) at = v, Ve cos(8 4 F+A ~w) (( 33,04
(U8

v.cos (B +F +A+A_ = \)
2 2 T¥5 h )
+O'4(1_\)lcos(81+,@fl+,\h—w) ))

5.11.4.

The s’ﬁeady state slope of the objective function at a steam flow rate, wo, is

(25 0.4

dV ‘o
:.the output from the integrator is seen to be proportional to the steady state

slope, biassed by the factor
v, cos (82+¢2+ A +)\h~LP)
VW, cos (81 +Q’l Ay - W)

0.4 (1~ ) 5,11.5,

5.11.5, has a finite value providing Vl cos (51 +Q5l +/\h ~- li) is non=-zero

and aléo

Vycos (B, 40+ N +A -yw) £ YV, cos (8 +®/l A, - W)
5.11.6.

Under the operating conditions the various parameters in 5,11.5, had the

following values?

vV, = 0.80 ( 0.76 ) v2 = 0.87 ( 0.84 )
8, = 192 (213) 8, = 0.13 ( 0,14 )
@ = 0.97 ( 1.02) L g, = 0.73(0.81)

A= 2,25 ( 2.20 )
Ay = 2.15 ( 2.18 )

W o= 1.64

In the above, all the angles are expressed in radians. The first number refers to
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a period of 100 s/c and the number in brackets to a period of 90 s/c. The
corresponding values for the bias in the slope aret - 0,001 and -~ 0.044
respectively. |

The results show that the optimiser climbs to a‘position at which the slope
is + 0.001 and + 0.044 at the two frequencies considered. Thus at a period of
100 s/c there is effectively no transfer at the maximum, but at 90 s/c the
apparent optimum occurs at a steam flow rate of 27.5 1/hr. As the above was
not considered until after the practical experiments had been completed, no

compensation was allowed for this transfer at the maximum.

A .
5.12. _Conculsions
T

The experimental étudy hags demonstrated the satisfactory performancé of
an on line perturbation opfimiser. A number of practical points have resulted,
in particular the need fof careful phase matching of the components of the
objective function. This can be a serious obstacle in applying the method
to 2n industrial process, where the objective function may contain a large number
of components, each with different dynamic characteristics. Unless the matching
is good and an allowance is made for transfer at the maximum, it can easily
happen that the optimiser will not find a turning point in the allcowable region of
operation, despite the existence of such an optimum position. Thus in practice
one does need to know a fair amount about the properties of any but the simplest
system, before the optimiser can be made to work satisfactorily.

Once the phase matching between the components of an objective function has
been performed, the most.important control parameters investigatcd were the gain

and amplitude of the pcrturbation signal. For the case where it is desired to



minimize the percentage loss of the profit objective function over a period
of 20 minutes, the optimum gain should be maximized subject to the systen
remaining stable. This boundary occurred when the gain had a value of 3
and it did not depend on the amplitude of the perturbation signal. The beg:
combination was & a = 143 and 2 = 7.4, which corresponded td a loss
of 29.7k.
The digital simulation correctly predicted trends in the optimiser

performance with respect to the optimiser parameters. However the numerical

correspondence between the observed and predicted results was scmewhat dis-
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L. .

appointing. The reason for this may well be the noise characteristics of th

process, Which were not simulated on the digital computer.
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CHAPTER VI

6.1. Conclusions

6.1.1. Kinetic Models for the VWater Gas Shift Reaction

It was found that for the fixed composition gas used in the optimisation
runs, any of the fhree kinetic models considered — Mars', Moe's or Log -
predicted adequately the conversion, Moe's model being marginally the most
satisfactory; The relevant stundard errors based on 9@% conversion were
D995, L 1.8%% eand T 2.2%.

When the gas composition and reaction temperature were varied over a wide
range of conditions using a factorial scheme, all the models predicted correctly
the variation of conversion with temperature and the flows of carbon monoxide
and hydrogen. Moe's model alope predicted correctly the influence of steam flow
on conversion but none of the models could account for the variation of con-
version with flow rate of carbon dioxide or the inert nitrogen. This meant
that the standard errors obtained were much higher than for the case of fixed
composition gas. The respective standard errorsrfor the three models based as
before on 9d% conversion were:! T 11.5%, t_9.9% and ¥ 14.?%. Thus in the
absence of further information, it was concluded that Mos's model provides the
most satisfactory description of the kinetics of water gas shift reaction. The
importance of this part of the work lies mostly in the method of analyéis and
presentation of results, which has not been widely used.

If the inlet gas stream contains significant amounts of carbon dioxide
or inert gases and if these are expected to change over a period of time, then
Moe's model should be adapted. The action taken would depend on whether the

kinetic model is %o be used in optimisation of a plant or for design purposes.
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In the former case the best procedure would be to take Moe's model or even

the simpler Mars' model, and to update the rate constant, k(T), so as to obtain
& local fit of the model to the observed results. This is satisfactory as the
gas coméositions would be unlikely to change appreciably between optimizing
runs, If, however, the model‘is used for design purposes, then the model must
accoﬁnt,for.all expected gas compositions and so the basic assumptions from
which the model wus derived should be reexamined. Another approach is to
multiply the conversion predicted from Moe's model by an empirically determined
factor which is a function of the individual gas flows and temperature. The
form of this correction can be found by considering the possible reaction
mechanisms in which the catalyst acts as the active medicm i;e. using the
Hougen-Watson approach ( 35 ).

The experimental results further showed that there is a close correlation
between the estimates of the activation encrgy and the Arrhenius constant in
the rate constant expreleons of the type 3 iéﬁ This arises because the
0perat1ng tempcratures are llmltcd to lie w1th1n thc ranbe 350 - 460°C Thus
the percent Varlatlon of thc reClprOCal temperaturc is small and thc data is
effectlvely ill condltloned for the rcgresslon.. This point is often overlooked
by cx,erlmentcrs when rcsults are quoted in llteraturc. The Dresentatlon‘of
results u81ng the LOL llkCllhOOd functlon method brlngs out such correlatlons
Very clearly. | - |

The reactor us;d was made of copper and this metal is known to catalyze
the shift reactlon to a ccrtaln extent which of course is all to the Dood in
1ndast11a1 reactors. Thls, however,‘should npt alter the conclus1ons concerning

the reaction kineties. The magnitude of the arrhenius constant would be
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changed if the reactor were made of a non-catalyzing material, e.g, silics,
but in any case this constant must be fitted empirically, as must also the
activation energy; which for the shift reaction has no real significance with-
out the relevant Arrhenius constant.

The catalyst used was the ICI high temperature catalyst. By now low
temperature catalysts, operating at temperatures loo - 150°C lower than the
other, have been developed and are starting to be used in industry. This
results in large saving of heat and thereby production costs. It is difficult
to predict which kinetic models willapply for this type of catalyst, as the
mechanism of the catalysis may well be substantially different from the high
tegperature case; However, what chapter 3 has shown is a method to use in
order to test the suitability of different kinetic models which describe the

shift rcaction performed over a given catalyst.

6.2.2. The On-Line Optimisation

The experimental results fo; the on-line optimisation demonstrated the
feasibility of using the perturbation method in practiczl cases. So far very
little practical work has been done on perturbzation systems although a lot of
computcr simulation results are quoted in literature. The practical results
show that the system takes about 17 times its time constant to reach the
maximum, which at the frequencies used; corresponds to six or seven cycles.

The time constant here is defined as the sum of the dead time and capacitance
lags. The above result is much less than the results from computer simulations
quoted in literature (34). The optimiser performance in the face of controlled

-noise injut into the system has not been investigated.
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The applicability of the optimisation scheme lies in an intermediate
region between the case of very slow disturbances relative to the time
constant of the process, where the stcady state experimentation of Evolutionary
Oﬁeration can be used, and the case where the noise is high frequency and thus
the system is always in a dynamic state. In the latter case the slope
estimuted from the perturbation has no practic:l meaning and thus the method
breaks down., The limits of the region depend on the dynemic characteristics
of the system, The muin use of the adaptive scheme is in fact in cases where
no model of the process is available nostlyduc to the lack of suitable
instrumentation on the given plant and the prohibitive costs of installing it
or else because theparameters of the model are unknown. In such cases, when
the optimum conditions sre changing slowly due to causss like catalyst decsay,
metal corrosion, fesd stratification, there is no constant set point available
for conventional control, Thﬁs the adaptive scheme is very suitable, because
in the simplest case it needs only one adjustable independent input yariaﬁie
and the resulting objecctive function measurement, in order to control the plant
in some optimum fashion. If sev.ral measurable and adjustable variables are
available, then the two or three variables which have the greatest influence
on the objective function should be used in order to compensate for the changes
in the process whose effect only can be measureds The perturbation technique
cah also be used in conjunction with feed forward optimisation schemes in
order to compensate for the effects which have not been included in the
process model, A fact to note is that continuous or at wny rate frequent
measurements of product quality arc essential for the success of the eptimisation.

Several practical points have come out of the experiments. Firstly
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if is fairly hard to match exactly in time two separate signals measured at
different points in the process,because the flow rates of fluids in the process
change the phase reclationships., This metching, however, is essential otherwise
it can happen, that no optimum is obtained. Where a profit function on a
typical industrial plant consists of several measurements,their phase matching
will requirc some cureful calibration i.e., one should allow for the variation
of the timc of pussage with flow rutes.

Connected with the above is the possibility that the estimate of the
slope is not zero at the true maximum of the objective function, due to the
special form of the transfer function of the system. In this cuse if priof
knowledge is @vailable, the slope estimate can be compensated by a biassing
factor, so thaut the system does tend to a maximum value and once reached, stops
ther:, This biassing factor could well be an updatable quantity.

In the analogue computer circuit a diods limiter has been incorporated.
This was found to ®Bc very useful in order to keep the system stable when using
high gains. In these circumstances the correction steps tended to be large
and created instability due to the lerge dynamic effects. The diode limiters
kept the size of steps within limits so that instability was prevented. In
some cases, however, as the diode bias was alwsys kept at the same constant
level, the limits were still tvo wide and the system became unstable. The
influence of the variation of the size of the limits on stability is something

which might well be further investigated.

6.1.%5, The Off-Line Simulation of the Process

The simulation of the process in order to predict regions for best

experimental investigation proved fairly successful. The predicted and
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experimentally obtained values differed a little, but this was very likely due
to the unsatisfactory performance of the steam measuring instrument. The

signal corresponding to the total flow of dry gas and stesm had to be calibrated
with nitrogen and the result extrapolated, which from the analysis of *he |
practical results does not secem to huve been a very satisfaetory procedure.
Further the condensation of steam to different levels in the limbs'of the

tubes connecting the ofifice taprings to the pressure chambers of the transducer,
introduced ‘systematic errors and zltered the tronsducer calibration; This
purely practical point wpart, the simulation predicted the correct trends.

The method used to simulate dynamics by superposition onto the steady
state model, can have very wide applications especially in industrially used
models for feed forward control. The complexity of the dynamics can be
adjusted at will starting initially with a one stage exponential system and
no delay and inecreasing the complexity when and if reguired; The use of non-
linear least squares method of date fitting is again very ussful.

& point found concerning the above procedure, which was not considered
by Box and’Jenkins, is that in the forecing function it is much better to take
thedifferences between actually predicted sfeady state values of the objective
function at time (p - j) amd (p - j - 1), rather than multiply the steady
state gain By the.change in the independent varieble over the corresponding
time interval. 1In cases when the steady stute model is not available, then of
course & constant goin is best used. Another point is that the o timum
dynamic parameters change with the position of operation, this being particularly
true of delays. Thus in an idesl case the variation of these parameters with

the settingé of the variables shovld be simulated, This has not been done,
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but is expected not to be particularly difficult to achieve on a digital
computer.

Thus in conclusion the work has demonstrated experimentally the
feasibility of using a perturbation method to optimize the performance of a
water gas shift reactor. The use of a computer simulation to predict good -
investigatio»n regions for the optimiser parameters was also shown to be
satisfactory and useful. The method used in fact amounted to the flow of
information between an on-line and off-line computer in order to investgate

optimiser performance in the most efficient manner.

6.2. Sugzestions for Further Work

The experiments performed investigated the variation of a single objective
function with gain and amplitude of the perturbation signal at constant values
of the other optimiser parameters. The point of interest was the shape of the
contours obtained, because the actual values of the objective function will
differ considerably from plant to plant. The effects of frequency of the per-
turbation signal,.the phase shift angle, as well as the high pass filter constant,
should similarly be invesfigated, the region of interest around the optimum
settings being first found from the off-line digital éomputer simulation of fhe
process. The point of interest again will not be so much the actual optimal
values of the settings but the shape of the contours i.e. whether one has to
be very careful about fixing the settings. The next stage would be to
investigate the problems connected with optimisation in two perturbed vafiables,
which in the case of the project would best be the steam flow rate and the

reactor temperature. Here the problem is to find the best ratios of frequencies
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to usc and to carry out the perturbation in terms of canoniczl variables

rather than the process ones. It is also interesting that the form of the
objective function used in the one variable study, has an o, timum with respect to
temperature, which is at around 38000. At this stage the optimiser optimisation
becomes & problem in ten variables. The process can still be simulated by

a mathematical m&del using the samc procedure as before but the change in
objective function will now consist of two sets of expressions each containiﬁg
different dynamic constants. The total chan.e is the sum of fhe two.

After the two variable investigations the system can be adapted so that
controlled noise can be fed into one or more of the inlet gas flows esg.
hydrogen or nitrogen and the variation of the best optimiser settings
investiguted with different forms of the noise. In particular the quantity of
interest would be the ratio of the frequency of noise input, to the perturbation
frequency if the noise took a form of step or ramp functions.

A further extension of the work would be to investigate the practical
difficulties connected with having feed forward optimisation as well as the
feed back adaptive scheme. For this purpose a sméll digital computer - e;g.
one contuining 4096 words - could be linked up with the anclojue computer. This
would also gsrovide expericnce concerning the use of hybrid computers where the
digital part performs some of the arithmetical calculations as well as the
logic. The expected difficulty there would involve the flow of information
between the digitai and eanalogue computers.

Finally, operation in more than two varisbles could be investigated,in
particular from the point of view of improvement in the optimisation, compared
with the one and two variable cases., Here also a complex objective function
involving dynamic rélationships between several ponstituents could be investigated

as a step before trying out the method on a full scale industrial plant,
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