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ABSTRACT

- Previous theories of magnetic field reconnection at
ZX~-type neutral lines of the magnetic field, in the presence of
a éonducting plasma, are first reviewed. Much existing theory
is appropriate only to collision—doﬁinated £luids with scalar
conductivities; considerations of self-consistent flow-field
mocdels for the collisionless case are different and have been
little studied. These require knowledge of .particle trajec-
tories in order to obtain the charge and current distributions.
However, for many applicétions in astrophysics and space phys-—
ice the collisionless case is appropriate. One such case is
the Earth's magnetosphere, and evidence that mefging with the
interplanetaryv field plays the decisive role in its behaviour
is presented. Parameters of the geomagnetic tail are used in
later numerical caléulations.

As a first step in the development of self-consistené
models for the X-type field configuration, only neutral sheet
(straight field-line) systems are treated here. It is assumed
that the only current source is the plasma contained on the
field lines of the neutral sheet system, implying a fixed vol-
tage drop across it. The basic properties are'inVeétigatéd
via self-consistency between curreht and magnetic field, con-
servation of energy and momentum and charge neutrality in the
current sheet. Conservation of momentum and the condition for
charge neutrality imply a varying current sheet thickness across
the width of the system}v model field calculationsyield:. good
agreement between the two. The results imply that the volt-

age drop is localized in a region of dimension the ion plasma



wavelength 7p in the current sheef, near the boundary where
ions leave the system. This in turn implies that ion flow

energies abcve the sheet approach the potential energy across
the system, and the theory of plasma drift-flow has been gen-—

eralized to include this case. The neutral sheet current is

. . . - P Me, |
carried mainly by a thin electron beam of thickness (Ef) Tp e
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CHAPTER 1

REVIEW AND DISCUSSION OF PREVICUS WOPRK OM THE PROPERTIES

OF MAGNETIC NEUTRAL SHEETS AND LINES

(1) Fluid Models

Most of the early work on the theory of field line
reconnection and annihilation at (respectively) neutral linesz
and sheets in the magnetic field was deone with special refex-
ence to the problem of the solar‘flare. This phenomenon
consists of the sudden'rglease of a considerable amount cf
energy in the form of electromagnetic radiation (x-rays,
optical and radio) and energized particles from a very local-
ized region on the sun, located near sunspot groups. - The
emission rises tb a maximum within about 10 minutes and there-
after declines, with a total life of about half an hour.

From considerations of the total enerqgy released it appears
that the only reasonable source is in the magnetic field near
the site of the flare. This magnetic field is considerably
enhanced over the general value, and the complex field struc-
tﬁre near'sunspots is expected to contain x~type neutral
points (Sweet, 1958b). Acceleration of particles during the»
flare must proceed by an electric field, and if-the particles
are 'linearly accelerated' by it large currents must result.
This is called a ‘'discharge’. Following earlier suggestions
by Giovanelli (1947, 1948) and Hoyle (1949), Dungey (1953,
1958a,b) first quantitatively inVestigatéd the pqssibility_of
such discharges occuring ét neutral points. For simplicity

we shall consider two-dimensional pfoblems with 3/32 =0



along the neutral line. If the current density is zero in
the vicinity of the neutral line %hen the magnetic field lines
are rectangular hyperbolae and the principle axes of the field
(i.e. those connected to the neutral point) are orthogonal
(see Fig. 1.1(a)}. For a non—-zero current these ayes are no
lohger orthogonal and the field lines are systems of hyperbolze
locally, near the null. (Fig. l.l(bf}. The current must be
provided by the presence of a conducting f£luid on which acts
the electromagnetic force 3 - E/c. For the field configurat-
ion shown in Fig. 1.1(b) the direction of this force is shown
in Fig. 1.1(c), and Dungey argued that the fluid must flow in
the same general direction. When the fluid is of infinite
conductivity the field lines mav be regarded as being frozen
into the fluid motion so that the flow shown in Fig. 1.1 (c)
tends to increase the rotation of the principlé axes, and with
it, increase the current density. Hence the situation in un-
stable, for a small.current will cause motions which in turn
increase the current, and a discharge then occurs. This cuf—
rent instability at a neutral point is in direct contrast to
the situation where B is non-zero. In this case Lenz's law
applies, the electromagnetic force being such as to cause mot-

ions which reduce the current.

j=o0 | i#o | 3 ~ B lines
(a) (b) ' (c)

Figure 1.1



The equations which govern the system are Maxwell's equations,
the hydromagnetic equation of moticn
wda _ _ g 3B (1.1)

at —P c

wHere ¢ is the mass density; Ohm's law
E + (u~B, = 3/ (1.2)

where the Hall term is neglected; and the equation of con-

tinuity
S _ 3
at - u _V. - u (1.3)
In these eqguations %E = B/Bt + (u ¥). Dungey considers

an infipitely conducting fluid (¢ = =) s0 that eguation

(1.2) becomes

E + (u~Bl/) =0 (1.2)

and hence the induction eguation for the rate of change of

the magnetic field is

: |
5_% = YA(unrg)= —(u.)B + (B.VY - B(V.w) (1.5

From this the 'frozen-in' theorem may be obtained. Dungey
now neglects the pressure force in the equation of motion (to
be the subject of later discussion), and as is usual the dis-

‘placement current in Maxwell's equation for curl B to obtain

from (1.1)
U o~y + (InBIAB ' 1.6
| 4T o

From equations (L.5) and (1.6) it can be seen that a poeint
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which is initially a neutral point of the magnetic field and

a stagnétion point of the flow remain so in all subseguent

motions. Using Dungey's notaticn we write Bij = aBi/SXj7
uij = aui/aXj to obtain at the neutral point (u = 0, B = 0)
the governing equations (from (1.5), (1.6) and (1.3))

B .- Pt ——

St BU - U\ujBik + BLJ i ——BU Wik

) e — — T R S :

3 LLU U'MJ U“”( -+ (Blk uK')/‘:{-T[/.L (1’7)

..a_ = — L

e -t

In two dimension we then have nine equations governing nine
unknowns., We consider an initial system as shown in Fig.
1.2(a); the coordinate system differs from that used by

Dungey, but proves useful in later considerations.

\\//

<%3>~

7
\ 7/ s __»\ s

AN IS

(a) - (c)

(=

I

Fiqure 1.2

By the symmetry of the system By; = By, = O and

B < 0, By, <O throughcut the motion. Also Uy = Uyq =

21
O throughout, if the system retains its symmetry. Then

equations (1.7) become

) _ ' .
3¢ B2 . T T2 uy, By, (a)
- , v (1.8)

3¢ Ba1. T T 2 ujy Byy (b)
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3 - _ _ .
3¢ Y11 T T Y11 (By17By3) Boy sany (c)
2y =-uw.%4+ (B..-B..) B (@) (1.8)
5T Y22 22 217B12) Pis/amy .
]
SE R .= Tow (ull + u22) (e)
and from these
a _ _ _ _ .
EE(le Blz),— 2u22(B21 Blz) 21321(ull u22) (£)
= 72033 (Byy7Byp) 7 2B, (wyy7uy,)
5 L 2 2, 2
T (Mg Higy) = —(uy 740, 0") = (Byy=By) 7/, (9)
a —_— — — — -—
BT (U3 70gp) = ~ (g Huy ) (Uy3-055) = (By 1 4B, 5) (Byy 7By o) /g

(h)

From equations (c), (£), (g), (h) and (e) it can be seen that

if u;4 <O (giving flow towards the null along the 'l' direc-
tion); (ull+u22)<0 ; (EZl—B12)<O ; and (ull-
sign of the derivatives of each of these quantities is the same

u22)<0 then the

as the sign of the gquantity, and tpe instability develops as
shown in Fig,2b. From the above conditions we have ~]ull]<u22<
Iull], so there is no guarantee that u22>0 (giving flow away
from .the null along '2', as shown in Fig.2b), but since initially

5t Y22 © (Bpy 7 Byp) Byoyggy, > O

this will be so, at least initially. Also, if it is assumed

that the gas is incompressible u = -u > 0. .

. 22 11
Similarly if u,, <0 ; (ull+u22) < 0 ; (le—Blz) > 0;

(ull—uzz)'> (o] the'instability7proceeds as is shown in Fig. 1.2¢c.
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Mumerical résults quoted by Dungey show that uyq and (B214B12)

initially grow exponentially with time constant

T ~ (4Ttp')‘lz/| B, + B,,_\

(i.e. the time reguired for an Alfven wave to cross a charac-
teristic length of the system). “hen perturbation-quadratic
terms in eguations (1.8 a+h) beccme of the same magnitude as

the linear terms (R and B only are non-zero initially)

12 21
all components become infinite in a time of order T. That
the pressure gradient does not oppose this motion is seen by

considering static equilibrium for a system containing an

x-type neutral point as shown in Fig. 1.3.

Figure 1.3

The condition for equilibrium is

and using this Dungey showed that the current density at the
null must be infinite (a step in the magnetic field). Thus
if jnull = « 1is required for egquilibrium it is highly un-
likely that pressure forces oppose the inétability sufficiently
's?rongly to prevent this equilibrium from being reached.
This has been further argued by Dungey (1958b).

The magnetic field at any time is, near the neutral

point, taking x = '1°' 'and'-y S_'2'
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By (y.t) = Bio (t) ¥y
(1.9)

B, (x,t) = Byq () x

such that the field lines are hyperbolae satisfying at time

t
B (t)
2 21 2 2
y" = == x" + c
By, (E)
X
B 2
with asymptotes y = 1t (Ezl) ble : (1.10)
12

The fluid velocity is given by

uy (x,t) = ull'(t) b4
(1.11)
u, (y,t) = u,, (t) vy
so that the flow lines at any time are given by
u
" 22/uy1
y = <= _ (1.12)
. c
. . . uz2/
We note that for an incompressible fluid Ull = -1 and

we obtain a system of rectangular hyperbolae.

The kinetic energy which the fluid derives from the
instability must be at the expense of the magnetic field;
however, the instability does not depend on field line recon-
nection at the neutral point. To see this quantitatively
we consider the instantaneous fluid velocity on the field
lines connected to the neutral point (i.e. the field asymp-
totes given by equation (1.10)) and compare it to the velocity
of the asymptotes themselves. Since the field is 'tied' to
the fluid, no reconnection is taking place if thesevvelocities_-
are the same. Refering to Fig. 1.4 we‘have the fluid vel-

ocity perpendicular to the asymptotes



b e

y (2) 14.
'

\X(\ll)

-

Fiqure 1.4

1

U = u, COoS 0-u, sin ©
: Byq (t) %
where tan 9 = oa(t) = (————m—0
‘ By B12(t)

For any value of x we have, on the asymptote, from eguation

(1.11)
u, = U, tan 6x = Uy, OX U; = Ug4X
and hence ul = x sin 0 (u - u,,) = aX ~1 (u - u..) (1.13)
. ; 22 11 (T+a?)z ‘722 11 .

while the velocity of the asymptote is

Z
vh= % d8 = XCOS@ dx = X y d (B, * (1.14)
Cose dt. b (1+x*)* de

(1.15)

Now <i B |
= —_ 1 d = ' -{L
( Blz) ( B|2_ d.t .u. 69_1 'd_i: le X (U~2.2_ “>

from equations (1.8a) and (1.8b).  Thus we have from (1.13),

(1.14) and (1.15)
I ox T
v o= WS mrenyE M2 T U1

Thus no field line reconnection occurs in the sense that a
fluid element located in one quadrant of the magnetic field

structure is never transfered to another quadrant in the course
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of the motion.

Exact,; non-linear solutions of fluid motion involving
this instabilitf have been obtained by Chapman and Kendail
(1863, 1966) and by Uberoi (1963, 1966) who consider the
motion of a cylinder of fluid, surrounded by a vacuum and
located about an x~type neutral line of the nmaagnetic field.
The fluid is perfectly conducting and incompressible, herce
the flow lines, as shown above, are rectangular hyperbolae.
Pressure gradients are included in the analysis, and while
these are found to retard the growth of the instability, the
growth times found in Dupgey’s énalysis are confirmed. The
progress of the instability is shown in Fig. 1.5 (after

Chapman and Kendall (1963)).

Plasma Cylinder —\\V//

N
(a) (b)

Figure 1.5

Again, as for Dungey's analysis, field line reconnection does
not occur, a fact that has also been pointed out by Yeh and
Axford (1970). This result'was-ptoved above using only the
induction equation'for an ihfinitely conducting fluid and
does not depend on any details of the instability. It may

therefore be considered as a general pfoof that field 1line
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reconnection cannot occur at an x-—type neutral point in the
presence of an infinitely conducting fluid.

Thus fiéid line reconnection invblves consideration
of a plasma with finite conductivity, and from eguation (1.2)
it_can be éeen that no matter how large ¢ is, the term é/c
becomes important in Ohm's law at some stage as the current
goes to infinity at the neutral point. With the inclusioen
of this term we may then look for steady state situations

described by the hydromagnetic equations (1.1) and Ohm's law

(1.2). In two dimensions it is first seen that the induction
equation reqguires the electric field to be uniform. Thus
. u ~ B j
3/ = = = ¢ 2null (1.16)
c o

and the steady-state hydromagnetic equation is

b . Yy = -y, + 228 (1.17)
C

As in the discussion of Dungey's neutral point current in-

stability, we consider only the conditions occurring near
' a

the neutral point and hence expand in,Taylor series to the

lowest order in spatially varying terms

= X Yy
¥ (uo + uxx 2 + uyy 2 )
. . x?2 2 )
¥p = (Pxx X, Pyy ys O) - , (1.18)

o]
1

where we have chosen axes such #hat u1y = Uy, = O;_B1x = B2y =0
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and have taken VYp =0, YM= 0 at the neutral point.

We have modified the notation slightly such that

_ 9"
9o = In
XY ox 9y etc.
From the continuity equation we find Wy, = - u2y to lowest

order such that the fluid flow lines are locally rectangular

hyperhclae. Ohm's law gives
. =29 4 p =29 4. _ B, ; (1.19)
3yy c 1x “ly Ixx c 1x "2x ' .

the hydrcomagnetic equation gives

potE = = (Poc T 3Bar/) = ~Pyy 2By (150

and from Maxwell's eqguaticn

4 | i
=1 - - 1
c Jo Box Bly (*'21).
. . . 2 B2X 2 _
The field lines are given by y* - —— = constant, so

B1
y
that for an x-type neutral point B,y and Bj, are of the

same sign. Let us éhoose Jo >-Q : then B2x > Bly and we
choose both positive. (Fig. 1.6). Dungey's instability
indicates u;, <0 for this situation, and equ?tion (1.19)
then indicates that the current decreases away from the
neutral point in both dire&tgons. The current dies away
moreAquickly in the x-direction (into the large-angled wedge) .
than in the y-direction. From equations (1.20) we have
B

Pyy + jo B2x/c_< O, but since > 0 we have

Jo Fax
Prye < ~l3g Ble/c' Thus a pressure gradient decelerates the

Vf;ow into the neutral point. We.also havg pyy < Jo Bly/c ’
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«—- Stream lines
—— Fiefd lines

\/-
/)
4/“/%

Fiqure 1.6

and if pyy < O also, the fluid is accelerated out of the
small wedge. The flow situation described here is the same
as that given by Yeh and Axford (1970) in their section (4).
There appears to be a wide variety of conditions which may
occur at a neutral point in Ehe steady state; the properties
of the flow at large distances from the neutral point must
determine these for‘any particular problem. The questicn
also remains as to whether such equilibria are stable; the
arguments used by Dungey tend té show that they should be
unstable to the current instability described above. How-
ever, since it is the pressure gradients which hold the mech-
anical equilibrium bf the above system and these weré neglected
from his stability analysis no guantitative theory is avail-~-
able, ana the stability question must remain open.

There exists a degenerate solution of the above
equations for Bly = 0, when a neutral sheet is formed rather
than a neutral- line and conditions vary only in the x-direction.
In this éésé field lines are annihilaﬁed at the neutral sheet
rather than reconnected. Equations (1.19) theﬁ give
20

3yy_= O .and Jxx = o ulx_Bzx'



19.

Since u;, < O and 47/ j, = B, We then have

. 2 410 2

Joo= Jo (I — g W %
The sheet half-thickness, &, is determined by putting j = o.
¥riting ug ~ Ju; |x for the flow velocity external to the
sheet vwe obtain the half-thickness

c2

45c u,

Of course, the continuity equation cannot be satisfied for
this case, and hence we must postulate a plasma sink at the
neutral sheet. An equivalent situation has been discussed

by Yeh and Axford in which

u = (- sgn (x) u,, O, 0) .

The induction equation in the steady state is then

2
w 3By = C° 9B, (1.22)
9x  4me ox*
with solution
4 . 2
B, = ¥B (1 -e"°"/c’) in x % o. (1.23)

y .
The half-thickness of the current sheet is

' c2 ' , o A
2 = m—; . . (1.2-)
as above, and the field annihilation rate (as given by the
fiow velocity ug,) is arbitrary. The steady state is set up
from a balance between inward convection of the field lines

wand resistive annihilatioh at the neutral sheet. The sheet
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thickness simply changes in response to éhanges in the paré—
meters governing these rates. However, if the plasma sink
has physical reélity, the annihilation rate (uy) may be ob-
tained from (1.24) if the thickness % can be determined in
some fashion from the sink's properties. This is just the
situation as discussed by Sweet (1958a) and Parker (1957b,
18263).

Sweet argued that when two cppositely cdirected fields-
are pushed against each other in the presence cf a highly
conducting fluid, the fiuid will flow out from the region of
contact, along the lineé‘of force, This allows them to
approach still closer, and the process continues, until, no
matter how large the conductivity, resistive diffusion of the
magnetic field becomes important. The field configuration en-
visaged is shown in Fig. 1.7, which could also be the result

of Dungey's current. instability rather than just from ‘shoving

the fields together'.

&

Uo

<N
N
r
\

Figure 1.7. (after Parker (1963)).

The particle density in the incoming flow is Ny, pressure p,

and the magnetic field is B,. In the field annihilation
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region the density is n. By conservation of particle flux

(see Fig. 1.7) we then have

Nou, L = nu? (1.25)

(o]

The momentum equation yields, for the direction normal to

the neutral sheet
Bz
p + T - constant

for small incoming velocities, so that if pg << B02/8w e

have the fluid pressure at the neutral plane
: B2 .
P = Po /g, . ~ (1.26)

which, together with a temperature, would determine the
amount of compression (n/Ng) undergone by the gas. In the

direction parallel tc the sheet we have

nmw o4 = —-9p . (1.27)
oy oy
CBX B

where the magnetic tension force o EEX accelerating the

plasma out of the system is neglected. For an isothermal

expansion n # constant if (1.26) is satisfied so that from

(1.27)
nmuj- o~ _ ~ B?_ . .
7. T F Po 'é-—:t | (1.28)

where we assume the ambient pressure is resumed outside the

neutral sheet. Then

(1.295
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and the gas is expelled at approximately the Alfven Velocity
computed from the enhanced gas density in the sheet. Thus
from (1.24), (l 25), (1.26) and (1.29) we arrive at the gov-

erning eguations

X S s Bj
C  NoulL=nuwl u= B, T = 2o

4o L °e Jawnm ot

U, =

Parker regards the quantities N Byr and I  as given, so we

o
obtain ’ \/ (T\, Y < o> Y.
° Va N) AT 0 s L
e Va (1.30)
. /4‘ ‘/2
s () )
ATt o \/p, (1.32)
where V, is the Alfvén velocity computed from the gas density

outside the sheet. ' We also have, for roughly isothermal

conditions

—1}- ~ _P_ ~ B:/g-n: >>l
rqo Fz Po

such that gas compression may significantly enhance annihil-
ation rates (ugy) over the incompressible casé. . Thus, in
effect, from equations (1.25) and (1.29) Parker determines the
sheet half-thickness % in terms of 'known' quantities L, Bg,
Ny, substitution into (1.24) thern gives u,. For any partic-
ular situation Parker regards the length L as being given by

a typical dimension of the systém. However, Yeh and_Axford
‘have objected to this, Saying that, like 2, L should instead

. be regarded as being'determined‘by (1.30) once y, is given in
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terms of the external flow. The most that can be said is

that L > & and hence

[N

1.
n 2

; n
o =V, (ﬁ;) Y/, < Va (ﬁ;) .

That the L in eguation (1.30) should not bhe regarded'
as the scale size of the system was first recognized by
Petschek (1964). Fe suggested that while Parker's analysis
méy be valid near the neutral point, magnetic field energy can
be converted to fluid flow energy by the presence of standing
‘MED shock waves further away. In his analysis 2L is still
the scale length of the system, but the length of the 'diffus-

ion region' is 2y* (hence y* replaces the 'L' in eqguations

(1.30) and (1.31)).

Uy

Figure 1.8. (after Petschek (1964)).

We first consider the properties of the fluid flow
between the shoék waves under the assumption that the external
flow and magnetic field are uniform (i.e. a linearized analy-
sis). This solﬁtion is matched to a Parker-typé diffusive

solution near the neutral point. The perturbation of the
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external fl&w by the presence of this "boundary layer" is
then considered, and an upper limit on thé incoming flow is
found such thaf this perturbation is not too large. Quan-
tities in the external flow have the subscript ‘o' while those
in the boundary layer are subscripted 'b'. .
First, the density is assumed constant throughout the
boundary layer, a situation which would occur for an isothermal
flow with the pressure pp ® B,?/8n % constant. The compres-

sion of the gas in the layer is given by

o« = Po/, (1.32)
such that O < a < 1, and o« is regarded as knownm.
The equation of continuity gives

NO UO Yy = n ub (Y) S (Y)

oxr @ Uy Yy = u,ly) s(y) - (1.33)

The momentum eguation aiong the boundary layér is (with

Up, * O and the neglect of the fluid pressure gradient)

fu'b\y é-\}-bj o~ B_:c_ (@_B_\j *.a_gix (1.34)
9y 4t \ 9x 9y
] B - 9B B ‘
Writing ng = - 3737 and 3§§ = i§ we have for § << L

3B aB :
|§§X-| >> |§§§ [. Then for constant pp, equation (1.34)

becomes

B (LUl (W) = —o BLBY)
S(H)ag( 5 ) AT

(1.35)

etsc give 9 12) = —x B B.(Y)
Petschek gives ' S(y)U X 5, Bxly
‘ ‘ ay (f J | bj) . 4w
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which appears difficult to obtain with any reasonable assuﬁp-

’

tions. Substitution of (1.33) in (1.35) then yields
Wo 3 (Y B,y

vhere V, is the 21fvén velocity of the incoming (unperturbed)

flow. To maintain a standing shock wave the speed with which
tﬁe wave propagates relative to the fluid = I——I Vy  (away
from the boundary) must be matched by the flow of fluid to-
wards the boundary, so that

Uo By (y)
o - IBO | (1.37)

Since ug,, Vp and B, are zero-order constants this requires
that By is also a constant, i.e. B, (y) = - sgn(y) B,. Then
equation (1.36) may be integrated by putting £f(y) = Y/ (y)

to obtain

S(v) = u(%i)lﬂ%gos Y] o P(O(u y;}}(l 38)

Va Sy

where y,, 6(y,) may be regarded as being determined by matching
to the Parker solution at the origin. Petschek obtains,

instead of (1.38) : .
- uo - .
() f a (VA)‘Yl _ ( )

The diffusive solution is obtained from (1.35) by putting

§(y) = 85 ® constant, we obtain Bg(y):

Bx(y) ~N - (_\'_L_g)l_ ' | .
B, = 7_ VA [ ~ | (1.40)
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Note that the fluid is accelerated out of the diffusion reéion
bynthe tension force neglepted in Parker's treatment. The
two solutions métch whén BX(Y)/BO given by (1.40) reaches
the value required for the existence of standing waves (1.37)
ci.e. |
yl=y" = Sbu
e
“~(7§2) (1.41)

For y < y* the diffusion mechanism dominates, while for

y > y* the wave mechanism is dominant. Thus equation (1.38)

becomes . ‘
a(y) = % (%/i.)ly)/ {‘ 4 QOS(%%)} (1.42)

Thus Petschek's result (1.39) may be regarded as an approxim-
ation valid only for |y| ~ ((y*). The flow diverges more
slowly according to (1.42) than the linear approximation.

From the previous discussion we have §p = c?2/4wou so that

O

Petschek gives half this value.

The perturbation of the external flow is caused by
currents flowing in the shock waves. Under the assumption
that curl B= 0 and curl u = 0 (where u=cE . B/p2)
these are calculated for the external flow. The largest per-
tﬁrbation B'/Bo occurs‘just outside the boundary layer at

the origin and is given by
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The maximum allowed perturbation is arbitrarily chosen to be
' ]
By'/po = -% ; _(BY /By € -1 in any case).

Thus we obtain

max

( B_o) ~ T
Vp‘ 2 (] + (‘-’.) [Dj (_32.5)
3 = YA/10

and since logarithms are slowly varving functions this result

Then for L/y* ~ 10 say, Or greater we find

Yomax
does not change very much as the parameters vary. Alsc, from
(1.41) we f£ind Ymin* = 10 6. However this assesment of the
maximum rate of field énnihilation is in reality a condition

for the breakdown of Petschek‘s linearized treatment; whether

it has any physical significance is highly questionable.

Yeh and Axford (1970) have obtained exact two-~dimensional
solutions of the MHED equations for a perfectly conducting, in-
viscid and incompressible (a = 1 in the above analysis) fluid
in the region external to the néutral point. The analysis

is carried out in terms of the variables ¥ and A where (since

div B =0 and div u = 0)

B curl A A = (0, O, &)

(1.45)
(0, 0, ¥) .

u curl ¥ ¥

-

(The third dimension is perpendicular to the flow). The
lines A = constant then define a field line and Y = constant
a stream line. Using cylindrical polar coordinates it is

assumed that
¥ = rg(e) and- A = r £ (o) S (1.46)

It is then found that the curl of the momentum equation
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(eliminatiné the pressure gradient)

? Y_/\(L,Lf\(?./\!_t)) = Z{?r_ Vn (B~ (2ABY) (1.47)

and Ohm's law

u ~ B .
P 4+ = = = Q0 ’ : (1.48)
(where E = (0, O, Eys) is constant in the steady state)
do not depend on r. The above two basic equations are then

solved (numerically in the general case) to obtain £(o), g(e)
and hence the field and stream lines. The magnetic field

and flow velocity are then oktained from equation (1.45)

B, =

o0
Q@ I

Be=-f@ U= <49 Ug=—9(8) (1.49)
d.©

It is found that for general case, each streamline crosses
two shocks as it flows from one.wedge of the magnetic field
into another (discontinuities in the derivatives of f£(o) and
g(0) occur). Across these shocks, which lie along 6 = con-
stant lines the normal components of the flow velocity, mag-
netic field and hydromagnetic pressure (p + B2/8w) are con-
tinuous, whereas the tangential components are discontinuous

and satisfy |
9
plud = z [

The general characteristics of the flow are shown in
Fig. 1.9. In order to describe the flow near the neutral

point in the steady state a conduction term clearly needs in-



29.

ciuding in Ohm's law (1.48) since E is constant. The fieid
ané flow near the null is the same as that described above by
equations (1.185 and (1.20), i.e. hyperbolic field lines and
rectangular hyperbolic flow lines. The flow velocity then
determines the pressure gradients near the neutral point;
While it is not riqorously shown how the two regions match,
it is clear.from Fig. 1.9 that they are gualitatively similar.
Tﬁe angles between the wedges for the two solutions can be
matched by the choice of B2X/B1V' The electric field at
the null is the same as that in ;he external flow giving j,
from jo/G = E, and hénpe determining (B2X - Bly)' The
pressure gradients are then determined by matching the flow

velocity given by u,, at some distance from the neutral point.

! i
i \
{ l 1
Y 4 N
1 i |
r | 1
{ I
[ i

{
é —==-Flow kines
: —— Fleld lanes

Figure 1.9. (after Yeh and Axford (1970)).

Since for all cases the electric field remains a free

parameter of the solutions, they conclude that reconnection
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méy occur at essentially any speed consistent with the bbuﬁ—
da;y conditions. The higher the velocities the smaller
becomes the 'diffusion region' near the neutral point.

Yeh and Axford have compared their external solution
with that of Petschek's, since they should be.comparable in
some regime y* < r < L. They find that the conditions near
the shocks cannot be reconciled with Petschek's picture, nor
with the later double-shock modifications of Petschek and
Thorne (1966). They therefore conclude that Petschek's
linearized analysis does not represent a valid solution of the
MED equations "and accérdingly that his arguments are less

convincing than they seemed originally".

Summary and Criticism of Fluid Models

The fluid models of magnetic field line reconnection
at a neutral line may be summarized as follows, where we con-
sider a nearly neutral-sheet configuration for simplicity
(produced perhaps by Dungey's (1953) current instability).

If the magnetic field far from the sheet is B, and the flow

velocity is u, the electric field is Ej = UoBo /e and is uni-

o
form over the entire system in £he steady state. Thus the
current at the neutral sheet is Jo = GEO' and for consistency
with tﬁe magnetic fieid change '4W/c Jo & = Bp whereAl is

the half-width of the diffusion region. Then we obtain

£ = c?/4nouy. While Parker (1963) goes on to determine & in
terms of the scale size L of the system by writing uglL = v

and v = Bg/Y4np, Petschek (1964) argues that the above L is

not the scale size of the system and may be much smaller than
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this. Far away from the neutral pointvfield energy may be
converted to flow energy across standing shocks, and the
'‘length' of the diffusion region becomes much smaller than L

when u_ is large. An upper limit to the inflow velocity is

o
estimated from a condition of bréakdown of his linear analysis.
While Petschek's argument is confirmed by the exact analvsis
of Axford and Yeh (1970) it appears that his linearized theory
is not a valid solution of the MED equations. They further
show that the inflow velécity u, can be comparable with the
Alfvén speed in favourable circumstances, théugh any lower
value is possible, depénding on the boundary constrairnts.
Whether these stcady state solutions are stable (with respect
to the current instability) remains an open question.

However, the treatment of the problem in the MED
approximation in the above two-dimensional manner is open to

the following objections when the fluid under consideration

is collisionless.

(a) In all the models 'diffusion regions' of very small
spatial extent occur. For astrophysical and space physics
applications % is usually given as being in the range of
millimeters to meters, while the gyroradii of electrons and
- ions may be larger. MHD assumptions then-break down (e.q.
the pressure tensor P = Pé) and this calls into question
the validity of treating with fluid equations the properties

of a collision-free plasma near a neutral point.

(b) It has always been assumed that the conductivity of the
plasma is homogeneous and isotropic, which is a valid assump- -

tion if it is collision-dominated. . However, for neutral
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sheets and iines in galactic okjects, stellar winds or plah—
etary magnetospheres the treatment must be collision-free.
The collision Aean—free~time is then replaced in the theory
of conductivity by the time the particle remains in the sys-
tem, which depends on the field geometry (see for example
Speiser (1970)). The conductivity is then by no means homo-
geneous or isotropic and the currents should ke determined by
studies of the particle trajectories, rather than by simply

giving a value to o.

(c) A qualitative study of particle trajectories near neutral
sheets was given by Dungey (1953), but this has seemingly

been ignored by many succeeding authors. He showed that par-
ticles oscillate about the sheet and become accelerated along
it by the electric field; positive particles moving in the
direction of the electric field, negative particles in the
opposite direction.. Inclusion. of the weak f£ield component
normal to the sheet in the 'x' configuration causes them to
turn away from the neutral line and move out along field lines
as envisaged in the fluid theories. Seymour (1959) obtained
exact solutions of the equations of motion for particles
moving in a magnetic field of constant gradient containing a
neutral sheet, but with no electric fields. (This followed

a much shorter investigation by Parker (1957a)). The motion
of particles which do not cross the neutral line is described
by the usual 'VB' drift of charged particles in a non-uniform
magnetic field. Particles‘cros§iﬁg the neutral line oscillate
symmetrically about it and may travel along it with any
velocity (up to the total particle velocity) in eithef direc-

tion, (Fig. 1.10a). Seymour envisaged that such enhanced
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drift velocities might give rise to important charge-separation
effects in the plasma near the neutral sheet. Particle traj-
ectories in such field configurations together with an elec-
tric field along the neutral sheet have been studied by

Speiser (1965), (1968) and directly confirm Dungey's (1953)
arguments. Particles drift into th? region under the action
of the electric field from both sides and then oscillate about
the sheet, becoming accelerated by the electric field, opposite
charges in opposite directions (Fig. 1.10b). Seymour's con-
jeéture about the importance of charge separation effects now
takes on. added significance. Inclusion of a weak field com-
ponent perpendicular to éhe sheet turns the particles away

from the neutral line as they accelerate untiltthamatravel—
ling parallel to the field lines emerging from the current
sheet, when the particles too, emerge from the current sheet;

(Fig. 1.11). _ T
®B V8 E<«— ®B «—E

L0000, 209000

i

< ,

Proton Electron VB Proton Electron
orbits orbits & orbit orbit.
©8 | 8
(a) _ (b)

(after Seymour (1959))  (after Speiser (1965))

Figure 1.10
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Figure 1.11

It appears froﬁ these collision-free discussions that
the variations of the system-in the third dimension (along the
neutral line) may be very important, especially if the normal
component of the magnetic field is very small. Indeed, for
a strictly neutral sheet the third dimension becomes crucial
in the discussion since infinite extent in this dimension with
a finite inflow velocity impiieg an infinite current of oscil-
lating and accelerating particles in the sheet and infinite
particle energization. (Speiser (1965) showed that once par-
ticles enter the sheet and oscillate about it they never
leave it, the amplitude of the oscillations‘in fact slowly
decreases as the energy increases without bound in the electric

field).

Collision~free plasma models.

The first description of'the properties of a self-
consistent neutral-sheet modelifor a collision-free plasma‘-

was given by Alfvén'(1968), and in View of the above comments
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it is perhaps not surprising that the considerations involved
are rather different from those of the fluid theories. Ee
considers a neufral sheet configuration which is of finite
width d in the third dimension (along the electric field),

the system being bounded by 'conéenser plates', which just
represent eguipotential boundaries and a sink for charged
particles (see Fig. 1.12). The magnetic field outside of

the field reversal region is By and is constant if appropriate
currents flow on the boundary eguipotentials. (If the mag-
netic field outside the system is zero, these boundary currents
are just half the neutfa; sheet current). As a valid first
approximation to the motion of cold plasma, the particles
drift towards the neutral sheet from both sides under the
action of the crossed electric and magnetic fields with vel-
ocity v = C§“§O/B02 . From flux continuity, we have M/B a
constant along a trajectory, and since B is uniform, we may
take N (the number density of positive of negative particles).
to be uniform in the flow, and equal to ﬁo. Eere, we are
generalizing Alfvén's analysis, which assumed a uniform elec-
tric field to include non-uniform electric fields. The en-

tire flux of positive (or negative) particles into the sheet

is
- 2o (g e 2T

where ¢ is the total electric potehtial across the system.

'c' is a contour crossing the system along any path from one
boundary equipotential to the other, above or below the neutral

sheet, and By.dL = O.
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Foliowing Speiser's (1965) analysis of the particle

motions, positive particles in the neutral sheet move towards

¢ = &, Thus at ¢ = 0 all the current is carried by posi-
tive particles while at ¢ = ¢ an equal current is carried
by electrons. The neutral sheet current is uniform across

the system and hence equal to eF (egquation 1.50). For self-
consistency ketween the magnetic field and the current we

thus have

Thus (1.51)

and v =~ cd - cB (1.52)
B.d AtNed

We generalized Alfvén's analysi; in the above manner because
of the suggestion of the importance of considering charge
separation of the plasma at the neutral sheet, with-attendant_
non-uniform electric fields. Far enough away from the sheet,
however, we expect a uniform flow so that the drift velocity
expression used becomes exact. Hence since contour c is
arbitrary, Alfvén's result is also found to be valid in such
situations.

If the plasma consists of protons and electrcns, the
velocity of ejection of the partiéles after falling through

potential ¢ is

Vs [222 - (DHTPRY,  ves (WYY,
mp mp | | Me |
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Fiqure 1.12. (after 2l1fvén (1968)).

where Vx is the Alfvén velocity in the region external to the

neutral sheet and field reversal region. Thus since
n, >> mg
5 mp, %
V, = Y2 vy and Ve = (52 Y2 Va (1.53)

The average velocities of ejection (potential drop of ¢/2) are
L

V, = V - and Ve = (gz—)2 Vay -

The philosophy of this calculation is simply that
from a knowledge of the particle trajectories a self-consistent
incoming flux of plasma can be computed to produce the current
required by the change in the magnetic field. No knowledge
of the detailed structure of the flow or field near the neuf—
ral sheet is required, and none is obtained from the calcul-
atién. These ideas are somewhat more similar to Parker's
calculation of the incoming flow vélocity from the properties
of the plasma 'sink' (see equation (1.33) and discussion)
rather than Yeh and Axford's assertion of arbitrafy flow -
rates for a given system.

It can also be shown (Cowley l§7ib) that Alfvén's

- formula for the total potential across the system also satis-
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fies consgr@ation of energy. Ve have a Poynting flux 8 of
electromagnetic energy into the sheet from above and below,
while energizeé-particles flow out from the equipotential
boundaries. The Poynting flux integrated across the system

is

We = 2 |ISAdL| = %QBOIE.O;L-; 2¢ B,
- = —_— (1.54)
c C 4ac

As above the flux of protons or electrohs towards the sheet

across element dL of contour c is

cE “'E)

~ dL
B? T

o |

and by conservation of particle flux dF is the flux of par-
ticles from dL emerging from the boundary. If dL is at
potential ¢, the protons will be accelerated and gain an
energy e¢, while electrons gain an energy e(®-¢) Dby the

time they emerge from the boundéry. Adding proton and elec-
tron contributions, the particle energy flux from the sides

of the sheet from dL is dwp = e¢ dF. Integrafing de across
the system gives ¥W,, the particle energy per unit time per
unit length of system (along the magnetic field) flowing out
of the boundaries. Multiplying by two for inflow from both

sides we obtain

2
w, = Z2Nocet” (1.55)
BO

Equating Wg and Wb for the steady state gives

BZ
. _Bo
% ZTmge

regaininnglfvén's formulé, equatioh (L.51).
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Alfvén's analysis may be readily extended to the sit-
uation with a weak normal component of the field Bj perpendic-
ular to the cuéient sheet. The electric field may be removed
by a frame transformation of velocity vp = cEé/Bl parallel‘
fo'the reversing field component. In this’frame the plasna
simply streams down the field lines into the current sheet

with approximately the transformation velocity. Inside the

sheet the particles oscillate about the field minimum while

cEc mc _ mc?F

By 'eB] e Bi“ otk

describing a half-circle of radius r =
a plane parallel to the sheet (Speiser ‘
1965, 1968). - After describing this half-circle the particles
are again moving approximately along a field line and thus
leave the sheet from above or below. In order to calculate
the current flowing we first draw a 'locus of injection
points’', which is simply the curve on which particles enter

the sheet and pass through point P in the neutral sheet plane.
This locus is a semi-circle as are the trajectories in this
plane (Fig. 1.13a). The current (or flux of particles) across
~an element dL of the sheef is simply determined by the flux
entering the surface enclosed by the locii of injection points
for the end points P, and P, of the element dL (Fig. 1.13b).’
However, we note that the flux contribution across 4dL in the -
direction of the arrow in Fig. 1.13b is positive for one Sec-
tion of the enclosed area and negative for the other (marked
'+' and '-'). The net enclosed area for the evalﬁation of

the current in the direction of the electric field of the
untraﬁsformed frame is seen to be 2 r dL, and zero for the

perpendicular direction. (Fig. 1.13c).

The incoming flux per unit area of the sheet is 2Ny v; where
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)

— ——~— Trajectories in the plane of the sheet

Locus of injection points

©

Figure 1.13
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Vi = Vg Bl/BO' and B, is the magnitude of the reversing compon-
ent of the field, outside the sheet. Adding proton and
electron contributions to the current per unit length of

sheet, we have, by conservation of flux

L= 2Noews B o 2 = 2NeecEe {3 (rpury)

and for self-consistency between the current and the field
2B, = 4:%? (2_‘3%5 {2(:—P+ r@}) ~ (1.56)
[~]

Comparison with eguation (1.51) now shows that in the untrans--
formed frame the Alfvén potential now falls across a distance
which is the sum of the gyrcdiameters of the positive and

negative particles in the sheet, R. Hence

EO = % and V.L = ESt)
2m.C2E
or, since R = 2(r, + rg) = —g%ij—g we have E, = BoBj
/8wNompc2
- B = VA :

,/§1;NOmp 2

Outside the field reversal region the conductivity may be re-
‘garded as infinite, whilst inside it is given by, for Alfvén's
case

= 1/ = cB,d _ 2N,ecd

o=Jd
EO Eo : 2'ﬂ:2§ ‘E‘BO ’

where £ is the thickness of the_fieid reversal region vet to

be determined! (It must ultimately be related to the break-
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down of 'frozen-in' infinitely conducting flow due to small

scale lengths in the fields). When Bj is included this just

¢ By R 2ecNoR
becomes O. = m‘g—— = —-—2-‘-}?5— -

There are, however, two assumptions which have been made in
Alfvén's analysis. Firét we have assumed that all incoming
particles contribute to the current at the neutral sheet.

This must be true if, as in systems of interest here, the
particle energy in the incoming flow (thermal plus convective)
is much less than the total potential energy across the system
ed, Thén, on energy grounds only very few particles entering
near the system boundaries can possibly reach the 'wrong'
boundary, and so not contribute to the current. Secondly,
and more iméortantly, we have assumed that the plasma surroun-
ding the neutral sheet is the only source of current, and that
no particles can enter the sheet from the 'sides' of the system.
Such an injection of plasma from the sides may raise or lower
the potential across the system depending on the sign of the
current contribution. Tﬁe orbits of such particles will be
similar to those shown in Fig. 1.10a. Protons and electrons
which drift across the system such as to enhance the current
(orbits (1) and (2)) reduce the potential across the system,
while the others give a net reduction of the current and the

' poteﬁtial must be enhanced. Of course, for particles of the
latter type only those entering with energy greater than ed
will be able to drift the whole way across the system. Those
of lower energy drift into the neutral sheet before reaching
the boundary and afe then accele;atedvback out again, making
no net current. (Fig. 1.14). Particle access into a magnetic

- field region having field gradients and a neutral sheet have
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$-0 - &

Figure 1.14

e

n

been considered by Stevenson and Comstock (1568). They took
only a simple plane boﬁndary for the magnetic field, which in
any physical situation must be a drastic assumption, the de-
tailed structure of the layer between the two plasma regimes
should be taken into account. However, particles entering
from the sides can provide the total current in the neutral
sheet, and a general method for constructing such solutions
has been given by Harris (1962). The equations to be solved
are the time-~independent Vlasov set -

V.VE + Y%(e + ¥ABY. W =0
& mj(‘ C ) 2 (1.58)

Ve - mZ:%ijJ R
7 - 3

where fj is the distribution funcﬁion of particle species j.
We assume that B = (0,B(x),0) ; E = (E(x),0,0) and that
B=0 at x =0 (see Fig. 1.15). Since all particles are
to be provided from the 'sideé' E, = O. We also haﬁe the
'magnétic vector potential A = k0,0,A(x)) such that
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B(x) = - =2 .

For a symmetrical sheet A is an even function of x and A > O

for the magnetic field configuration shown in Fig. 1.15 if

we choose A(x=o0) = O. “
/n

CE

\{z J

}é’/’ | =z
I
B
‘Q‘\\ J
4
E

Figure 1.15

For these fields we find the following constants of the motion:

the Hamiltonian for the motion in the x-z plane
H = v.° +v. “ + ¢ (1.60)
- m'
‘the canonical momentum in the z direction

= g
P v, + mc A(x) | (1.61)
and the velocity in the y-direction (along the magnetic field).
It is well known that any distribution function which is a fun-
ction only of the constants of the motion is a solution of the
time independent collisionless Boltzmann equation (1.58).

At the neutral sheet ¢ = A = 0 so that

S 2 _ .2
v, = P and v, = H P .
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Then, if we choose a distribution'funqtiﬁn at x =0, i.e.

£y = £5(vg,vy,vy), then £5 = £5(P,/H-P?,vy) is a solution
of (1.58) over all space. Then the currents and charge den-
sity can be calculated as functions of ¢ and A; substitution
in. (59 a,b) then gives the (in general coupled) differential
equations for ¢(x) and A(x). Harris chose a HMaxwellian

distribution at the origin, centred about a mean velocity in

the z-direction

' 3
. o= m 2 : 2
fJ (Zﬁ.k—T.> IQ {’ —yg?p (U} ﬁ+<\@ ’JVE) *”\Qf?}
=
such that
f. (xv) ™ /PG "
ARY) = (-‘—‘-) N ex [_q’:!_ (V * — D) )] [ U’+U+(v )\A
J - \GnkT, P KT (x 1:‘( V)
The current and charge density of the jth species is then
givén by
= . Y VA f. = J
‘ q;\/ N ex [};L( _ jﬁ ol
JJ JdJ P RT; -*’-———c ‘13' - \{J (1.62)

and hence we obtain from equations (59 a,b), writing 'p' for

protons and 'e' for electrons

-

LA _ 41[€N 'V, A Ve A
el (-] e (-

1.63)

:% e eXP[hT(—P— "{’)] [%(‘%‘ida)] A‘ll'G‘“j

. ' \'2 Vo
If we transform to a frame such that TE = - TS then an
. P e :
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¢ = 0 (i.e. we will obtain an

exact chafge—neutral model). Then (1.63) becomes

e N .
A _ 4weN WV, { Q +I€i>e’xP _elvp Q(x) |
dx* c P Tp RTpC (1.65)
For the current shown in Fig. 1.15) Vp < 0. Then with the
n
boundary conditions A(x=0) = 0 ; B(x=0) = - %g (x=0) = O
wé obtain
2¢ckT v
A(x) ST log cosh (7) (1.66)
: %
where A =X k Tp ) (1.67)
- WVl one2n. (1« Te/Tp)
(1.68)

e B [ kT, B ek (3)

where we note that the magnetic pressure at infinity is equal

to the total particle pressure at the neutral sheet. The ion
and electron densities are given by (see Fig. 1.16)
e |[v.] A
n, =n_=0Nexp (—=P2—) = —F— (1.69)
ot e k T, © cosh? () '
NN
B) .
n(x)
: . . s (X
2.0 -lo INS) 207 ;J

Figure 1.16 -
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Although self-consistent models can be set up, as above, in
which particle flow from the 'sides' can provide the neutral
sheet current, Dungey (1971) has given a simple argument to

show that when a neutral sheet is observed in nature it is

élearly a case in which the particle influx is insufficient

for this purpose. As above, the condition for eguilibrium is
B2 . . R .
F - E/c =Vp or p+ g7 = constant. This is clearly true in

the Earris solution since

B2 X — Po
ﬁ} = potmmﬁx) and p () =
cosh® ()
from equations (1.65) and (1.66). (T is constant as may be

seen from the equation for fj(x,x)) hence

) |
B
et p = —22  (sinh2(X) + 1) = p, .

cosh2(§) A
However, if the pressure is sufficient at x = O to satisfy
équation (1.68) for a given magnetic field it would also be
sufficient to separate the two regions of magnetic field en-
tirely and no neutral sheet system would exist, i.e; the sys-
tem would have to be very carefully set up at the boundaries

in order to maintain such a model. In nature the regions of

' magnetic field would simply separate, and plasma would £i11

the region between.

Discussion and conclusions. .

It appears that the considerations involved in a fluid
description of magnetic field annihilation and reconnection

are rather different from those which have been given for
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systems in which particle collisions are unimportant. Thé
latter case is by far the least developed at the present time,
but applies in many situations in nature (e:g. the Earth's
magnetic tail, solar wind and possibly in interstellar space
and other astrophysical objects). It is the aim bf this |
thesis to investigate the field and flow in the situation des-
cribed by Alfvén (1968), as a first step in the understanding
of such systems. Thus we shall neglect any component of thé
magnetic field perpendicular to the neutral sheet and assume
that the only source of current is the plasma akove and below
it. In addition, such ;elf—consistent configurations must

be set up before stability analyses can be performed. At the
present time thére is no reason to suppose that the system
should be grossly unstable, indeed, examples investigated in
nature have been notable for their long-term stability and

the general 'quietness' of the fields. Although a neutral
sheet is known to be unstable to the tearing mode (a breakup
of the sheet current into filaments, see, for example,
Dobrowolny (1968)) it has recently been found that non-linear
effects quickly quench the growth réte, and the instability
leads to no more than a little tufbulence in the component of
the field perpendicular to the sheet (Biskamp. et. al. (1970)).
The possibility of other micro-instabilities ofithe two-stream
type occuring in current sheets has been investigated by Dungey
and Speiser (1969). Whilé it is by no means obvious that a
sﬁrictly neﬁtral sheet should be unstable to these modes,
Dungey (1969) and Gjgen (1971) have shown that, in the event,

strong damping occurs by the radiation of cold plasma wavés

into the surrounding medium. Thus it appears that the self-
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-

consistent steady-state model to be investigated here is not

likely to be seriously afflicted by instabilities.
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CHAPTER 2

FIELD-LINE MERGING AND THE EARTH'S MAGNETOSPHERE

(i) ‘Introduction

: Although the model neutral ;heet system we shall be
considering here is highly idealized (straight field lines
contained between parallel equipotential boundaries), this
fiéld geometry corresponds guite well to that of the geomag-
netic tail. It is the purpose of the present chapter to re-
view the observational eQidence concerning the importance of
field-line merging as a basic process of magnetospheric phys-
ics, and to obtain the tail pafameters used in numerical
calculations. We shall also consider the applicability of

our straight field-line model to the geomagnetic tail.

(ii) The Magnetosphere and Interplanetary Medium

The magnetosphere is the region surfouﬁding the‘Earfh
cbntaining and controlled by the ggomagnetic‘field. This
region is not of infinite extent due to the presence of plasma
radially expanding from the Sun (the solar wind) which is
sufficiently highly conduéting to ptevent the penetration of
éeomagnetic field lines. The Earth's magnetic field is thus
constrained to lie within a magnetbsphefic cavity around which
the solar plasma flows, the dimensions of thercévity being
determined by pressure balénce across the plasma-field inter-
face'(the magnetopause) . Shownvbélow are the average near-

Earth solar wind properties obtained by the Vela series of
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satellites (Montgomery (1971)).

Quantity Averaae 90% Range

Proton density N(cm_3) 7 3 - 15
Bulk velocity V(Km/sec) 410 305 - 550
o 4 | 4
Proton temperature (“K) 8x10 2 - 24 x 10
o 5 5

Electron temperature ("K) 1.4x10 0.85 - 2.1 x 10

It should be noted that for protons .the energy of the

bulk motion (e (bulk) = 1 keV) 4is much larger than the

p
thermal energy (ep (thermal) = 10 eV), while the opposite is
true for the electrons (eg (bulk) = 0.5 eV ; e, (thermal) =
20 eV) o From these figures we note that the sound speed

(Cg? = vk (Tp + Te)/mp) is typically = 50 Km/sec.

The solar wind's magnetic field is found to be 5 to 10 ¥y
near the Earth, and results from 'frozen-in' outward transport
of the Sug's field from the base of the corona (of magnitude a
few gauss). A solar wind field line should thus be defined
by the locus of the plasﬁa stream emitted from a given position
on the Sun's surface. Since the sun is rotating (~ 27 day
period) we thus find, on average, a 'garden-hose' pattern of
field ;inés in the solar wind, with an angle near the Earth of
about 45° w.r.t. the Eaﬁth-Sun line. The field can, howeﬁer,
point either towards or away from the sun, depending on the
surface field direction, and this results in a éorotating struc-
ture of sectors of definité polariﬁy obéerved near the Earth. |
Four sectors were observed at the most recent sunspbf cycle

minimum (1964-65) and two at‘the_followihg maximum (1969-70). -
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Although the average solar wind magnetic field can be described
by thé corotating garden-hose sector structure, considerable
variations can occur, with significant components out of the
ecliptic plane, both northward and southward pointing, which
ma& remain steady for periods of an hour or»more (or less).
In particular, large out—of~the—ecliétic corponents of magni-
tude several tens of gamma maf occur behind an interplanetary
shock-wave friggered by a solar flare on the surface of the
sun. It is this component of the field, its duration, sign
and strength, which is -crucial to field-line merging in the
magnetosphere; to be diséussed in the next section.

The Alfvén speed in the solar wind, from the above
values,is typically 40 to 100 Km/sec, similar to the above
value of the sound speed. The wind is therefore supersonic
in the Earth's frame with a mach number of M = 4 - 8 with
respect to the magnetosonic velocity (C% = Cp2 + Cg?), and
hence a detached bow shock is formed in front of the magneto-
spheric cavity. Across the shock the plasma velocity is re-
duced, the density is increased (by a factor < 4), and the
total pressure (particle plus field) increased. As this
shocked plasma (magnétosheath) expands as it flows around the
cavity, the velocity increases again and the density and par-
ticle temperatures drop such that plasma conditions'similar to
the solar wind are resumed downstream (Fig. 2.1). Experimen-
tally, the sheathlplésma is found to be highly variable on a
scale of a few minutes or-less in flow speed and direction,
particle temperatureS'and magnetic fieldJeVen when the ‘solar
wind is qﬁiet. Howevef, "typical’ para@etersrfor the ‘nose' re-

gion are N = 20 cm~3;’eb(bu1k) = 0.5 keV'(vb ~ 300 km/sec) ;



| 57.
. , 1a
24
- 20
' LG'%%
- 1.2
DENSITY %o.ﬁ
tm%miognse
VELOCITY
8
TEMPERATURE

Figure 2.l1: Density, velocity and temperature fields for

supersonic gas dynamic flow pastrthe‘magnetOSphere;

(M =38,
y =3/3).

(From Spreiter, J.R., Summers, A,L._and_Alksne, A.Y.,
1966. Hydromagnetic flow around the magnetosphere, Planetary
~ and Space Sci., 14, 223-253).
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ep (thermal) = 200 eV (7, - 2 x 10° °K) ; e_ (bulk) g 0.5 eV ;
ee (thermal) = 50 eV (Tg ~ 5 x 10° K) ; B = 10 - 40 v

(B/BSw = 3 —74). As in the solar wind, the energy density

of the magnetic field in the magnetosheath is usually rather
sméller thanqthat'of the plasma, such that thé flow dominates
the field, and the field lines may bé regarded as being carried
aidng by the flow and 'draped' around the magnetosphere. This
has been experimentally confirmed by Behannon and Fairfield
(1969) .

If we neglect the sheath magnetic field and the mag-
netospheric particle preésure, then the éondition for pressure
egquilibrium of the magnetopause near the nose may be easily
used to obtain its distance from the Earth. Simply substit-
uting sheath parameters into the equation leads to a nose
distance of about 12 Rg, a result which changes little with
changing interplanefary parameters since the nose distance
varies inversely with the sheath pressure fdynamic and thermal)
only to the l/g th power. This result is in agreement with
observations and establishes a scale of distances for the mag-
netosphere.

The currents flowing in the magnetopause boundary
which 'switch off' the magnetospheric field, and provide the
3 ~ B/, magnetic pressure force on the sheath plasma, form
the Chapmén—Ferraro current system, shown in Fig. 2.2,  The
cavity shape expected from these simple pressure-balance con-
siderations would be an asymmetrical 'doughnut', the 'hole' be-
‘ing representative of the dayside magnetopause neutral points
to which all the magnetopause field'iines are connected'(SlutZ'

. and Winkelman, 1964). However, there appears to be aAsecohd
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Figure 2.,2: The magnetopause Chapman-Ferrato current system,

and the asymmetric 'doughnut' magnetosPhericvconfiguration
obtained by Slutz and Winkelman (1964) from pressure-balance

considerations between the magnetosphere and flowing magnéto-
sheath. ' '
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magnetospheric current system, resulting in the formation of
an elongated magnetic tail, the existence of which was sugges-
ted by measurements from Explorer 14 (Cahill (1966)) and con-
firmed by Ness (1965) on Imp 1. This tail was found to con-
sist of two bundles of oppositely directed maénetic field
(connected to the two polar caps) ofra guiet and orderly nature,
séparated by a current sheet of a few thousand Km in thickness
(Speiser and Ness (1967)), shown in Fig. 2.3. Since these
early measurements (within gy = — 30 RE), an extensive inves-
tiéation of the tail structure has been carfied out by the
Explorer 33 and 35 sateliites, showing a well-ordered config-
uration put to 80 Ry, the average properties of which has been
reported by Behannon (1970). The results show the fail to

be roughly circular in cross-section, with its radius increas-
ing from aboﬁt_ZO Ry at a distance of ~ 25 Ry from Earth to
about 25 R at a diétance of ~ 60 Rg ; a 'flaring out' consis-
tenf with the angle of the boundary with respect to the Earth-
sun line réquired for pressure balance with the flowing mag-
netosheath plasma. The average field magnitude in the two
tail lobes decreases from about 15 y at a distance of 20 Rg to
“about 8 y at a distance of 70 Rgp. This decrease can be under-
stood whén both the tail flaring, and the small- flux across
the current sheet (a northward component of a gamma or two is
usually observed at least in this near—Earth section of the
tail) is taken into account. However, it has recéntly been
shown that the taii configuration,is_father variable over time
scales of one or two hours and so such 'average"pr0perties |
are of limited significance.

'Thenlength and large distance.properties of the tail
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The addition of the C~F current system to the
'tail' current system leads to the observed long magnetospheric
tail. Note that in the night side outer zone, the north-south
'dipole + CF' field is reduced by the tail current system.

A section of the tail current system is also shown, looking

Figure 2.3:

towards the earth.

-
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are at the present time undetermined, but evidence of its pre-
sence at 500 and 1000 Rg downstream from the Earth have been
obtained by the Pioneer 7 and 8 spacecraft (Ness et. al. (1967),
Fairfield (1968a), Mariani and Ness (1969)).

The plasma properties within the magnétosPheric cavity
are in general very complex and highiy variable, and may best
bé.discussed within the framework of the convecting magneto-
sphere, described in the next section.

From this section we will use the following tail para-

meters in our neutral sheet theory:

10
cm

B = 10 vy and d (width) = 3 x 10 = 47 Rg .

(iii) Magnetospheric Convection and Substorms

Both Axford and Hines (1961) and Dungey (1961) sugges-
ted the possibility'of the convection of magnetic field and
plasma within the magnetosphere, an idea involving the trans-
fer of magnetic flux from the dayside magnetopause into the
tail, followed by its convective return, throughout the body of
the magnetosphere, to the dayside. However, while Axford and
Hines postulated that the convection would be driven by a vis-
cous-like drag at the magnetopause (like the convection in a
water-drop falling through the atmosphere), Dungey argued that
strong convection would be set up when the interplanetary (and
hence magnetosheath) magnetic field has a southward component.
In such a situation an X-type neutral point is formed between
the southward sheath field and the northward dayside_magnetos—
pheric field. Merging can then take place (Fig. 2.4), result-

ing in polar cap field lines bec0ming.di:ect1y connecteduinto_



63.

Figure 2.4 (a): Flow in the reconnection model of the magneto-

sphere (after Dungey (1961)).

(b): Motion -of the field-line.feet over the polar
cap for uniform convection'driveh by field-line merging. These
paths are électric_field,equipoténtials, so that for a Hall con--
ducting iOnosphereAthercufrent flows in the opposite direction
to the flow. The expected electric field difedtions are also
shown. '



64.

the magnetosheath. The flow of the sheath plasma pulls the
field lines over the polar éap and into the tail (being pres-
umably responsible for its formation). In the steady-state
situation this flux transferred from the 'closed' region- of
the magne tosphere (topologically a 'doughnut'i to the 'open'
tail (topologically two cylinders) mﬁst be balanced by recon-
nédtion at a second X-type neutral line in the tail (see Fig.
2.4(a)). The overall flow may be considered to be driven by
an electric field from dawn to dusk across the magnetosphere
(E=-v~EB/o;orv=cE- E/BZ), the flow within the
'closed' region being towards the dayside. The expected mo-
tion of the feet of the field lines over the polar cap is shown
in Fig. 2.4(b), and for a primarily Hall-conducting ionosphere
the current is in the oppoéite direction. This should lead

to a well-defined wofld—wide magnetic disturbance pattern char-
acteristic of the cénvectiVe state driven by field-line
merging.

It was natural that an attempt should be made to give
an explanation in terms of this model to one of the magneto-
sphere's most spectacular phenomena, the magnetospheric sub-
storm. Its effects as observed on the ground are primarily
the intensificéfion and breakup of the quief—time night—sidé
auroral arcs, and the.development of an intense westward elec-
trojet in the night auroral oval (106 amps across at latitud-
inal sffip 10° wide, centered on A ~ 65°) leading to ~ 500 y
negative bays in the H component magnetogram traces. Such
phenomena, which start suddenly in a small region near midnight
and expand northwards (the auroral 'bﬁlge') and aiong the

auroral oval to east_and'west,are part of the substorm expah-
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sion phasé. (See review by Akasofu (1968) and references
therein) . This was interpreted‘as being due to an explosive
onset, or enhancement of field line réc0nnection in the tail
(Dungey (1968)), although the trigger for this onset was not
unaerstood. | More recently it has become clear that a well-
ordered sequence of events takes pléée prior to the sudden on-
set of the expansion phase, all of which may be interpreted in
terms of the reconnection model of the magnetosphere, directly
confirming Dungey's predictions. During the so-called
‘growth phase', we appear to see the evolution of the magneto-
sphere from a non—c0nvec£ing (or slowly convecting) state to
a strongly convecting equilibrium, in response to the appear-
ance of a southward component of the-interplanetary_magnetic
field. The sudden onset of the expansive phase following the
~ 1 hour duration of the growth phase then represents the éffect
of some instability or large change in the flow situation which
is triggered as the magnetosphere approacﬁes its new eguilib-
rium. The 'trigger' mechanism is still not certain, although
instabilities in field-aligned current systems associated with
the night~side electrojet which upset the flow pattern, are cur-
réntly being seriously considered (Coroniti.and Kénnel (1971))..
By comparison with the growth phase, the events” following the
sudden onset of the expansive phaSe are ill understood, though
it is clear that strong field line reconnection in the tail is
involved. uAn interpretation will be attempted in Chapter 6.
That auroral zone eiectrojet'activity (or DP-1 activity,
following the current system nomenclature of Nishida-(1971)) is
correlated with periods when the interplanetary or magnetosheath

 fieldhas a southward component has been appreciated for a con-
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siderable time, foll&wing Dungey;s (1961) theoretical predic- -
tion. iFairfield and Cahill (1966) first showed that the sev-
eral substorms they studied occurred during periods of such a
southward field, roughly an hour after its onset. Many authors
sﬁbsequently'tried to correlate interplanetary paraﬁéters with
the Kp index of ground magnetic actibity. This index responds
to all sources of ground fluctuations since it is compiled from
the data of mid-latitude stations, so it is not surprising that
it correlates with virtually every bulk parameter of the solar
wind; however, it does correlate positively with Bgouth
(Schatten and Wilcox (1967), Wilcox et. al. (1967), Rostoker
(1968), Hirshberg and Colburn (1969)). In addition, Kp is a 3
hourly index, so that 3-hourly solar-wind data was necessarily
uséd by these authors. Since the substorm expansion lasts only
about an hour K, is again a far from ideal index to use. ﬁowever,
Hirshberg and Colbu?n‘had also shown that geomagnetic world-
wide storms (comprising a sequence of substorms in rapid sucées—
sion) occur only if the interplanetary field is southwards fol-
lowing an interplanetary shock (behind which large out of the
ecliptic field components can occur) . If i£ is northwards an
s.i. (or s.s.c.) is the only result, the main phase starting
only when B becomes large and southward. 'Arnoldy (1971) has
recently clinched the matter by a correlation of interplanetary
parameters with the hourly AE index, which specifically meas-
ures the strength of the DP-1 electrojet. He found that the

only controlling parameter of AE was the sum of Bgoyth for the

t
preceeding hour - (i.e. ] 1 Bg dt),  which is a measure
tl"l hour i : . -
of the southward flux ' ~brought up to the magneto-
sphere by;the solar wind (sz ~ 400 Km/sec). The positive
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correlation here meaﬁs that the iarger the fluxxbrought_up,
the larger the eventual substorm electrojet, an observation of
relevance to theories of the expénsivé phase onset triggering
mechanism.

The DP-1 eguivalent current system (Fig. 2.53, the sig-
nature of the expansion phase, and §EOWn to be correlated with
periods of southward interplanetary field, does not corre5pond
to the ionospheric current system expected from magnetospheric
convection (Fig. 2.4(b)). However, Nishida.K (1968a,b;1971),
discovered a new world-wide geomagnetic current system, promin-
ent in polar cap records, which appears to be very closely con-
trolled by the north-south component of the interplanetary field.
This is called DP-2 and consists of two current vortices aligned
approximately along the Earth-Sun line, with no auroral enhan-
cement (the primary characteristic which distinguishes it from
DP-1, apart from thé different oriéntation of the vortices).

An example is shown in Fig. 2.6, together with Imp 3 data of-
the interplanetary field. Nishida infers from this and other
data that the DP-2 current systém is coherent with respect to
By, but there appears to be a time delay between the satellite
and ground data of about 20 min, while we note that the solar
wind transit time bétween the two is only about-5 min. The
correspondence between these observations and those expected
for convection should be clear, except that the magnetosphere
appears to respond slowly (* 20 min e-folding time) to the on-
sef éf a southward field. It would also seem that this'com~
ponent may have to exceed a minimum value of ~ 5 Y béfore DP-2

is set up, on one of Nishida's guiet days there existed a south-

"ward component for over 10 hgurs'but its magnitude was only 3 Y.
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Figure 2.5: Typical DP-1 (electrojet) equivalent current sys-
tem, the characteristic disturbance pattern of the substorm
expansion phase (from Nishida (1971)).
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Figure 2.6: Simultaneous interplanetary and ground disturbance
magnetic fields characteristic of DP-2, the signature of the
growth phase (from Nishida (1971)). | | A 4
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(This may be a requirement on the 6 angle of the field rather
than its magnitude).

Thus convection is set up every time there exists a
(significant?) southward field: a substorm expahsion occurs -
after perhaps an hour of southward field, but is not otherwise
related to any particular solar wind event. We note, in pass-
ing, that McPherron (1970), examining aurcral zone magnetograms
for an isclated substorm, noted 'fluctuations' for about an
hour prior to breakup (presumably DP-2), and was the first to
coin the phrase 'growth phase'.

Thé electric field direction across the polar cap re-
quired by the convective flow is shown in Fig. 2.4 (b). In
the dawn-dusk meridian it is from ‘'dawn to dusk' across the
polar cap,'reversing at lowef latitude to become 'northward'
in the evening and ‘'southward' in the morning. Recently,tech-
niques have been de§e10ped which directly measure the magneto-
spheric electric field, usually near the Earth where it is
strongest. These are the double probe technique (measuring
the potential difference between two separated and insulated
conductors in (hopefully) identical plasma conditions), either
carried by a low altitude satellite or by balloon, and releases
of barium ion clouds into the ionosphere where their motions
can be observed (see review by Maynard (1971)). The first
results of a rather crude experiment {(double probe on Injun 5;
Cauffman and Gurneft (1971)) detected the field reversal along
the dawn-dusk meridian at latitudes bétween 70° and 80°, and
>occasiona11y the éledtric field across the entire:polar cap -
was sufficiently 1afgé (even ~-120.mV/m) for them to be abié

to detect it. Results of a_mdre sophisficated experiment on
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0GO-6 (Maynard'(1972)5 showed the centinual presence of the
expected electric field pattern,‘with general magnitude
10 to 40 mV/m, ‘corresponding to flew speeds of 0.2 to 0.8
Km/sec or a north-south motion of 5 to 25° latitude per hour ’
(Fig. 2.7). Polar cap barium releases (Eeppner et..al. 1971)
have supported these results, showiﬁé a day to night flow cor-
responding to electric fields of 20 to 40 nV/m. Balloon
double-probe measurements of the electric field across the
night-side auroral zone (60° to 800) have shown that the expec-
ted westward field exists for about an hour prior to the sudden
expansion (Mozer and Manka, (1971), Mozer (1971)). This field
rises from a few mV/m to ~ 30 mV/m just prior to breakup.
Except for these balloon measurements, none of the data have
vet been correlated with interplanetary or other concurrent
magnetospheric data, but may be said to generally support the
reconnection picture of stroné magnetospheric convective flow.
As we have.said, the DP-2 current system (and hence -
the convection) takes 15 to 20 min to build up following the
appearance of a southward component of the interplanetary field.
If we assume that merging at the dayside magnetopause takes
place whenever the field has such a component, then we must
conclude that during the early growth'pﬁase, flux is removed
from the dayside and added to the tail, without a balancing re-
turn flow from the tail restoring flux to the dayside, and this
continues until a new equilibrium configuration is approached
(i.e.(strong convection equilibrium). These flux changes are
Observed experimentally as an inward motion of the magne topause
(the earth's field at the boundarY'must remain roughly censtant,

for pressure balance) and an increase in tail field strength.
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Figure 2.7: The component of horizontal electric field perpen-
dicular to the Earth-sun line obtained by Maynard (1972) on-
OGO 6, after subtraction of v » B, The satellite was very
nearly in the dawn-dusk meridian, nearly passing over the north
magnetic pole. ‘ o '
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Meng (1970) showed on.a statisticél basis that large values of
AE (hourly average) occur when the boundary is closer to earth
than average. Typically <R> -‘R =1+ 2 Rg when AE ~

200 + 400 v, while for R - <R> > 0 the AE index is small

(< 10 to 100 v). The first detailed observations of substorm-
associated tail field changes were made by Camidge and Rostoker
(1970) and Fairfield and Ness (1970), who showed that for one
or two hours prior to the maximum of the AE index the field
strength can approximately double in a roughly linear fashion,
althoﬁgh motions of the plasma sheet can complicate the picture.
During this time the field assumes a ‘'tail-like' configuration
with very little (< 1 y) north-south component, corresponding
to an enhancement of the tail current system (see Fig. 2.8).
However, simply adding flux to the tail does not increase the
field strength if the magnetosheath pressure is constant. It
was shown by Arnoldy (1971), Aubry et. al. (1970) and Aubry

and McPherron (1971) that the increase in tail field was not
due to changes in the thermal or dynamic pressures of the solar
wind, so that the flaring angle of the tail must increase, if
the field strength increases. In addition, the flux content
of one of the quiet tail lobes at X = - 20 Rg is =~ 5 x 10°°
maxwells (B ~ 20 y), while if Meng's results of.magnetopause
motions are typical, the flux transferred from the dayside

(- 50 y field at the boundary) is ~ 10%°

maxwells. - However,
we may tyﬁically find field strengths of ~ 30 y in the tail
during the growth phase so that there is an indication that the
tail radius decreases by a factor - 0.9 at least for X 3‘-420,

Rp (see Fig. 2.9(a)

These data have thus shown . a strengthening and earﬁh-
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(ii)

Figure 2.9(a): Schematic diagram of.the change of field con-

figuratibn between (i) quiet times, (ii) growth phase, prior
to substorm onset. We have indicated the shrinkage of the nose
of the magnetosphere, the increasing flaring angle of the tail,

and the possible decrease of tail radius for the near-Earth

- section.
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ward motion of the tail current sYstem during the growth
phase. Both ‘these effects combine to make a large pertur-
bation in the night-hours outer zone field (as observed bn
ATS-1 at 6.6 Rg by Cummings et. al. (1968))}. Here, as expec-
ted, the growth phase is characterized by a decrease in field
strength (the south to north field is the major corponent) on
a time scale of an hour or two, by 20 to 60 y (dipole field

~ 100 ¥).

The most interesting data set so far obtained concer-
ning this aspect of the growth phase has been presented by
Aubry et. al. (1970) who used 0GO-5 observations of the mag-
netopause motions with concurrent magnetic field data in the
solar wind, magnetosheath and tail. They directly observed
the inward motion of the magnetopause following the appear-
ance of a southward component of the inferplanetary field (the

-~

boundary oscillatiﬁg about a ~.2 Ry displacement after about
20 min., of such a field), and the increase in tail field
(somewhat obscured by plasmasheet effects). A substorm ex-
pansion followed somewhat later. From this concurrent data
set, the statistical result of Meng (1970), the observations
-of Cummings et. al. (1968) and Fairfield and Ness (1970) and
the reconnectidn model of the magnetOSphere are brought to-
gether to form a consistent piéture of the evolution of the-
magnetosphere to a convection eguilibrium.
| The motion of the aurorae during the-growth phase pro-

vide further coroborative evidence of the magnetospheric chan-
ges inferred here, although these effecté are much less spec-

tacular than the nightside breakup, bulge and surge éhenomena

‘during expansion. Aurorae of the dayside oval are produced



76.

by ~ 150 eV electrons, associated with < 1 keV proton precip-
itation’ (optical observations of Eather and Mende (1971)),
and are disérete, réyed forms, which are very short-lived

and fleeting, but nearly continuously present. The electron
eﬁergy flux during guiet times was found to be ~ 0.1 erg/cmz/
sec throughout a region extended frém ~ 77° to 82° near the
nbén meridian and was continuous in longitude from (at least)
09:00 to 15:00 L.T. This precipitating plasma forms a dis-
tinct 'soft-zone' of structured low-energy particle fluxes

at high invariant latitudes on the day sidel. This was

o

first detected unambiguously by Burch (1968) (75° to 80° at

© to 85O

noon) and further investigated by Hoffman (1969) (75
at noon) from low altitude polar orbiting satellites. The
first éood energy spectra of these particles was obtained by
Heikkila and Winningham (1971), and these showed considerable
similarities to maénetosheath spectra, with energy £fluxes of

~ 0.3 erg/cmz/sec compared with ~ 0.5 erg/cmz/sec in the sheath.
That the dayside soft zone is magnetosheath in origin, having
direct access via the polar cusp (i.e. dayside magnetopause
neutral line or points) has recently been confirmed by Frank_
(1971) using particle measurements carried out by Imp 5 from
the magnetosheath down to low altitudes. The -identification
of the soft-zone fluxes with dayside aurorae has recently been
confirmed by Hoffman and Berko (1971). When the interplanet-
ary field turns southward, the faint rayed structures of east-
Wwest elongationvchange to a more active ahd brighter band

which moves equatorward (Kaneda‘(1971)).. The brightening

presumably corresponds to either neutral sheet acceleration

du:ing reconnection, or a different mode of access due to the
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differing field configuration; the equatorward drift is ex-
pectéd since the loss of dayside flux during the early part of
the growth phase means that the field lines connected tgiﬁég—
netopause are to be found at lower latitudes. ' For an inward
displacemen£ of the magnetopause by 2 Rg at éhe ecuator, the
shift in latitude is about 5°. Mofe recently Akasofu (1971)
Haé also measured this eguatorward shift and finds such a
motion for an hour or two prior to breakup, with displacements
of 5 to 7°. For larger substorms larger shifts are seen, in
confirmation of Arnoldy's (1971) result tha£ the strength of
the electrojet is propoftional to the strength of the convec-
tion.

By contrast with the dayside, the aurorae of the night
time oval take the form of simple arcs (onerr more) of basic-
ally east~west elongation which may be stable in form for
several hours. They are formed in the 100 -+ 200 km height
range and extend for thousénds of km along the oval, but are
extremely thin (3 to 5 km). Their magnetospheric origin near
the equator is indicated by the close conjugacy of the quiet
arcs between north and south hemispheres observed by Belon et.
al. (1969). This close conjugacy rapidly deteriorates during
breakup events however. During quiet times these arcs are
located near ~ 70° at midnight, and are associated with ~ few
keV electrons as measured by sounding rockets (see Hones et.
al. (1971a) for a comprehensive reference 1ist). The partic-
- les have not been measured by polar safellites because of the
small latitudinal extent, and do not seem to be identifiable
with maghetospheric pérticle distributions. Their moét likely

source seems to be neutral sheet acceleration on multiple
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X—-neutral lines in tﬁe near-Earth tail. During the growth
phase the arcs drift eguatorwards with the convection drift
velocity (Kelley et. al. (1971)) of 3b + 7%hr, ending up near
659A prior to breakup (corresponding to an equatorwards ex-
pénsion of the auroral oval).

The occurrance 0f strong cogvectiOn in the magneto-
sphere leads to very definite patterns of particle p0pulations
within it, and changes in the convection strength produces the
temporal changes which occur. As has been previously stated,
plasma flow within the. region of closed field lines is basic-
ally towards the sun, i.e. particles are convected from the
tail region, around the Earth to the dayside magnetopause.

As they move from the weak magnetic fields of the tail region
into the stronger fields near the Earth, preserving u and J,
they become energized (as may be seen from the conservatioh of
u = wL/pg), the incfeasingly im@ortant velocity dependent mag-
netic drifts moving the particles across equipotentials. Tﬁe
motion of particles is thus highly depéndent on their energy
compared with the electric potential energy across the magneto-
sphere associated with the convection (~ 50 kV for strong con-
vection). For particles starting with very low energies in
the tail the electric drift dominates at all points on their
drift path and their motion in the eguatorial plane is simply
along electric equipotential.lines. They are ﬁence rather
easy to deséribe. With increasing energy in the tail the
magnetic drifts become more important such that the particles
near the Earth will have gained energies comparable with‘the
electric potential energy (a few tens of kilovolts). of

cohrse,renergization is limited to the potential drop across'
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'tﬁe magnetosphere, such that particles with too high an
energy in the tail will drift to the magnetopause and be lost
before they enter the region of strong magnetic fields near
“the Earth. However, any high energy particles (rather lar-
gér than the potential energy) which are pfoduced near the
Earth (not by convective energizatién) will drift around it on
closed paths conserving p and J, virtually ignoring the elec-
+tric field. We thus expect, broadly speaking, to be able to
describe the distribution of particles below a few tens of keV
energies in terms of convective energization, while any par-
ticles of higher energy'should have a different morphology
owing to their different origins.

In the abs;nce of convection, a radial (towards the
Earth) electric field would exist, arising from the fact that
the feet of the magnetospheric field lines are embedded in the
conducting ionosphere, whiéh corotates with the Earth. This
electric field, which decreases with a l/L2 dependence, pro-
duces circulation of theA10w—energy magnetospheric plasma
-around the Earth with a 24-hour pefiod. If we simply add the
corotation and convection electric fields together,'the resul-
ting equipotentials and low-energy particle path in the equat-
orial plane are shown in Fig. 2.9(b)- We note that there exists
a region near the Earth which does not take part in the con-
vection, and that this constitutes a 'forbidden zone' for low-
energy particles drifting in from the tail. If we consider
a magnetic flux tube which is initially dévoid 6f plasma and
which is connected at either end to the ionosphére, a'flow of
plasma into the tube will start.  This is initiated by ambi-

polar diffusion of the electrons setting up a parallel elec-
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Figure 2.9(b): Electric equipotentials in the magnetic equat-
orial plane obtained by the addition of a radial cbrotation
electric field to a uniform convection field from dawn to dusk
across the magnetosphere. The tdtal‘pdtential dropvacrosé’the
system is 40 keV. These lines are also the drift-paths for
low energy plasma. ’ | B
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tric field, which pulls out the light ionospheric ions
(maiﬂly hydrogen), while the heavier ions (mainly oxygen) re-
main stationary. Banks and Holzer (1968) showed that such a
flow of light-ion plasma would become supersonic above a few
tﬁousand km; with a flux out of the topside £0n05phere of
order 108 ions/cmz/sec. The plasmé streams from north and
sﬁﬁth hemispheres interact at the equator to produce shocks
which propagate back into the ionosphere (taking several
hours, Banks et. al. 1971) to terminate the supersonic flow.
Subsonic flow then ensuzs for a period of é few days until
an equilibrium distribuéion in the flux tube exists, with
plasma densities comparable with topside ionospheric ion den-
sitiesf Thus within the region of éorotating field lines
the low-energy plasma density shéuld be high (~ lO3 to lO4
ions/cm3) and this region is called the plasmasphere. Field
lines taking part in the convective flow, however, periodi-
cally become 'open' allowing the escape of the thermal plasma
and the setting up of supersonic flow from the ionosphere.
This flow of plasma, mainly from the polar cap into the oben
‘tail field lines is termed the polar wind. When reconnection
occurs in the tail, shocks are:formed which, as above, prop-
agate back to the ionosPhere; but may not in fact reach it to
terminate supersonic flow before £he field line has moved

towards the day side and become open again (the two time

. - Scales aré comparable, Banks (19725); Thus conditions for

supersonic flow out of the ionosphere may eiist at all lati- -
tudes above the plasmapause during extended peridds of strong
convection. The plasma density appropriate to the flow sit-

uation is very low compared to that of the plasmasphere, as

-~
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may be imagined from the fact that it takes several days for
the equilibrium situation to be set up. For example, the
polar wind density of the tail may be estimated from topside
fluxes of order lO7 to 108 ions/cmz/sec as follbws: Consider
a tube of force of cross-sectional area A1 in the ionosphere,

where the field magnitude is By, and of area Aqp in the tail,

with field strength Bg. Then we have

nIVIAI = nTVTAT and BIAI = BTAT
(nIVI) BT
orxr n = — (Z=) .
T v "By
T

B
Since T/BI = lO3 and vg
we find ng, = 10.—l to 10—2/cm3 for topside fluxes (at 3000 km
altitudes) of (nIvI) = 4 x lO7 to 4 x 108

= 30 to 40 km/sec (sp(bulk) ~ 10 eV)

cmz/sec. This, as
far as is known, is the only continually present plasma com-
ponent to exist on the open tail field lines, so that in our

neutral sheet model of the magnetotail, we shall use plasma

1 3

densities outside the currxent region of order 10~ to 10—2/cm
in numerical calculations.

Experimentally the plasmasphere and plasmapauSe were
‘discovered by the study of the propagation of ducted whistler
signals in the magnetosphere (Carpenter (1966){) but recently
direct measurements have become possible. As expected, it
.is found that the plasmasPhere.is much larger during times of
magnetic quiet (low convection electric field) than during
disturbed times. - Typically, the plaémapause moves in_ffom

L = 6 for Kp < 1 (usually the bouﬁdary is not sharp during

quiet times, because the outer regions are in the process of
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being steadily filled), to L < 3 for Ky ~ 4 to 5. During
such‘disturbed'times the boundary is usually sharp with a

3 H+ ions/cm3 to ~ 0.1 cm“3 across

drop of density from ~ 10
it (Cﬁappell et. al. (1970)). ~ Simple theory (Fig. 2.9)
sﬁggests that the boundary should be rather iocal time depen-
dent, being perhaps a factor two la;ger near dusk than near
déﬁn, a trend noted by Carpenter, but not so far discussed in
terms of the direct measurements. If the convection electric
field increases (as during the growth phase). the region of
" closed drift paths becomes smaller, and the.outer corotating
field lines start-to coﬁvect towards the day magnétopause,
taking their high-density plasma with them. This leads to
high-density plasma clouds becoming ‘detached' from the plas-
masphere, a process which establishes the new plasmapause
'position. Similarly, after a relaxation of the convection
electric field, the region of closed drift-paths expands, and
the newly corotating field lines start to fill with plasma.
As this can take several days, a 'two-step' structure in the
density profile is often cobserved, corresponding to the new
and old piasmapauSe positions. (For examples of 'detached
plasma' and 'two step profiles' see Harris et. al. (1970)).
Direct observations of plasmé flow and associated
topside density and ion compositidn changes above the plasma-
sphere latitude at 3000 km altitude have recently been ob-
. . tained by Hoffman (1971). =~ He observed fluxes of 3 to 5 x
‘108 ions/cmz/sec from the winter pole and ~ 5 x 107-ions/cm2/
sec from the summer, with_speeds of ~.10 km/sec; thus cogfier-_
ing Banks and Holzer's results and our estimate of thé tail

number density. -
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Measurements in the tail of such low densities of
veryvlow energy (1 to 10 eV) particles is mwt at present pos-
sible, and until very recently only one report concerning the
plasma of the high-latitude magnetotail had been published,
pfesumably due to the background responses of most instruments,
which are designed to detect higherﬁfluxes of more energetic
péiticles. Bame (1968) presented a sample spectrum obtained
from a Vela satellite at a radial distance from Earth of 18
RE} The calculated number densities for Ee > 30 eV, Ej >
30 eV were ng = 0.04.cm > and n, < 0.2 cm °.  Because of
the poor statistics and'unknown-background counting rates

(none were subtracted) these densities represent upper limits.
In general it was stated that the indicated density (above

30 eV) was s 0.1 cm o, with average energy < 100 eV for elec-
trons and < 1 keV for protons. These particles, possibly of
magnetosheath origin, have densities comparable with those
expected from the low-energy polar wind, so that our original
estimate of the density of particles in the open tail field
lines is unaffected; their energies are low compared with

the several tens of kilovolts expected across the tail and so
may, to a first épproximatiOn,.be treated as being 'cold', in
the same way as the polar wind. It should be -noted, however,
that higher fluxes of more energetic plasma may exist at times
"in thié region, as evidenced by the appearance of polar cap‘
aurorae, although these, too; have received.very little study.k
(Very recently Bame et. ai. (1971) have reported the existance
of a nearly monoenergetlc stream of 1ons floW1ng outwards from

the Earth in the high- 1at1tude tail durlng magnetlc storms.

7'Typica1,energies lie in'the range 300 ev to_3 keV, with ~ 10%
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'spread of energies about the mean, and fluxes are < lO5 ions/
cm2/sec. Their density is thus typically less than 1072
ions/cm3. At the present time their detailed morphology

and origins are unknown, and so will not be discussed furthei,
e%cept that.it is interesting to note that mspping these

fluxes back into the ionosphere givss fluxes of order 108 ions/
cﬁz/sec, similar to those of the polar wind).

While the high latitude magnetotail is thus a region
of very low particle energy and density, a thick, hot slab of
plasma (the plasma sheet), has been found ts exist near the
field minimum plane (Mostgomery et. al. (1965)), over a wide
range of distances from Farth "~ 10 Rg 2 X 2 - 60 Rg (at
least). Several authors have interpreted this as being due
to the direct access of magnetosheath plasma near the Ppip
plane (Alfvén and Fdlthammar (1971), Bird and Beard (1972),
Atkinson (1972)), even though their spectra are rather differ-
ent (though their mechanism of access may be energy dependent).
However, it is also possible that the plasma sheet is produced
in the small-angle wedge of the X-neutral field configuration
by Speiser's acceleration mechanism acﬁing on polar wind plas-—
ma (see Fig. 1.11l), and such a model has been proposed by
Holzer (1971). Since the particles constituting the radiat-
ion belts must come from the piasﬁa sheet (convected inwards
from the tail during substorms) this latter suggestion would
'imply that the whole of the magnetosphere's particle distrib-
ution is ionospheric in origin.. |

The majority»of_the information concerning the plasma

"sheet and its evolution dﬁringfsubstorms has been obtained

by the Los Alamos Vela series of satellitesbwhich'haVe high
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(60°) inclination orbits with an almost consfant radial dis-
tance of ~ 20 Rg. They thus cross.the sheet basically in a.
north-south direction giving information on the density and
energy profile with Zgy at the given radial distance. Un-
fértunately they carry no magnetometers.’ ‘During guiet times
the particle population at X ~ - 26 R at midnight is con-
tained within ~ 8 Rgp of the Byj, plane (estimated from the
formula of Russell and Brody (1967)) and has the following

properties (Rame (1968)).

3

N = 0.5 cm - (0.1 to 3.0) ; €. = 600 eV (100 eV to 10 keV)

Ep = 5 keV (1 to 20 keV)

. We note that the electron energy density is only 10% to 20% of
that of the protons, although the electron distribution and
its variations is most often used for plasma sheet studies.
We also note that the typical energy densities of a few x 10—9
erg/cm3, is eguivalent td the pressure of a few x 10 y mag-
netic field, so that a significant depression of the magnetic
field (through the diamagnetic effect) is expected in the
vplasma sheet. This has been observed by Behannon (1970),
Hrutka and Hrubkov (1970) and Fairfield and Ness (1970) in

the radial distance rangé X ~ — 20 Rg to - 40 Rg. Whether
the plasma sheet represents the sole source of cufrent-carrying
plasma in the tail, in the sense that the magnetié field
smoothly reverses over the 8 Ry thickness (as argued by
Schindler (1971), Bird and Beard (1972)), or whether there is
a region of strong chreht neaf the Bmin .blane causing a

sharp reversal in the field, is presently being diécuSSed.
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Speiser and Ness (1967) reported the existence of such a cur-
rent'sheet at distances of - 16 to - 30 Rg, with thickness

a few hundred to a few thousand km (< 1 Rg), while Mihalov et.
al. (1970) interpret their data to show a current sheet of
thickness a few tens to a few hundreds of km at X - - 60 Rg.
Schindler and Ness (1971) claim, ho%ever, that these sharp
qﬁénges in the magnetic field could be due to tearing mode
noise near the Bpip plane within a much thicker current sheet
structure. It is interesting tovnote that Mihalov (1970Q),
while finding.the plasma sheet field depreséion in data ob-
tained in the range - éo R 2 Xgy 2 ~ 50 Ry, £found none in
samples obtained from - 50 Rg 2 Xgy > = 81 Rg. To date
information does not exist on the radial gradients of the low
energy plasma sheet particles; héwever, Meng (1971), using
Ee > 22 keV and Ee > 45 keV electrons as plasma sheet markers
(these form the high-energy (non-Maxwellian) tail of the
plasmasheet distribution) found its existanée over a broad
region at X ~ - 60 Rg, although their fluxes were about a
hundred times less than those at :X ~ - 20 Rg (i.e. peak

fluxes (egg > 45 keV) of ~ 2 x 102'(cm2--sec--st')_l

Rp compared with -~ 104 to 105 (cmz—sec—st)—l at X = - 20 Rg

at X = - 60
to - 30 Rgp). )

| Early analyses of the observations of the plasma sheet
behaviour associated with subsﬁorms at X ~ - 20 Ry, showed
that the basic growth phase phenomenon was a 'plasma drop-out'
i.e. a largé decrease of particle density, coupled with a
smaller decrease of pgrticle_average:energy;- - 8ince the outer
boundary of the plasma sheet is basically a density boundary

‘this»was‘interpreted as a 'thinning' (Hones et. al. (1967),
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(1970)), a result which has been confirmed by simultaneous
two-satellite studies (Hones et. al. (1971c¢)). (Fig. 2,10).
No 'compression' effects are seen near the Bpjip plane (Fig.
2.11) . Such changes must be related to the changing field
cénfiguration of the tail, and if Holzer's'plasma sheet model
is correct, it implies that either ;he angle of the closed-
field wedge becomes smaller, or that the tail neutral line
moves towards the Earth. Both effects would contribute to
the large reduction of the northward field component across
the tail lobes observed by Fairfield and Ness. From two-
satellite studies the contraction speed is ~ 6 km/sec, and
interpreted in terms of an E ~ B drift, gives ~ 50 kv across
the tail. The process may continue for several tens.of min-
utes after breakup, although the literature on this aspect is
. rather confused, due to difficulties in defining the onset
time of substorm e#pansion with limited ground data.

The plasma sheet has a well-defined inner edge when
observed in several hundred electronvolt electrons (the major
constifuent of the electron plasma sheet), which appears as
a rapid drop in electron temperature (not in density) as one
‘moves earthwards across the (presumably roughly field-line
aligned) boundary. The firs£ observations were presented by
Vasyliunas (1968a,b), but the detailed energy spectral cﬁange
were not available until the work of Schield'ana Frank (1970).
According to the latter authors the boqndary is approximately -
one Ry thick across which €. changes from 2 to 5 keV in the
plasma sheet to =~ 500 to 800 eV>invthe outer zone, with little
change in particle density (- 2 em 3y, It is located between
X~ =-6Rg to -9 Rg in the noon-midnight meridian-(locél -

¢ -
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Figure 2.10: Ground magnetogram and concurrent plasma sheet
electron data from a pair of Vela satellites (Hones et. al.
(1971 (b)) . The plasma sheet 'drop-out', seen mainly as a de-
crease in plasma density, occurs for a period of about an hour
prior to the expansion phase onset as shown in the magnetometer
record. Note that the satellite furthest from the estimated
position neutral sheet (as given by DZ) sees the longer-lasting
and deeper 'drop out'. Plasma sheet recovery starts shortly
after expansive phase onset.
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Figure 2.11: Plasma sheet electron energy density U(eV/cm%-st)

as a function of estimated distance from the neutral sheet,

for (a) pre drop-out and recovery configurations, and , _ -
(b) at the maximum epoch of thinning (Hones et. al. (1971c)).
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time variations are shown in the work of Vasyliunas), separ-
ated—by 1 to 3 Ry from the plasmapause. The region between
the plasmasphere ‘and the inner edge of the plasma sheet is
termed the 'electron trough'.  Note that the average plasma’
sheet electron energies at the inner edge aré a factor ~ 5
times thqse observed at X ~ - 20 Ré, as may be expected from
fhé increase in magnetic field strength and decrease of field-
line length. Such observations can only be made as a 'snap-
shot' by a satellite in a highly eccentric orbit passing
radially through the region. However, suéh 'snapshots' can
only be made twice per 6rbit, and orbital periods are gener-
ally a couple of days. Thus inward motions of the boundary,
as expected for enhanced convection,as a function of substorm
phase are impossible to measure by such means. However,
during substorm activity the inner edge is found much closer
to the Earth, and élso closer to the contracted plasmapause
(L = 3 to 4), as reported by both Schield and Frank, and
Vasyliunas.

‘ The structure of the proton inner edge has not re-
ceived such detailed étudy, but during quiet times it seems
to be continuous from the plasmasheet, through the electron
trough up to the plasmapause, inside which it decays away.
over a scale length of ~ 1 Rg. During periods of strong
convection (e.g. world-wide magnetic storms) a similar situat-
ion is observed, but the inner edge lies just outside the |
plasmasphere (Russell and Thorne (1970) , using the proton
data of Frank (1971) and plasmasphere data of Taylor et. al.
(1968)) . |

- These results can be interpreted in terms of convec-
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tive particle drift from the tail (given a plasma sheet distrib-
ution at X ~ - 20 Rg), using the results obtained by Kavanagh
et. al. (1968), Kennel (1969) and Wolfe (1970). In the same
way as the plasmapause represents the boundary of a 'forbidden'
~zone for low energy particles convecting inwa;ds from the tail
(Fig. 2.9),.‘forbidden zones' occur)for higher energy particles
drifting in from the tail with fixed py and J. The results of
Kévanagh et. al. (1968) show that these forbidden zones become
larger with increase of particle tail energy, leading to rapid
drops in plasma temperature as One moves earthwards, and the
plasmasphere always liés within them, in agreement with the

- observations of Schield and Frank, and Russell and Thorne (for
the strong convection case). The forbidden zone for protons

of given tail energy generally lies closer to the Earth than
that of the electrons of‘the same energy. Kennel (1969) con-
sidered the effect of precipitation of plasma sheet particlesr
in the strong diffusion limit on inwardly convecting flux tubes,
arguing that when the loss time for particles becomes egual to

a scale time for the flow, then the tube rapidly becomes dep-
leted of particles. The process is again energy dependent,
high:energy particles precipitating first, such that the obser-
ved electron temperature boundary will be formed. With inc-
reasing convective speeds the particles penetra%e further before
becoming lost, such that the inner.boundary moves towards the
Earth. His results indicate that the inner plasma sheet edge
for electrons is such a precipitation boundary, where particles:
of given energy become lost.before'thei: forbidden zone is

reached, while protons of plasma sheet energies can move much

further in, so that their inner edge may‘be a flow (forbidden-

zone) boundary ahdvconSeqUently‘much closer to the plasmasphéfe,' ;
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Wolfe (1970), in addition to considering how magneto-
'spheric flow-is' modified by the presence of a conducting ionos-
phere, suggested that the shape of the inner boundary of the
electron plasma sheet observed by Vasyliunas could be accounted
fér by a combination of the forbidden zone ana precipitation
models, as shown in Fig. 2.12. |

v These models are not self-consistegt, however, because
the question of the space charge of convecting protons within
thé elecfron flow/precipitation boundary has.not been consid-
ered. However, if Schield and Frank's eleétron trough is
such a region, then it is clear that the proton space charge
is neutralized, by ~ 100 eV electrons (see Fig., 2.13) presum-
ably originating in the ionosphere. (Since we are outside
the plasmasphere, the ambient density of thermal (ionospheric)
particles is < 0.1 cm—3, compared with observed electron trough
densities (90 eV toh50 keV) of 1 to 2 cm o).

In addition to 'snapshots' of the radial profiles of
particles, information has also been obtained at a fixed rad-
ial distance by satellites in circular orbits (mainly the geo-
stationary distance 6.6 Rp). During the quiet times 6.6 Rgp
is generally located within, or near, the plasmapause, and
hence bufside the piasma sheet. With increésing convection el-
ectric fields, this boundary, whiéh is energy dependent, moves
across the spacecraft as the flow/precipitation boundaries
contract towards the Earth. Such events occur in one to 6ne
correspondence with substorms (De Forest and McIlwain (1971)),
but the latter authors claim that their results are consis-.
tent with an increase of fluxes starting at the substorm ex-

pansion phase. This is difficult to understand if strong
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Figure 2.12: (a) The local-time dependence of the inner boundary
of the plasma sheet electron fluxes (Vasyliunas (1968a,b)).

(b) Schematic drift-paths of plasma-sheet electrons
in the magnetic equatorial plane, and the 80% precipitation
contour (for strong pitch-angle scattering), showing how Vasy-
liunas' local~time dependence may be set up. (Simplified from
the work of Wolfe (1970)).
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Figure 2.13: The variation in electron energy density and -
number density on a radial pass through the plasma sheet, elec-
tron trough and into the plasmasphere. (Schield and Frank
(1970)). It can be seen that the 750 eV ¢ Eg < 50 keV number
density falls rapidly at the plasma sheet inner boundary, but
that charge neutrality is maintained by the 90 eV < Eg £ 700 eV
particles, o - : : '
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convection takes place for ~ 1 hour preceding the expansion,
but it may be moted that the Earthward convection speed at
6.6 Ry is ~ 1.5 Rg/hour such that the plasma sheet particles
-may only reach 6.6 Ry from their old location after an hour
of strong convection. The lower energy particles, whose
boundary is not far removed from the synchronous altitude
according to Schield aﬁd Frank, should, however increase
steadily during the growth phase. Such observations have
not been noted by De Forest and McIlwain (1971), but have been
reported by Shelley et. al. (1971) at the same altitude;
measuring electrons (0.5 to 50 keV) they found that lower
energy particle enhancements occurred before those of higher
enerqgy, the increases starting ~ 1 hour before a substorm
expansion (i.e. during the growth phase).

Having reviewed the observations of magnetic field
and particle populétions and their temporal evolution into
a strongly convecting state, we shall now consider briefly
those effects associated with substorm expansion and recovery.
To recapitulate, by the time expansion starts, the interplan-
etary field has been southwards for ~ 30 minutes to 1 hour
(Arnoldy, (1971)), DP-2 currents are well-established (Nishida
(1968a,b), Oguti (1969)), the tail current system is enhanced
 (Cummings et. al. (1968), Fairfield and Ness (1970)), the
plasma sheet thinned (Hones et. al. (1971b,ck}6a%d its inner
boundary is being detected at ATS altitudéi&(éhgaley et. al.
(1971)), all processes gqualitatively, and to some extent
quantitatively understood in‘terms of the piéture,of strong
convection set up by daySide>merging. In £he night-time |

auroral zone the quiet arcs have been drifting equatorwards
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from A ~ 70° reaching A ~ 65° under the influence of a ~ 30
nV/m westward electric field (Kelley et. al. (1971), Mozer
(1971)). Then, rather suddenly (over a minute or two) the
arcs near the equatorward edge brighten and move rapidly
nérthwards,'varying in shape and intensity. " The arcs become
broken up, resulting in répidly moving patches and irrecularly
folded pulsating bands moving eastwards. The area of activ-
ity expands westwards (as a surge along the guiet arcs) and
eastwards (reaching past the dawn-dusk meridian after 10 or:
20 minutes), as welffto the north; the genéral 'glow' be-
comes enhanced and active aurorae fill the whole sky in the
nightside oval. The westward electrojet, producing negative
bays in the H component, occurs over the region swept by the
aurorai bulge; the equivalent current system of an electro-
jet (DP-1) current system is shown in Fig. 2.5, indicating
intense westward cﬁrrents flowing in the nightside oval.
After perhaps an hour the elecfrojet dies away, active aur-
orae fade and guiet arcs reform at high latitudes (see
Hultqgvist (1969), p. 145-146, for more details of ground ob-
servations and}reférences).

Balloon—bourne electric field detectors in the auroral
zone indicate that the ~ 30 mV/m westward electric field char-
acterizing the growth phase rémaihs during the expansion.

Thus the northward motion.of aurorae during the expansion
does not imply E ~ B drift in an eastward electric f_ié.ld.
However, the onset of the negative bay is coincident with the
‘appearance of a large southward directed electric field of
4magnitude 20 to lOijV/m (Mozer and Manka (1971), Mozer (1971)), ’

which is consistent with the'eastwa:dimotion of the broken up
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arcs mentioned above (velocities ~ 500 to 1000 m/sec),
(Kellgy et. al. (1971)). Thus the westward electrojet is
thbught to représent the effect of the séuthward electric
field in the Hall-conducting nightside oval.

In ghe magnetosphere, the tail current system deélines
in strength over a time scale of 30 min to.l>hour, if obser-
ved in the high-latitude magnetotail (uncontaminated with
piasma sheet effects), and as a result the field in the tail
and outer zone become more 'dipole like' (Fairfield and Ness
(1970), Cummings et. al. (1968)). Specifically, the tail
field magnitude drops,'while the north-~south coﬁp0nent inc-
reases (Fig. 2.8). Nearer the Bgip plane the field both
rises more quickly during the growth phase and declines more
quickly during recovery due to the contraction and subsequent
éxpansion of the plasma sheet. Within the sheet By is much
depressed, and the increased B, is often the major field com-
ponent. Multiple neutral sheet crossings (i.e. reversals
of the minor By component) are often seen following sheet ex-
pansion (and during Very.quiet times), even as much as ~ 5 Rg
from its estimated position. It is unlikely that any thin
current layer exists at such times, a situation contrasting
with that of the growth phase,'when multiple crossings are
not éeen,‘usually only a single clear field revérsal within
the thinned plasma shéet. As expected, the field magnitude'
at 6.6 éE in the outer zone increases, though these effects
can sometimes be complicated by the éurrent set up by the
energized plasma sheet particles near the Earth jthe-ring
current). The continuity of thése sighatures in the magﬁetic
field has receﬁtly beéﬁshownjby Russell et. al. (1971), who

obServed:field changes due to four wéak substorms whilé 0GO-5
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moved in from X = - 18 Rg to k = = 6.5 Rg. They observed
the 'tail' signature as close in as ~ - 9 Rg, where the field
had been enhanced over that of a‘dipole during the growth -
phase. However, a 'recovery' observed 0.5 Rp closer to the
Earth on the same pass, where the field had been depressed
w.r.t. the dipolar field was accompénied by a field increase,
as is the case at 6.6 Rp

Observatiéns of the plasma sheet recovery was initiated
by Hones et. al. (1967), and continued by Hones et. al. (1970),
(1971b,c) . Briefly, the expénsion starts (perhaps) some
minutes after the breakup on the ground, and proceeds in the
%mdirection with speeds in the range 5 to 20 km/sec (Fones et.
al. (1971c). (See Fig. 2.10). Since fhe sheet expands by.
say ~ 6 Rg, this takes some 30 min to 2 hours. Clearly,
observations depend critically on distance from the Bpip
plane. Some infofmation on the radial propagation of the
expansion has been presented by Meng et. al. (1970) and'Akaé-
ofu et. al.-(l970), where examples include an expansion-ob—
served at Vela (§M= - 19 Rg, Zw= ~ 4.6 Rg) occurring half an
hour after that at Imp 3 (X, = - 32Re, 2,= 0.2 Rg). " Such
results indicate that the expansion must start throughout the
range X, = - 20 to - 30 Rein a time short compared with 30 min.

It has been suggested in several of Hones' papers
that the plasma sheet expansion is directly-related to the
northward expansion of the auroral bulge.  He aiso showed
(Hones et. al. (1971a)) that neither quiet nor post-breakup
Auroral patticle spectra-show any'reéemblance to plasma sheet

spectra, the auroral particles: having more flux at higher‘

-energies. Thus while the two may be related, individual
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details should not be expected to correspond, although such
a coﬁparison has recently been carried out, with inconclusive
results, by Akasofu et. al; (1971).

Thé northward expansion of the aurorae and the tail °

field changés are indicative of very rapid mérging in the tail,
but electric field and convection déclines during the recovery
Rﬁése by which time the period of southward interplanetary
field is usually over. The particles which have been
driven deep into the outer zone by strong convection thus
£ind themselves within. the new forbidden zdnes, and thus sim-
ply circulate about the Earth. Since the strong convection
period lasts for only a fraction of the drift period around
the Earth (for lowish energy particles), this results in a
drifting plasma clbud which disperses as time goes on (the
magnetic drifts are energy dependent), as has been shown by
the results of Pe forest and McIlwain (1971) from the ATS-5
satellite. Typical electron densities are 5 to 10 cm‘_3 dur-
ing the substorm (50 eV to 50 keV), but this seems to decline
fairly rapidly, down to 1 to 0.1 after several hours (reform-
ing the electron trough). Proton densities are.not so var-
iable, indicating that charge neutrality is maintained by
€e < 50 eV electrons. These protons, inside the (topologi-
cal) plasma pause, form the 'quiet-time ring current’, which
has a decay time of a few days (Fiankiand Owens (1970)).
The distribution seems to be 'mopped up' as the plasmapause
move out (és it fills),'on a time scale of days (Fig. 2.14),
(Russell and Thorne (1970)). This accounts for the quiet '
time obéervatious of a proton population ~ 1 Rp inside the

 -plasmasphere.
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Figure 2,14: The relative distributions of thermal ion concen-
tration (plasmasphere) and 31 keV < Ep < 49 keV proton ring-

(b) world-wide storm main-phase
(c) recdvery phase, and (d) post-storm. It can ke seen that the

protons moved to low Lfshells during periods of enhanced convec-

current fluxes for (a) pre-storm,

~tion are depleted in step with the expanding (filling) plasma-v
sphere. (Russel and Thorne (1970)).
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It has been postulated by Cornwall et. al. (1971) that
the energy of the proton distribution is dissipated by wave
particle processes (cyclotron resonance) which operate only at
sufficiently high ambient plasma density (i.e. when the plasma-
- sphere has filled to a given n at a given L)." The wave-energy
is fed to the ionosphere by low energy electrons, and gives
rise to the sub-auroral red (SAR) arcs. Though one might have
ekpected some (small) discontinuity between the decaying quiet
time ring current distribution with the plasmasphere and the
protons forming the new flow inner boundary of the plasma sheet
just outside the plasmasphere, none has been noted in the 1lit-
erature, and none is very evident in the published data..

As we commented at a very early stage, magnetospheric
particles with energies above several tens of kilovolts cannot
be produced by convective energization of ionospheric plasma,
and so may be expected to show rather different behaviour from
particles of lower energy, due to their different origins.

Such electrons can conveniently be measured (as is usually
done) by Geiger-Muller tubes sensitive to energies above ~ 45
keV. Significant fluxes of them can be found in the plasma
sheet, where they represent thg high-energy (non-Maxwellian)
tail of the energy distribution,»but it is founﬁ that their
fluxes‘inérease by several orders of magnitude (2 to 3) as
one moves earthward across the electron inner'boundary of the
plasmasheet. (Frank (1967a), Schield and Frank (1970) (Fig.
2.15). The formation of the two features by sﬁrong‘diffusion
of particles appearé intimately :elated. After proéuction,
their motion will be dominated.by'ﬁaghetic drifﬁs, and the

magnetic field model of Fairfield (1968b) indicates that -
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Figure 2.15: The inner edge of the }eléctron plasma sheet as
~seen in 5.8 < Eg < 10 keV particles, correlates with the regiori

where a three order-of-—magn:.tude increase is seen in the fluxes
of E5 > 45 keV electrons (Frank (1967(a))) .
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6nly those particles produced within L g 7 REVnear the mid-
night meridian will be‘able to execute a complete drift around
the Earth withéut intersectingithe magnetopause at dawn.
During the strong convection periods associated with substorms
we find, as expected, that these particles are produced in .
the region swept out by the inward moving inner plasma sheet
baﬁndary. It appears from the results of Pfitzer and Winckler
f1969).that such particles are continuously generated in the
region between (at least) 5 to 8 RE from the Earth for

about an hour during the substorm. Such géneration occurs

in one to one correséohdence with substorms, and as with the
low-energy particles, results in 'clouds' which drift around
the Earth from the midnight sector, being observed at succés—
sivelyrlater times (from storm onset) at 6.6 Ry as the satel-
lite moves from midnight through dawn to the dayside; the
delay corresponding to the appropriate fraction of the drift
period. These clouds can sometimes be seen on the second
lap, but now dispersed and attenvated by precipitation
(Arnoldy and Chan (1969), Lezniak and Winckler (1970)). This
population of high-energy electrons is apparently much more
stable than the low-energy particles, decaying away over a
time period of several days (Owens and Frank (1968)) presum-
ably by cyclotron scattering and ;adial diffusion; ‘it clearly
exists quite happily within the plasmasphere while the quiet
time ring current protons are being depleted (Russell and
Thorne (1970)). |

We would now like briefly to relate this discussion

of the particle morphology in the magnetosphere to the obser-

vation made by low-altitude polar orbiting satellites and
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ground data obtained primarily during the night hours. At
all ocal times two distinct electron precipitation zones
occur at low altitudes, 'soft' and 'hard', the soft zone at
higher latitudes, the latitude of the boundary between

them being a function of local time (Burch (1968), Foffman'
(1972)). Dve to the crude nature of these particle experi-
ments (two or three point energy spectra) this classification
cannot be made more precise; high resolution spectra are not
yet available. As has already been discussed, the daysice
soft zone (A ~ 75° to 82°) can be identified with macneto-
sheath plasma entering Viavthe dayside polar cusp. The
nightside soft zone at midnight is found between the latitudes
of 68° and 77° (Hoffman (1972)). The photometric measure-
ments of Eather and Mende (1971) have also detected this band
of precipitation, and find it to be produced by an influx of
0.1 erg/cmz—sec, cénsisting of ~ 500 eV electrons, with insig-
nificant proton fluxes, between A ~ 71° to 79° during cuiet
times. It is tempting to identify this region with the plas-
ma sheet (g, ~ 600 eV), and this identification is suppor-
ted by the magnetic models of Fairfield and Ness (1970) who
show the plasma sheet mapping into Ax70° to 76° during quiet
times. Furthermore, an isotropic pitch-angle.distribution
of plasma sheet pérticles produces electron energy fluxes of

~ 0.3 erg/cmz, and proton energy fluxes of ~ 0,2 erg/cmz/sec.
While the electron fluxes agree quite well with -Eather and
Mende's observations, the lack of‘observed protons indicates
that these particles have a loss cone in their distribution.
Tﬁus noise within the plasma sheet hay be sufficient to iso-

'tropize the electrons (strong diffusion) but not the protons
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(weak diffusion).
* Both day and night 'hard' zones (as identified by
large fluxes of ~ 10 keV electrons) are then associated with

3 keV) produced and

" the high energy electrons (10 keV to 10
injected into the outer radiation zone during substorms. “The
latitudinal extent given by Eoffman (1972) is 64° to 69° at
midnight (L = 5 to 8) and 68° to 75° at noon. This precipi-
tation is associated with a sub auroral-zone latitude, un-
structured subvisuval glow, known as the 'mantle aurorae'. In
addition, because of the appreciable numbers of €e > 10 keV
electrons present, theré is appreciable penetration of the
ionosphere down into the D-region. Followino the injection
of a cloud of such particles the ionization and absorption of
that région is increased, whence riometers measuring galactic
(or cosmic) radio noise see a decrease in signal strencth.
Such CNA (cosmic noise absorption) events can be used to study
the progress of the energetic electron clouds of the hard

zone as they move around from midnicht on the morning side
following substorms. The 'hard zone' boundaries are, how-
ever, easily detectable at low altiﬁudes from e, > 40 keV GM-
tube electron data. McDiarmid and Burrows (1968) found that
the smooth flux profile at low latitudes suddenly begins to
change rapidly in slope and intensity én moving to hicher
latitudes (the 'smooth' boundary, Ag ~ 65° at midnight), and
then rapidly decreases by several orders of magnitude (the
'background' boundary, Ag ~ 70° at midnight) (Fig. 2.16).

The interpretation in terms of Ap mapping iﬁto the ihner edge
of the eiéctron plasma sheet is clear, with the 'smooth'

boundary associated with the lowest latitude of substorm par-
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ticles recently directly injected into the outer zone. The
smoothly varyihg fluxes at lower L-shells are presumakly the
result of radial diffusion over many successive storms and
substorms. Fritz (1968, 1970) has confirmed these results,-
using guiet-time data only, and also found that on the night
and morning sides the region between the smooth and background
boundaries is characterized by isotropic particle fluxes,
though this only indicates that the loss-cone in space is iso-
tropic (maybe produced by an ionospheric effect) not that the
whole distribution is isotropic.

The motion of tﬂese boundaries during substorm activ-
ity has been studied by Rao (196%a,b). He found that the
high-latitude boundary (A ~ 68°) did not move during a sub~
storm prior to recovery, but that (effectively) the region be-
tween the background and smooth boundaries widened to lower
latitudes (down to ~ 60°), and inside this region the flux
levels were much enhanced (by 1 to 2 orders of magnitude).
This is consistent with the magnetospheric measurements of the
inward convecting plasma sheet producing such particles over
a wide range of L (5 to 8, corresponding to A = 64° to 69°).
During recovery the fluxes extend to higher latitudes. It
would seem fairly easy to identify (roughly) the region of
origin of the nightside quiet arcs by using optical data con-
currenf with low-altitude Eo > 45 keV electron measurements,
used as a marker of the inner edge ofvthe eleétron plasma
sheet. McDiarmid and Bufrows (1968) compared their Ap and>
Ag values as functions of local time with the-average aurorai
zone of Feldstein (1966); this approéch is unsatisfacﬁory;

however,rbecause of the wide range of latitudes over which
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the quiet arcs can be found, depending on the convection fate.
In thié section we have reviewed in detail the inter-
pretation of magnetospheric particle distributions and field
configuration in terms of thekreconnection model of the magneto-
sphere. Strong uniform convectién occurs during the substqrm
growth phase, leading to the particle and field changes discus-
sed. Indeed, the entire éopulation of low-energy particles and
their temporal behaviour can be (at least) qualitatively under-
stood within the framework of the model. However, the substorm
expansion phase cannot be explained in terms of uniform con-
vection, and at pfesenﬁ there exists no widely accepted inter-
pretation. Strong convection must still be involved, but the
detailed flow is different from that of the growth phase.
Using the results of the next three chapters, a possible explan-

ation will be attempted in Chapter 6.

Applicability of the Straight Field-Line Model of Alfvén

The discussion concerning this section centers on the
importance of the component of the magnetic field normal to the
current sheet in determining its physical properties. We recall
from Chapter 1 that (from the res&lts of Speiser, 1965, 1968)
low energy particles drifting into ﬁhe current sheet under the
action of the convection electric field become £rapped about the
neutral line and accelerated along it. For no normal field
(i.e. straight field lines) the particles are accglerated indef-
initely'along it, eventually being lost at the dusk and dawn
boundaries of the tail, into the magnetosheath. Including a
weak normal component of magnetic field now causes the particies
to turn a;ound in the sheet as they accelerate. Protons and
electrons are turnéd_towards_ﬁhe Earth if the field’is’directed"
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northwards, and they turn until moving perpendicular to Phe

electric field and 'looking' straight down a field line emerging

from the sheet. They then leave‘the field reversal region, moving

out along the field line towards the Earth, with very small pitch

angle (a few degrees) in the Earth's frame (Speiser, 1965). For

our model to be wvalid, therefore, the'perpendicular magnetic
field must be small enough so that particles do not turn
around and leave the sheet before they have travelled across
the tail and have been lost from the sides. It was shown in
Chapter 1, under the assumption of a uniform electric field

Ep and polar wind flow velocity in the tail negligible com—r
pared with the convection velocity that the distance travelled
across ?he tail in the current sheet is, for particles of

mass m.
: J

and that the electric field is given by

2
Bx N
Fo = 4Nge (Y,+Ye) for ¥, << d and Yg << 4
B, ~ .
_ X
Fo = 4N ed for Yp > d and Y, > &,
2 2
msc™ B
In the latter case Yj = -5;%_575 (EE)
_ o z

and for consistency (Y5 > d) we require

5 - mjc2 )

z < (Zmnezaz ) B

x'

The maximum values of B, for the values of N, typical of the
high-latitude magnetotail (last section) are shown below.
By has been given the nominal value of 10 y, but we note that

B, varies from ~ 20 y at quietytimes up to ~ 40 y during storm
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times in the near-Earth tail.

Ny = 0.1 cm > Ng = 0.01 cm >
Electron 0.001 ¥ 0.003 v
Proton 0.04 v . 0.12 ¥

In the region of the tail where the particles are turned onto
the field lines towards the Earth (within the small-angled
wedge of the X-neutral field configuration), we form the
plasma sheet, according to Holzer (1971).  Thus the straight-
field line model is not expected to throw any light on this
aspect of the tail phenomena, and plasma sheet parameters are
not appropriate for substitution into our numerical calculat-
ions. The plasma parameters to be considered should be those
of the high-latitude magne{otail as have been used here, and
discussed in the preceeding section.r

Observationally, the perpendicular field component is
usually northward pointing within the lunar distance (X >
- 60 Rg, the region of extensive satellite mapping), but is
highly variable at a fixed distance from Earth due to substorm
effects previously discussed. During quiet times following
substorms the northwafd field is the major coméonent inside
the éxpanded plasma sheet, and can be 5 y to 10 y in magnitude.
'Field reversals' in the minor By component then only corfes—'
pond to a 'wobbiing'»of the field about the Z-axis, and lead
to 'multiple sheet crossings', as definéd by the é¢gy angle of

the field. During such periods the models of Schindler (1971)

and Bird and Beard (1972) may be of relevance (i.e. a thick



llo.

current sheet, with no enhancements near the Bpjp plane).
During the growth phase and outside of the thinned plasma
sheet the normal field is small, generally less than 1 y, with
-almost equal positive and negative excursions (éee Fig.2.17,
taken from Fairfield and Ness (1970)), presumably due to
'wobbling' of the field about the X-axis. Inside the growth
phase plasma sheet,B, is the dominant component, with B; < 1 v
and generally northwards; there also exists a current enhan-
cement near the Bpin plane at such times (see the field re-
versal at ~ 06:21 hrs in Fig. 2.17), as must be the case if
the tail current systemlis enhanced while the plasma sheet
thins without compression. For such situations the model
discussed by Eastwood (1971) may be valid, where the majority
of the current is supplied in a thin sheet by the acceleration
of polar wind plasma flowing into the tail (similar to the
straight—field—liné model) . The above comments are relevant
to the radial distance range Egm ~ ~ 20 to - 40 Rg; at and
beyond the lunar distance the incidence of southward directed
fields at the Bpin plane increases as expected for a reconnec-
ting tail. Mihalov et, al, (1970) found that out of the 60
sheet clear crossings they analysed,A4 had B, < - 0.5 v,

16 had B, > 0.5 y, but the majority were within one digitiz-
ation window (¥ 0.25 y) of zero.

Thus, although our model will only be valid for ex-
tremely weak B, (< 0.001 v, such that electrons can travel
across the width of the tail inpthe current‘sheet and be lost
from the sides), it éppears possible, in viéw of the measﬁred
values of B,, that protons may'bé accelerated across the whole

sheet width without turning out of the sheet as close in as .
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Figure 2,17: Behaviour of the tail field during isolated sub-

storms seen by a satellite near the vicinity of the neutral
sheet. Very rapid changes in field-strength are reiated to
plasma-sheet motions. Note the singleisharp field reversal at
= 06:21 hours U.T. during the growth phase of the second sub-
storm, as compared with the expansion-phase 'multiple field

reversals?'.
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2C Rgp during the storm growth phase. Clearly, future work
should include generalizing the model to describe the situat-
ion in which protons are accelerated the whole way across the

tail, while electrons are turned out of the sheet over dis-

ténces less than the tail width.
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CHAPTER 3

THE ADIABATIC FLOW MODEL OF A NEUTRAL SHEET

(i) Particle Motions in Simple Neutral Sheet Fields and the Self-.

Consistent Magnetic Field Structure.

This first analysis of the properties of Alfvén's
neutral sheet will be based on a study of particle motions in
simpie electromagnetic fields which was initiated by Speiser
(1965) . |
| Near the neutral sheet Speiser assumed that the field

could be approximated by the simplest possible structure
E. = (0, E5, 0) B = (By(z), 0, 0) (3.1)

where By (z) = Bdg, and B, > 0, E4 > O. If B, is taken as
the value of the‘magnetic field outside the field reversal
region, then 'a' is the half-thickness of the current sheet.

The particle equations of motion in these fields are

m - - n vy _ | mSVx _ ;
g dt -~ ¢ 'q dt - (Eo + ) q dt -~ 0 _ (3.2)
or
m dVZ — _VYBO m dV}: _ (E + Bonz - 3 3 b
§dt - Tac Z gat - Eo t—3g ) (3.3a,b)

Clearly, if qvy > O then oscillatory solutions of (3.3a) occur
and the particle moves in a trapped orbit about the neutral

line. From (3.3b)

dat g | Z2ac -—"Eoi

T
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= 9B (,2 _ ,2 9o (4 4
or. Vy = Vyo * Same (z Z5%) + —/ (t-tp) (3.4)

Thus, if the amplitude of the oscillation is small, the par-
ticle may be considered to be uniformly accelerating along the
neutral sheet in the electric field in which case we wouid

have qg v, > 0. Speiser also noted that sufficiently far from

D!

any zeros of vy these oscillating and accelerating particle
!
trajectories would be approximated by the WKB solution to

(3.3a). In general terms the differential equation
z(t) + g(t) z(t) = O (3.5)

has an approximate (WKB) solution
v t
7 (t) ~ %y4 CoS (jg’i(t')dt' +95> | (3.6)
t

where C and ¢ are arbitrary constants. This solution is wvalid
far away from the zeros of g (at t = tg) provided that g(ﬁ)
is 'slowly varying' (i.e. only a 'small' change in one period

of the oscillation). Thus, from (3.3a)

| ) |

7() ~ _GC " (os (J{QfBOVJ(y) G +¢>> (3.7)

{%Bo\/_'y(t) % | mac
mac :

The amplifude constant C is dependent on the initial coﬁditions.
Speiser showed that particles driffing into the field reversal

- region become trapped in these orbits and acceleratéd along the
‘neutral line. In order to determine C for such circumstances
we must therefore investigate the particie motion as the plasma
drifts into the sheet from the exterior region. |

In the presence of non-uniform crossed electric and
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magnetic fields, where B has zero curvature, the-motion of cold
particles (zero magnetic moment) in the steady state canbe

written in the series fqrm (NOrthIOp,71963)

(@ , @

Yp=Y¥g tg 57 " @I ¥p t...=y T 4T 4. (3.8)
where v, = cE ~ B/g?.
This exXpansion is valid (i.e. v(0) 5, 1) etc.) provided that

the scale lengths for changes in the electromagnetic field is
much larger than the distance travelled by a particle at the
velocity Vg during %? of a gyroperiod. This length we call
the gyrolength, g = VE/q. The first term in the expansion is
the adisbatic approximation, where the inertial terms are en-
tirely neglected in the equation of motion and represents par
ticle drift along equipotentials. The second term has, in
general, components parallel and perpendicular to the electric
field, the parallelncomponent being just such as to account

for . the changes in kinetic energy associated with changes in

Vg, 1i.e.

) | |
& &E) - g . W | (3.9)

The zero-order drift provides no current, since it is indepen-

dent of mass or charge, however, there exists current due to

first order terms which satisfies

boqm .= T5 - | - (3.10)
where éjl).= Noe (gb(l) ‘_Ze(l)) and p = No(fnP +mg) .

However, - the scale length for changes in the magnetic field
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(1)

associated with 3 is given by

L- —_ BO ; = BOC == K VE 3 11)
ler~§1 44(“QEIXQD—N§” O (3.
where we have used |E| = kBy2/47Nyed £from Alfvén's equation

for 9, the total potential across the system. Thus if

k ~ (1) then L >> d 4in the region where the adiabatic ap-
proximation to the floy is wvalid. Vle thus expect the current
sheet, where large currents flow,‘to}ae the region where the
adiabatic assumption breaks down, so that the scale lengths of
this region must be approaching the gyrolength of the incoming
particles. In following Speiser’s analysis of the particle
motions with a uniform electric field and a varying magnetic
field we are thus making the assumption that the breakdosn of
the drift equations, and the consequent growth of current, is
set up by the inhomogeneity in the magnetic field. However,
the variation in thé magnetic field is produced by the currents,
so that a self-consistent'description must be sought. With a
uniform electric field the drift expansion (3.8) breaks dovn

_(v(o) = v(l)) when

Bx(2) _  mc2E,
dB B :
(==%) e By?

dz .

We see that this is equivalent to the statement

VE

L=-n—

where L is the scale length of the magnetic field. For a

' magnetic field By = B, z/a we thus have
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N e P
a’ - lae By? -

1
A, (3.12)
R /3

where zg is the distance from the neutral plane where the

drift expansion breaks down and R is the ratio of the sheet half-
thickness (a) to the incoming particle gyrolength (mc?Ey/€Bg? =
vE/Q). Up to the position zp the particle accelerates tovards

the sheet as the magnetic field decreases

Hosever, as was noted ‘ébove, the inertial terms become impor-
tant at the breakdovn of the drift equations and the particle
ceases to accelerate tovards the sheet. Thus the particle

moves tovards the sheet with a velocity

CE 1
v, % ~ T;JQ R /3
(e}
. aBp _1_ .
and reaches it at a time t = — 2/ after the breakdovn of
CEo 3 g
the drift equation. While this description is seen from

Fig. 3.1 to be rather rough, it gives a surprisingly good ac-
count of the particle velocity at the neutral sheet. |

It is to be noted that while the adiabatic approximation
is valid the electric and magnetic forces balange in the equaﬁ-
ion of motion parallel to the sheet (3.3); : or with reference
to equation (3.4) | |

2
BO

ES.E (Zo2 - 22). = Eo(t"'_ tO)

for any (z,, ty) so that
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N

v .
z . .
Figure 3.1l: 2/ versus (CEc) for computed proton trajectories

in fields given by Bo By = Bo 2/ar Ey = Eq;i for
various values of R, the ratio of sheet half-thickness a over
the incoming gyrolength go =B§%§. Particles were sﬁarted at -
z=a with v, = —CEO/BO., The trajectory of a zero-mass particle
(i.e. truely adiabatic, R=«) is indicated by the dotted 1ine;
Arrowed are the values of vz/(EEQ) at the neutral sheet.expec?

ted from the simple theory (vz'= -R /3 ch/Bo), for the R

values corresponding to the computed particles. Good agreement
is obtained over the two-order-of-magnitude range of R.
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Aftér the breakdown cf 1;he adiabatic approximation the
electric force becomes stronger than the magnetic force (since
v, is smaller than the adiabatic approximation) and the particle
starts to be accelerated by the electric field. Thus taking

to = 0 and 2zg = zp (the breakdown of the adiabatic condition),

we have from (3.4)

B
= 9 (=ZC 252

vy = Ge (25-2%) + Egt)
or
: £ B.et { 7, \* Y

sgn(a)Vy ~ Ce o +—'( (—-) —-R3>

S 8.1 ¢ T2Rla
At the first crossing of the neutral sheet (t % —/— ——57_)

CE, R2/3

we thus have

sgn () vy = 9%: { R® - %RV‘;’}

so that we see that~the magneti\c terrh in (3.4) is already half
the electric term. If the amplitude of the oscillations then
remains at z ~ a/R1/3 (as will be shown from the WKB solution)
after one or two oscillations the magnetic term may be entirely
neglected, and the particle accelerated uniformly in the elec-
tric field to a very good approximation. Thus, with increasing
accuracy as time goes on sgn(q) Vy (t) = % E,t, where time
is measured from the breakdown of the adiabatic approx‘imat'ion.
Returning now to the WKB solution for the oscillations,

equation (3.5) ,7 we have

2

e“BgEgqt
g(t) = __2_._0_ .

m“ac

Thus the amplitude of the oscillations is
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G
/
{e’BoEot}‘f
m*-acC -
and we also have the velocity amplitude

G OBty

where C is to be determined. We have, from the aove discus-

7.(8) =

sion that

. aBo 1
for times of order EE; .;27

and hence we put

W3t /A
2 ~ C E-o
V2 (&) = {@Bo/c N

1/3 .

CEO R 1
Thus C = —— T73 %

Bo (eBo/mcR /3)
and hence

cE me )% 2 4
%(t) = B, eB, R - %\_—‘/3 (R83t ))
a O/CE;

-

Thus the initial amplitude of the oscillations is approximately
the distance avay from the sheet at which the drift expansion
breaks down, thus vindicating the statement concerhing the neg-
ligibility of the magnetic term ih'the eguation for motion
parallel to the sheet in the &ove discussion. - The validity
of this théory‘was checked against the initial oscillation am-

plitude of computed particle trajéctories and the results are
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sﬁcwn in Fig. 3.2. The magnetic field chosen for these com-

putations was

By(z) = By tanh (3)

so that for § small By (z) = By g. The above theory is expected

to hold for R < 1 when using this magnetic field structure,
and good agreement is found. For R > 1 we may approximate
i

the neutral sheet by a step in the magnetic field and the initial

amplitude of the resulting cycloidal motion is given by

= 3= /3 O.gBS

RIS

The computed points are seen to make a smooth transition between
the curves fepresenting these extreme approximétions to the
tanh (g)' field.

As Wwe previously stated, the magnetic structure must
be made consistent with the particle orbits. If we make the
sheet width consistent with the proton orbits then the oscil-
lation amplitude must be the same as the sheet thickness. Thus

approximately

= 1

wiN>

1
1/3
Rp

for consistency, or

as we might have expected. Then the drift expansion »reaks
down due to the magnetic gradient immediately the particles
entetr the sheet and the electric current extends over the whole

sheet width.
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Fiqure 3.2: 1Initial amplitude of oscillation Zo Of computed

particle trajectories (in units of 'a', the sheet half-
thickness) in fields given by By = Bo tanh (2/a), Ey = E,)

for various values of R = 8/g,. Particles were started at
large distances from the neutral sheet [(2/3)25] with the ad-
iabatic velocity. Curve A represents the behaviour of a par-
ticle incident on a step in the magnetic field, a valid approx-
- imation to the given field if go>a (i.e. R<l). Curve B repre-
sents the expected behaviour for a particle in a field of uni-
form gradient (Bx = By %/a), a.valid approximation for gy<a
(L.e. R>1). A smooth transition of agreement between the two

approximations is seen at R=1l. In addition if 2 /a = 1 is re-

quired for cocsistency between the field and current then R3]
Or asgg. o o . S S |

RV
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Thus the proton orbits are approximated by

~ .
vy~ L EL VAGES ch{ = }4
L = "B, | @Bk
S 2 —2

{(0 B‘:o/ CEO)} “

A comparison of these results with the results of a computed
particle trajectory for R = 1 is shovn in Figs. 3.3a and 3.3
and again, good agreement is ddtained. The complete particle
orbit is shovyn in Fig. 3.4a. Te WKB solution becomes a better
approximation as time increases; if we could determine C and ¢
at a later time, the accuracy would be improved when compared
with the computed orbit. . In Figs. 3.4b and 3.4c, C and ¢ were
determined from the computed oxbit at t = 20 aBo/cg, and the
WKB solution then gives an excellent account of the motion.
almost from the first crossing of the neutral sheet.

We noted inhthe first chapter that significant charge
dénsities may exist in the neutral sheet, set up by the accel-
érating particles and these will be examined quantitatively
later in this chapter. Within the framework of the WKB theory
we may include electric fields of the form E; = Ej g Ainto the
z-equation of motion, and we may take such a field as a first
representation of the electric field of the charge. The eguat-

ion of motion perpendicular to the sheet then becomes

jol}

m SVz - YyBoy z
g dt - (Bp <) 3

which is of WKB form. - However, if the particles are adisbatic
outside the sheet we have
o cEy

v' =
y © E
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Figure 3.3(a)
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Fiqure 3.3(a): Amplitude of oscillation z(t)/a for a computed

proton trajectory in fields given by

Z a

a By = B % v |
The partlcle was started at z/a = 1 with (SEq)= -1 at time t=o, -
o _
and the values of [ | at the extreme of © the oscillatory

motion are marked with crosses. The solid line represents the
expected values from the WKB theory,

. 2 BQ. %
l.e. 3 = Cin‘
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Figure 3.3(b)
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-

Fiqure 3.3(b): Velocity amplitude vz(t)/(ggg) for the com-
puted proton trajectory of Fig. 3.3(b). The® values of the
velocity amplitude at the neutral sheet crossings are indi-
cated by crosses. The solid lineArepreéents the expected val-
ues from WKB theory, -
V0, _t ¥

—— " (s
o for)

i.e.
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Figure 3.4(a): Computed proton trajectory (z versus y) in

the fields of Figs. 3.3(a), 3.3(b).
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ol

_0-8 L

=
o
t

Figqure 3.4(b): Z(t)/a for the computed proton trajectory in
the fields of Fig. 3.3(a), compared with the WKB solution _
(dotted), where the WKB constants C and ¢ were fitted to the

trajectory at E' = 20 '

a
gaip
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Fiqure 3.4(c): Vz‘t)/

in the fields of Fig. 3.3(a) compared with the
VKB solution (dotted), where the WKB constants C and ¢ were

fitted to the trajectory at t =.20
, , (ago)
c

Bo

(SEqy for the computed proton trajectory
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oﬁﬁentry into the field reversal region. As the particles

‘accelerate
CcEl q
v R el E~t
y Bg m "~ ©
and hence m dvz = -(EEQEQE)Z/a as before.
q dt me

We can thus remove such an electric field by a frame transfor-

mation along the sheet with velocity cBl/B and in this frame
(e}

the trajectories are as given above.

In the most general WKB form we have

~

g Bo(Blvy(t)  Ey(t).
glt) = 2 )
aj(t) c as (t)
but for the present purposes we can take Bo(t) = B,, a constant,

and al(t) = az(t) so that

g(t) = —‘L(t) ( BB ey (3.14)
ma C
he‘ncev li(b) = G y (3.15a)
. -
{r:w) (vycg == E*@)}
V() = ¢4 L (VY8 —£.( * (3.150)
E ma(t)( c * ) ‘ '

Following the less general analysis above, we consider the case
R(t=0) = 1, where t=o is the time the partiéle'enters the

sheet. Then for t = 2980 e have ¢ = S Ey@). . .3
' c Ey(o) 2 .+ Bo

- . cEj (o
since for t~o Vv, () = 9k (o)t +-—§L£—l we have at this
_ Yy m~Y . Bg _
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time

‘ q Bo cEj (o)

Vy ~ s a(o) + -—]%——‘ .

hus £ 3.15 c = cEy (0) 1
Thus from (3. ) = B .(%gg)%
and hence for the general case y

: 4

ACERAC {Ssnm (G - cE2&Yp,)
(c®eBo/me) (3.16a)

sgn(a) (Vy(® - CEL(E)/BO)‘}'/A,

(c(®)eB, /me) (3.165)

20 = oo |

In the present chapter we shall assume that the flov energies
in the adiabatic motion above the sheet are very small compared
with the potential energy across the system. This is equivae-
lent to the assumption that the adiabatic approximation of the
flow outside the sheet, i.e. v = cE ~ B/g?2 1is a good approxim-
ation, since with the above assumption, the particles need only
drift a smail:nay from their 'parent' equipotential in order

to make the energy change indicated by the change in ZE; The
condition for small flov energies is

mc?E?

5 << e§ o . (3.17)

O

while the condition for the validity of the adiabatic approx-

imation is

2 . »‘ .
g << 1 or mc’E << 1 3.18
L ) eBOZL : ( v )

whe:e,L_is the scale length of . the electric field (the magnetic:
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- field is very nearly constant in this region as shosn @ove).
However, since thé total potential across the system is fixedl

we have

Thus equation (3.18) becomes

B -

Bg?
and hence the two approximations are equivalent. Thus if the
adiabatic flow approximation is valid outside the field rever-
sal region the incoming particle energies are much smaller than
the energies gained by acceleration along the neutral sheet
and may be neglected in equations (3.l16a) and (3.16b). We
now consider the ratio of the energy in the oscillatory motion

of the particles compared with the kinetic energy along the

sheet. From equation (3.l6a) we have

N2 2, 2 Yo
(_V_f) ~ CEJO ian@m@,(t)} .19
Vy B vy© La®eB/mc

cEy (o
y( ) me we cbtain

or, writing a(t) = k(t) By "eB
4 _ . o
A - >3[
Vz) o (Ctj(°)>z | - (3.20)
- . ) O

Thus as the particle accelerates along the sheet and vy(t) >>
ch(o)/Bo the importance of the énergy in the oscillations
rapidly diminishes, and may.very quickly be approximated by a

particle linearly accelerated along the neutral line, i.e.
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n_ﬂzfﬁ = g (6g - 6) (3.21)
where ¢, is thé,potential at which the particle entered the sheet.
This is shown from the computed particle trajectory for the case
where k(t)=1 and the electric field uniform (see Fig. 3.5).

After acceleration through a potential of order ¢ the amplitude
of the oscillation is, from (3.16b)

£ o {kz(t) mc? E;(0>/Bz %

a(o) ed . (3.22)

and even if the potential energy exceeds the flov energies by
several orders of magnitude, the oscillation amplitude of the
particles does not change very much during the acceleration,
due to the % power law. Thus we expect k(t) ¥ 1 for consis-
tency at all positions along the sheet.

However, since the electrons carry a significant con-
tribution to the cuirent and tﬁéir oscillation amplitude is
much smaller than the protons, the magnetic field structure
. cannot be as simple as this. For example, if we have an as-
sumed field strgcture Bx(z) = Byz/, and a = mpcon/eBoz so
that R =1 for protons, then the electrons have an initiai
amplitude from equation (3,13) of = (gﬁ);/3a ~ 0.la (see Fig.
3.2). This results from the fact that the electron mass is
mach smaller thén the proton mass and hence they remain adiabatic
(negligib le inertial terms) up to much smaller distances fiom
the sheet. We may thus expect tw0‘scale'lengths in the mag-
netic field ét the neutral sheet, one consistent with the»pro-.

ton sheet and one consistent with the electron sheet.

At a potential ¢ in the sheet the ratio of the current



10

10°

- _
Fiqure 3.5: Y/(CEO) against Y/5 for a computed particle
trajectory in  °°  the fields of Fig. 3.3(a) (R=1); com-

pared with a particle uniformly accelerating along the neutral
‘line in the electric field (dotted). The latter is given by

2Y =By or ~—d—=@&) for rl .
(Erg) a :
o]
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carried by protons to that carried by electrons is

¢
1 - 2

;P_ _ L9 (3.23)
e (%7

and for simplicity we assume that the current is distributed
uniformly across both the protoh and electron sheets. The
halffwidths of these current sheets are respectively ap and
8g such that at potential ¢

B - B(-%)

z/<:1P for |2l€ Q,

I for 2l >0

Ze for (é\éqe

+ B2
e | for IEI>Ce

For consistency the particles must become non-adiabatic near

the current sheet boundaries so that

= - mc2Eo
U 2
(dz eB

- .
At the boundary of the electron sheet B = By(l - &) =€ + p_ ¢
] ap © 9

where we have assumed ag < ap, and
dB o, 1 s 1 B )
= = B,(l -=+%) = + B, = = = =
dz (o o ap O ¢ ag ag

Thus the consistency condition becomes

rﬂeczfio

Qe == S . o \%e &b 2
{Bo(l _E)h + o§ ‘.

(3.24)

QP‘
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which is a cubic equation for a,. At the bbundary of the

proton sheet we have B = By and

dB _ _ 8y 1
T ~ Bl -3 a,
so that
: 2
. _ ¢, Ipc Eo ‘
| a, = (1 -3 —gggf— (3.25)
{
. mec?E, 1/3
For ¢ = O the electron sheet is given by a_, = (——E—f—)
€ro

in agreement with the previous discussion, while for ¢ > O

we have a, << a due to the mass factor and

e p
m.c2E ‘
e = 2. r, (3.26)
EBO (4)/(1))

Thus although we cannot apply the results of the WKB treatment
of the particle motions exactly, there is no reason to suppose
that the gqualitative results are in serious error.

We have thus developed an internally consistent series
of appfoximations which describe a model neutral sheet structure
based on Speiser's trajectory analysis and the assumption of
adiabatic particle flow external to the sheet. In this model
the current is very small outside of the region where the par-
ticles oscillate about the neutral sheet. Adiabatic theory
breaks down in the field reversal region due to the small scale
length of the magnetic field. Thé sheet width is.then given
by a = vp/n.  Adiabatic theory is valid if the incoming par-
ticle energies are very small compared with the potential
energy and the motion ofbthe partiéles‘constitﬁting the cufrent
in the sheet can be well approximated by uniform acceleration

by the electric field along the neutral line.
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The assumptian of adiabatic flow leads to a very
siﬁple description of the region external to the sheet. Because
the drift velocity is independent of the mass or charge of the
particles there is no significant currents flowing in this
region and also no charge densities. The magnetic struéture
then depends simply onlthe current flowing in the neutral sheet
agd on the bounding equipotential surféces, and the electric
field on the charge in the neutral sheet and external boundary
conditions.

The total current in the neutral sheet must be uniform
across the system since each incoming stream of neutral plasma
charge-separates at the sheet to produce equal fluxes of posi-
'tive particles moving towards ¢ = O and negative particles
towards ¢ = ¢o. Thus, with appropriate boundary currents the
magnetic field may be taken as uniform in the external region.
By paréicle flux conservation N/ is a constant along a tra-
jectory for adiabatic flow, so that the particle density may
also be taken to be constant in this region.

We now turn to consider charge in the neutral shéet on
-the basis of this model. If the electric field produced by
the charge is so strong that . mc2E2/BZ ~ (% (e¢) then the model
breaks down. - In this case the non-adiabatic condition for
the growth of the current depends 6n the electric field scale
lengthé rather than the magneticbfield scale lengths as is
implied by'thé discussion of the partiéle trajectories above.
The flow structure for such a situation will be discussed in

the next two chapters.
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(ii) Charxge in the Neutral Sheet and the Self-Consistent Electric

Field.

Charge in the neutral sheet certainly warrants cénsid—
eration since, as we stated in the preceding section, incoming
neutral plésma charge~-separates at the neutrai sheet to provide
a positively charged beam moving towards ¢ = O and a negative
béaﬁ moving towards ¢ = 9. We thus expect the sheet to become
positively charged near ¢ = O and negatively charged near
$ = 9. If we consider a closed volume into, and out of which
eqgual fluxes of protons and electrons flow,’the charge content
of the volume in the steady state is proportional to the dif-
ference in time a proton and an electron remains within the

volume

i.e. Q = eF (1, - 1) (3.27)

yhere F is the total flux (particles/sec) of positive or nega-
tive particles entering or: leaving the closed volume. Consid-
ering a unit length (along the magnetic field) of the field
reversal region as the closed volume, eF is the total current

flowing, i.e.

cBo

eF = I = 27

(3.28)

-

The time a particle spends accelerating along the sheet is

given by

where y is the distance travelled in the sheet. Writing
y = d/2 for definiteness (d is the width of the sheet) we then

have
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A

/ ~ [ Me Eﬁ
T, (mpd.y— ~ %ﬂ Te ™ Mp) Va (3.29)

where we have used Alfvén's formula for the electric field and

Va is the Alfvén velocity in the region external to the sheetf

(We previously noted that a particle accelerated through poten-
tial ¥/, reaches a velocity Va) . In addition the electron

spends a time

. = 2B
CEO

moving adiabatically towards the neutral sheet in the field

reversal region before it becomes non-adiabatic. If a =
2

myC EO/eB02> then

o]

-
n
!UE.

B

o

O

x m
The condition 1t1g >> 1 1is (EE) << (Ei) where -*p is the

proton plasma waveléngth

_ C
*p o= "(—4—_"N—é-2—)-!5 (3.30)

. However, for the adiabatic assumption to be valid we require
at the very least
m con2 .
-L_T— << e
2

Bo

*, 2 - -
which may be rewritten (EE) << 2. Thus if this condition is

Wwell satisfied we have 1, >> 1, and we need consider only the

e
acceleration phase. Hence the total charge content of the
neutral sheet (per unit length along the magnetic field) is

expected to be
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id Mg s
Q = v; {1 - (E;) 1. (3.31)

From this discussion we expect the sheet to be, on the whole,.
positively charged, the electron charge being of order
(me/mp)% ~ 1/40 compared with the.proton charge. If we
divide Q by d we obtain a typical 'surface charge density' o
(i.e. charge per unit area of the sheet), and the electric

field produced by such a sheet is EZ = 270, thus

N
=
H

E =
Z

5?

This is to be compared with the uniform Alfvén field Eg = %/3
where ed = mpVA2 from Alfvén's formula for ¢. The ratio

between these two fields is

E‘E ~ o Ame Lol o ced. (4-TENOmP)3,z
Eo me Va2 m, BZ (3.32)

In order to obtain internal consistency with this model we

require

252
m,c“E
_L_Z.._ << ed
2B,

where E is given by equation (3.32) for E >> Eg- Rearranging,

this becomes

G2y > Mo Tpc) ©(3.33)

i.e. the magnetic energy density must be somewhat larger than

the mass-energy density of the particles. In-such a case
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and we investigate the relationship between points (1) and
(2) in the stream. Point (1) is in the adiabatic flow and

point (2) is in- the field reversal region. By conservation ’

of flux we have

(3.34)

Fl = NovldLl = NOV21dyl = nZVZdLZ
Vzo dz2
We also have —— = ——= = tan 6 (see Fig. 3.7)
Vy2 ¥2

daL v
Thus we have cos 6 = =2 _ _XE .
dzo V2

Then the surface charge density contributed by the stream is

| F.dz F
do = n,dz, = ——2 = —= (3.35)
and the current along the sheet is, of course
dI = q n, V dz = 4 Fl .Y.Z.Z_d_z_z- = ‘q F
11 2 'Yy2 2 vy dLo 1
Since the point (1) is in the adiabatic flow region
F, = CcNoKy y, = —cN, 359) dy - (3.36)
: 1 -y \
Bs Bo \ oY A ' ’

and from the analysis of the particle orbits (equation (3.21))
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5 5
D) " (4(yq) - #lyy))  sgnla@ (3.37)

<
[
<
N
|

where ¢(yl) and ¢(y2) are the electrostatic potential in the
sheet at points (1) and (2)

Thus

do (@) = QQCN

B (59, /(%) (00 - )

where we have multiplied by two to account for particle inflow
from both sides of the sheet. From their direction of travel
the protons which contribute to the charge density at ¢(y2)

enter the sheet with '¢(y2) £ ¢(yl) < ¢, while electrons con-

tributing at (y,) enter with O < o (yy) s olyy).

Thus 3
| !
o.(d) = 2ecN; /my\2 _jﬁLﬁ
() By (5?30 (¢'- &)*
hence O'F(q)) = (4-€BCL\, )(glé § 4)} (3.38)

w Ce(®)= - 2l (2 )L =N

¥ % '
hence o_(¢) = ~ 4§zNO (%%) ¢ - - (3.39)

(We do not expect there to be large potential differences
across the sheet thickness at a given y-position for this
model). Thus the total surface charge in the sheet at poten-

tial ¢ due to the oscillating particles is
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o ()= 4'8‘35‘2 ( ) {@ CP) (m¢)} (3.40)

As we anticipated, the sheet is mainly positively charged, and
this is largest near ¢ = O; the negative charge is largest
near ‘¢ = ¢. Examination shows that for ¢ = °/2 equatioﬁ
(5.40) is identical to Q/d from eguation (3.31) which was de-
rived earlier from ﬁhe more qualitative time-of-flight argument.
Since we now have the charge as a function of the potén—

tial and the potential may be derived from the charge (with
boﬁndary conditions) by Coulomb's equation, we can now write
down an integral equation for ¢(y) in the neutral sheet. We
assume that the charge is uniformly distributed over a constant
thickness a, giving a charge density p(¢) = o(¢)/a for

|z] < a. Although we could use the value of 'a' discussed in
this chapter, the results do not depend on its assumed value,
provided 4/, >> 1. For convenience d/; = 100 was used here
-in the numerical wo?k. Then Coulomb's equation for a slab of
charge of thickness 'é‘ gives

Qf2

$G) = & (3~ ‘*) Xdy &dz go\x O'(‘PQ’))

-dj, —afy - had

X 2 1' N | N
(27 +x “‘(3-}/.)) (ZT*—X?-&-(‘*/;}{.)): (3.41)

where the last term in thercurly bracket produces a constant
contribution to ¢(y) which ensures- ¢(y = d/2) = 0. The first
term which varies linearly with y 1s_used to set the boundafy

condition ¢(y = -9/3) =@ by adjustment of ¢, (see Fig. 3.8).
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Z
- y=¢g A y=-¢
®8 ®B
< E
J <
< E
10 =1 ©8
p=0 P=3

Figure 3.8

Performing the above integrals over z4 and X, ve find

d/,

95(5) %, (3 “I) _ Jd‘\]' 7 {(y;_,) (3.42)

...d,/z

where the Coulomb geometric factor f(y,yl) is given by

'F()’).Y\) = QQO?I{ —j‘) +< ))} (;.43)

G-y +
A {( £ -y (zé-mQ -39 *“"—‘(2(? -m})}

Since ¢(y = 94/3) = ¢ we thus have

) dkz
QSO =- Z‘g_ - Jdbh ° (Cb(j» '.E(“%j )y')

_.d_lz

so that, finally

4’(2!) §< _y) j @)(\J (3)}}) i ,:;))(3 0y

-d/Q_
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where the integral term now represents the whole effect of the

charges.
| We now dedimensionalize by writing y' =Y/5 and
¢' = ¢/ to obtain for - % < y' 5 % |
v -
$O) = Gy) + A oy o @) {{(333:)— £ )2t

—I/:L . (3.45)

+
.

. wilere 0—'(4)' (:{',)) = (] - Cb‘(ﬂgl))‘/l" (Lr%‘jn 4),&1')

! o ) _ %_~ ( 2 %g 2
Hl) “ { <(3’—y31’>)’++ (%%"“

* & 1 Gt () - e s,

and A = 4(2mmy)

The value of the integral is of order unity, and so

the value of parameter A determines the importance of the

charges in the sheet. In fact
1 E, | .
A = 5H(E-;) - , (3.46)

from equation (3.32). For A << 1 the potential is distributed
linearly across the sheet.

Solufions of (3.42) were obtained by sﬁccgssiﬁe subs-
titutions of ¢'(y') for A = 0.46, 2.40 and 5.16, taking a
linear variation as the first apprdximation to ¢'(y") for.

- A = 0.46. The consistent solution for this value of A was

“then used as the first approximation for the next highest value
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of A, As the value of A becomes larger than one, such that
thé integral term in (3.45) becomes more important that the
linear term, the convergence became very poor, but the results
for the above values are sufficient to indicate the trends.
(There exists no standard technique for the solution of éuch-
non-linear integral equations as (3.45) for the case A > 1).
Tbe results obtained, of ¢'(y') and 'o'(y') are shown in
F;g. 3.9a,b. Ve see that the effect of the positive charge
in the sheet is to localize the Alfvén potential drop over a
short distance near the ¢ = O boundary, as we might have ex-
pected from the direction of the electric field produced by
the charge. This decreases the time the average proton remains
in the field reversal region, by both increasing the acceler-
ating electric field and reducing the distance travelled, i.e.

P eE

and putting Ey = %/,, we have
Y. 2

)
= 1 &2
_Thus tp decreases as l/E for a given potential drop k¢, and
hence the total charge is reduced.
From equation (3.46), and writing Ez'L = ¢ where L is

approximately the length over which the potential drop is local-

ized in the sheet, we have

1
Y2 1 A

ol
n

Thus for A = 0.46, 2.40, 5.16, we expect 1'-'/¢51 = 0.49, 0.094,

0.044, in good agreement with the results of Fig..3.9a.' The
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Figure 3.9(a): ¢' versus ¥/gq- along—the'heutral line.
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Figure 3.9(b): o' versus Y/gq - along the neutral line.
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flow of plasma into the neutral.sheet can then be obtained by
solving Laplacé‘s eéuation in the external region using ¢'(y"')
as one of the boundary conditions. For the presentation of the -
resulting flow-systems (plasma flows along the equipotentials)
in Fig. 3.10 a,b,c we have taken'the ¢ '=0 equipotential to be
given by the line y'=% and ¢'= ¢ is given by y'=-%. (i.e. flow
between parallel boundaries). The method used to obtain solut-
ions of Laplace's equation with such boundary conditions will:
be given in the next chapter. As can be seen, most of the plas-

Yy
is large. The electric fields just outside the current sheet,

ma inflow occurs near ¢=C for A>1l, where the electric field E

- Ey, E; and [E|, normalized to the uniform Alfven field Ey, are
shown in Figs. 3.11 (a, b and c¢). A logarithmic plot of Ey/Eo
versus ¢/¢ is shown in Fig. 3.12, where it can be seen that,

due to the increasing electron charge near ¢=¢, E_, tends to

y
rise near this boundary. The system would be symmetrical
about y=0 for equal 'mass particles. Finally, Ey, E, and |E| .are

plotted against ¢ in Figs 3.13 a,b,c.

(iii) Summary and Discussion

We have shown that the simple model of adiabatic drift
towards the neutral sheet followed by Speiser-like acceleratioﬁ
-along'the ﬁeutral line is not valid for the geoﬁagnetic tail
due to the presence of the charge density of acceleratiﬁg par-
ticles in the sheet. Thié éharge creates such an electric
field as to dominate the structure of the system, and the
Alfvén-Speiser picture is only valid if (equation (3.33))

Bg2 Ny, c2

p

> .

£ Iz
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Figure 3.10 (a,b,c): Flow lines of plasma into the neutral
sheet (i.e. eguipotentials) for A = 0.46, 2.4, 5.16; obtained

by solving Laplace's equation in a rectangular half-space
using the results of Fig. 3.9(a) as boundary conditions along
z2/q = O. '
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Figure 3.1i(a): Ey along the neutral line, plotted against
/ $

¥/g and normalized to the Alfvén electric field E, = % .
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Figqure 3.11(b): E, just outside the current sheet, plotted
against Y/q, and normalized to the Alfvén electric field
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~0°4

Fiqure 3.11(c): IEI = (E, + Ey )35 just outside the current

sheet plotted against Y/q and normalized to the Alfvén elec-
tric field E, = %/ . | ‘
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Figure 3.13(b): -EE just outside the current sheet, plotted
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against ¢/, .
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It should, however, be emphasized that Alfvén's result for
the total potential across the system is still valid for 'non-
adiabatic flow' models, since this only depends on the assumé—
tion that all incoming particles contribute to the current.
- For the tail field value of B, = 10, the above con-
dition for the validity of the adiabatic flow model becomes

N, < 10_S cm_3. For reasonable values of the density (N,

Q
0.1 cm >

-~

) the electric field that would be produced by the
charges greatly exceeds the Alfvén field, leading to breakdown
of adiabatic assumptions. Such a situation corresponds to

A >> 1 and we would expect approximate charge neutrality to

P

hold in this case (i.e.'(o - oe)/o << l)} From equation
' P

(3.40) this would be

¢
(1 + mE/mp)

-©
2]

in the sheet, with very large electric fields near ¢ = O,
- Thus for such situations we need to consider the properties of
cold plasma drift flow where the energies in the flow become
of the same order as the potential'across the system, and also
the condition for charge neutrality in the sheet. If the flow
velocities are much larger than vg ;HCEO/EO we might expect
a much thicker field reversal region than we have given here.
The negative charge contribution of electrons a&iabatically
drifting towards the neutral‘sheet then needs reconsideration
as a source of neutralization for the accélerating'protons.

In the next chapter the .general theory of cold plésma

drift-flow is presented, while in Chapter 5 further considerat4

ion is given to the structure of the field reversal région."v
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CHAPTER 4

THE DRIFT-FLOW OF COLD PLASMA

(i) Introduction

-

In this chapter we shall derive the equations which

" govern the flow of cold plasma in crossed electric and mag-

netic fields for the case where the particle energies in the
flow are not negligible compared with the potential energy
across the system. We shall only consider two-dimensional
flow in a plane, where the electric field is in the plane of
the flow and the magnetic field perpendicular to it.

Specifically, we will treat the problem where the flow is
uniform at infinity but not necessarily of constant density .
The assumption is made that the scale lengths characteristic
of the flow are large compared with particle gyroradii.

In the simplest approximation used in the last chap-

ter the inerﬁia of the plasma is entirely neglected, the

equation of motion then becomes

§+¥'_’\_§=g v = CEAB
C or - _—Egi” (4.1)

since by assumption E . B = O. Plasma streams perpendicular
to the.electric field, or in othe: words, along equipotentials.
The velocity in equation (4.1) is independent of particle
charge or mass so that all constituents of the plasma have

the same velocity at all points. Thus there are.no charge

or current densities in the flow if the plasma at infinity is

charge neutral. The electromagnetic field is then deter-

mined solely by the system boundary conditions, i.e. the field
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sources.

However, of course, if the electromagnetic field im-
posed by the béundary conditions is non-uniform then the vel-
ocity along the eguipotentials of the plasma changes. This
implies that the particles change kinetic energy and must
therefore slowly drift across equipotentials. The drift
across eguipotentials is obviously dependent on the particle
mass and charge, the effect being more severe the larger is
the mass. Such drifts obviously give rise to current den-
sities in the flow leading to perturbations in the magnetic
field; the charge neutrality of the plasma also needs inves-
tigation. We here derive the equations which determine the
electromagnetic field and flow of the cold plasma when boun-
dary conditions impose non-uniformities.

The eqguation of motion of a particle in the steady
state can be written in Eulerian form, since by assumption
the plasma is cold, having no ‘thermal' motions. The vel-

ocity is then regarded as a function of position, so that

m(v.9)V = g (E + Lob)

c (4.2)
By using the vector identity
(v = V(¥) - ¥r(@y)
and since E = -V¢ in the steady state equation (4.2) becomes

V(ap+D) = mya@) +IvaB s



(ii)

- For cold particles v
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The right hané side of equation (4.3) is a vector perpendic-
2
ular to v, so that V(g¢ + E%— is also perpendicular to v.

-

Thus the flow lines are lines of constant total energy, a

very reasonable result! Hence we may in general write, for

some A
X (EL%) % nL (a8 Y) (4.4)
or equivalently
myna(Yay) = ("7037_ (CLCP +'—f‘,—_‘—’"> (4.5)

The Velocity Expansion

Now according to the well-known drift-theory of par-
ticle motions in an electromagnetic field (see for example,
Northrop, 1963), the velocity of a particle at a point in the
flow may be expresséd in terms of the electromagnetic field
values (and their derivativeé) at that point, so long as the
scale lengths L for changes in the field are much greater
than the particle gyroradius (e.g. equation (4.1) for example).
If the particles are cold (zero magnetic moment) the gyro?
radius is zero, and is feplaced in the theofy by the distance
the particle trévels, moving with_the local drift velocity in
(%;) of a gyroperiod. This distance we call the gyrolength g

and is given by

g = : (4.6)

gg is the local gyrofrequency. .

where @

p ¢ the drift velocity, is the total
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velocity of the particle and is determined as a series in 9/7,

- from the equation of motion (4.1), which we now write as

v = cEAB + me Q (y )y
B*

~ 5= —q: (4.7)

The series is generated as follows. As a first approximation

we take

V(O) - C,E_./\B_ .
- B* (4.8)

(i.e. neglect the inertial term as in eguation (4.1)), and

(0) (1)

then subeitute v into the inertial term to oktain v

i.e.

VO - e B AV TV
—_— q’ 81

(4.9)

These two terms are the same as those given by Northrop (1963).

To obtain the general term we write

(V('O)-i- V(l)_)_y_(z)_‘__“)___._ cEnAB + % % [(V(°)+V(')+ )V](V +VC') )
R B2

to obtain

. ) (G-k-D .
v _ mqj %A{; (v.9)y for | (4.10)

\\/.

Thus we obtain X(j) in terms of all lower-order velocities

(0) (j-l)'

to v each one of which is'ultimately related to

1<

z(o), i.e. to the local values of the fields E and g. Taking
a typical term in the series for z(j)l we have

] =i A ()
Y1~ 0 (VO ) ~ 0 (20

—
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It is clear therefore that we have generated a series, valid
when the gyrolength is smaller than.the field scale 1en§th,
‘which relatés the velocity of a particle at a point to the
local field values. This velocity expansion must satisfy
eqguations (4.4) and (4.5) and hence determines A as a powver
series in 9/1, in the region where the drift theory is valid.
In order to do this we first define an ordering of the eneragy

€ = g¢6 + mv2/2 of the particle, consistent with the velocity

ordering:
-1
) m J Gt
o
e = = LY for
1P k=0
SR @ "
such that E = —5- E =my—yY etc.

From equation (4.4) we should then find

J
y@ o ¢ B Ay xyelt
A $ B* K=
For 3j=0 we have X(O)_= %’%‘ - (X(O) vg¢). Comparing with

2
equation (4.8) shows A(O)_= 1. _Similarly, for j=1 we have

(4.11)

V(') _c % ( (O) V E.(l) )v aco))

From equation (4.9) we have

A ; (o ) Vo
y© . me EIA(\_/.CO).V.)\_/-_&) :__mc B A<2 (%")——_\_/Cj\-'\l’“))

 In general from equation (4.10)

e - (') ' (=) .
o %_5__,\5 L here FO= @9
B : ‘ - B
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3=t
. (K)'v VG-K")
and E(J) = méo(y_ Y)Y (4.12)
B .
so that :
m) B Q)
vﬂm’,\(v/\v@“)~ ) (B NS ) (2r(&nE ))
) _ ¢ z . n) (m)
N = (q) dN(E )E

A (4.13)

o WON () = (3] (Z)TGY . —e ()64

and hence

o _

|

s %z,\(y,(n;f) * (55)IV(E) Y ).

Comparing with (4.11) shows that A(O)

_ =1 and A(l)
2 aiv 5.

Again, for j=2 we have

© ' 2 Q) Q)
v - ¢ __B;/\()\()YEC)-VX ve+ X'vE )
A = (L B’- (4.14)
while from equation (4;10) we have

v @

— _B_ . ! DV (~) t

- % o {eewes (v}

= me
q’

% {v (Vcos m VO/\ (V Av@) V(o) (V V"’)}

- From (4.13) we have

° N = (&Y o m(\i‘?.‘l)x“” "2@ :
vea@Eay® - (3) div : > 49



183.

and
vOn (w_%) = (£ di (268) m (ygw»
— (%3—%' div (_) {Y \_é_z_ _ ¥(°)A (Y/\\_/Co))} |
- (§8) & ){ AL 5 dfv(ﬁg)y(qq))}
Thus
\_/'(z) _ % _%2/\ {Y(my@}\_ﬂ") + %C—B div(%)g(m;&o)

* .‘I‘_@j{ Jo[CEW — By; ((v@)vw@)}v(@ |
V]—= — C!l\/ -~ =/ ¥
Comparing with (4.14) we thus find

N “ N\ = -;’i‘%) div (%)

"= (G [ (dav‘(%))z - oy (2 z)z@)}

It is clear that }\ ~ CCE/B) ~ 9
/
A9 2 N

and 2 2
AS N [ERY o (g_ )

2L L
Thus we have determined X as a series with 9/;, as the small-
(3)

(4.15)

ness parameter. The value of 1 '’ may be found in a similar
manner to that given above, though, of course, succeeding
terms become ever more complex.

We have thus shown that equétibn (4.4) is satisfied
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by the adiabatic drift expansion and we have evaluated the
first three terms of the series for A in this case.

- It is worthwhile to point out at this stage that
since the velocity and hence kinetic energy of the particles
is known at each point in the flow, the total_energy is also .
known, andihas a unique value at each position. The par-
ticles move on a locus of constant energy, and sc particle

[ . .
orbits of a single species never cross each other.

{iii) Current Densities in the Flow and Magnetic Perturbations

We now investigate the particle density N, in the

flow via the continuity equation
~div (Nv) = O

Using the particle velocity in the drift-flow as given by

equation (4.4) we have
div (NA B AV +ml>,___a- NX
v (% gy 6ers ) B-M(@2(1¢+m§2))=o

where we have used the fact that E/B is a constant vector
in two-dimensional flows. Alsc, since the curl of any vec-
tor in the plane of the flow is perpendicular to that plane

and hence parallel to B/p this implies that

M,(%l(ﬁ¢+m§’-ﬁ»=o

—

Expanding this we have

2(_‘}%) Ay—(‘{,¢+%”)=g_' . " (4.16)
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or using (4.4) again
v.v & = o . (4.17)

Thus N)/p is a constant along a streamline. To zero order
(A = A(O) = 1) we have N/p a constant along a streamline,
thus recovéring the well-known result for the zeroth order
flow along equipotentials described by ‘equations (4.1) ané
(4.8). (See, for example, Chandrasekhar, 1960, p.75).
However, if the density at infinity is non-uniform, N)/B is
not constant across streamlines. Cold par?icles produce no
diamagnetic effect so that differing densities at infinity do
not perturb the magnetic. field, which we assume to be uniform.
For definiteness we consider flow between parallel boundaries
which have an electrostatic potential difference hetween them
3. If the plasma at infinity is exactly charge-neutral the
electric field is also constant acréss the system irrespec-
tive of density gradients. Thus with constant E and B the
flow velocity between the boundaries is constant across the
system and given by equation (4.1). For the incoming flow
at large distances the density can thus be written as a func-

tion of the potential across the systemn. For species j we

thus write

N, (&) = No () | - (4.18)

where $5 is the 'initial potential' of the streamline. For
a two-component plasma (protons and electrons) the charge

neutrality condition is

NOP(q)l) = N02(¢'\) .
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Non-uniformities in the flow are then imposed by a boundary
coﬁdition which, say, defines a non-uniform potential drop
across the system at some position. In our case this boun-
dary condition is set by the properties of the magnetic field
reversal region where the conditions for the validity of.the-

drift equations are no longer satisfied (See Fig. 4.1).

=3
1& @ T TP ---0B, ®
Uniform - ——— e g
E. B D SR I non-uniform
=ea1=e) lF: e ____4_—potential drop
N=N{) : _ TT o imposed here
R it Al
' lg . ®_§_ e —®
R $=o
- - -~ Stream lines
“Figure 4.1

Since NA/B is constant along a streamline and energy
is conserved, the density of particles of species j in the
flow where the potential ¢ and the flow velocity vj is given

by (from (4.18))

L= N, B &= + NP(VF“*Vé)
Nj = Se2 fi(4= ¢ )L_JEE__) 4.15)

A

a

We shall first consider the magnetic field changes which are
consistent with a given electric field perturbation. These

are given by Maxwell's equation
B = ~NB _— 4Ax . o
curl 3 = VBAZ = .EZ,N-%V . (4.20)
N] -

Using equation (4.4) for yj and (4.19) for Nj we have
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N-‘ V. = Cg; N + m; (v _.vl) B
Y d Y
U (ke o ) B (g

- et Bonf e ) d (oo mgd va»}
Thus, on integrating equation (4.20) we obtain

DB b AN 5o (e (i (V)N g (b v (U)
3 Z}%ijd(¢+ G Y ($+ ™ - )

= constant . (4.21)

or, in terms of ¢; = ¢ + mj(vjz—vmz)/qu at any point this
is

‘B + ArTcN Z%jf@’)&‘b Constant.

The indefinite integral may be replaced by the definite inte-

gral =&+ My —Voo)/zq,
Jf (6)d, = j £ (64!
b=t

where ¢io is arbitrary. The lower limit represents the
arbitrary constant, which contributes a constant term on

either side of equation (4.21), and which may be cancelled.
Far away from the sheet vj =v_ for all species, and B =

B, so that equation (4.21) can be written

: ¢i ¢;=¢R
B + 4xNo g | f(eDde = B, + #2Ne g, Xf\.‘@;.")dd;_.’
° : ° g .
Po dﬁo

where ¢r 'on the right hand side can take any value and is
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ﬁot necessarily the same as the ‘¢i on the left hand side.
However, by thé charge neutrality assumption
$r
Z;CL§ £1(¢;)d4£ =0
J Pio
for all ¢R. Sc if we let ¢R = ¢ we obtain
=+ my (VJz“V":)/%J'
(B.=B) = ATHe 700\ £ (a))dey
Jd 4: _

The interpretation of this equation becomes clear if we con-

(4.22)

sider the flux of particles crossing an equipotential ¢ along
which the flow velocity Qaries,‘ﬁhile energy is conserved in
the flow. If the flow velocity for species j is xj at poten-
tial ¢ at any point the flow, the change in kinetic energy
undergone by the particles is mj(vjz-vmz)/Z, this implying
that particles with initial potentials between ¢ and

o + mj(vjz—vmz)/Zqj have crossed equipotential ¢. The par-

ticle flux at infinity is

(=]

- » . . = N0E° -
F = Novu (8 = <MEe £y

and the number of particles per second crossing an element dL
perpendicular to the flow is FdL. Writing EOéL = d¢i, the

number per second crossing the potehtial d¢i is

Fdb: No |
s T ACRE

Thus the total flux of particles moving across the equipoten-

tial ¢ is given by
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b + M (V- Ve )/ 2
- C No ! !
Bo S :EJ. (‘b‘ ) Cl 49.\
b

The current in the direction of the electric field is thus

+m\,(v "V°°)/2q,
1= CN JE COErY

¢
which gives, via Maxwell's equation
b 40 (v -V )/;byj
(8.-8) = Tl 7ol £(#)dg
-5

For illustration we consider the simple case of a linear
variation of N across the system, with Ny the average density
(at the centre of the system) and the density at the boundaries

N, (1Z¥/3).  Then
N, (4 =N (1+ ¥ (% -4)

with |¢| < 2, and ¢ the total potential across the system.

£@) = (1 (E-1)

Thus

- (4.23)

and J‘f(%)dcb.‘ = ¢ (I _\Ep(\_%D

With this simple form for £(¢;) équation (4.22) becomes

—B) = AN, +m V- Voa) _ i (v - v
(8.-8) } Z%{( . Y X‘ 10-% '—i”@g*)))
—1>(l -¥( é))}
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or

8- g (|- $(Y
| B°§ AN 2( 3 J—z«;‘,ﬁ ))

For the special case ¢ = O (uniform flow) this reduces to

' (BO-B) = Q“E«’ozm;‘.(vjz_\,;) (4.24a)
°

For an electron-proton plasma, we see that due to the mass

factor m,/mg ~ 2000 and the fact that v, = v in the arift

P e

flow only the term due to protons need be included. Per-
turbations in the electromagnetic field which considerably
affect protons leave electrons flowing very nearly along

equipotentials.

Then (4.24) simplifies to

[+

- = 21 N T_y? :
(B-B) No my (Vo™= )( | — \_!i(| ~2¢ _ np(vproi2)\4-25)
B 2 $ ek
At a potential ¢ the maximum possible value of mp(vpz—vwz)/ée
is (¢ - ¢) so that again neglecting the electron contribution,

the minimum value of B from equation (4.22) is given by

| .
(Bo~B) = 4T ‘;"eff;, (848,
¢ .

At ¢ = O we expect all the current to be carried by protons
(the above neglect of electrons then being immaterial) and the
minimum value of B must be zero for self-consistency between
the magnetic field and the current. If, in the above expres-

sion N, is the éverage_incoming particle density then

®
[£enas -3

o
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Thus, for self-consistency (Bmin =0 at ¢ = 0) the total

potential across the system is given by

. 2
$= _Bo_ (4.26)
A Ng '

where Ny is the average density.
This equation is the same as that derived by Alfvén (1968)
under the assumption that all incoming particles contribute
to the current. This assumption is eguivalent to ours that
protons carry all the current at ¢ = 0; (electrons carry all

the current at ¢ = @). Accepting this value of ¢ (4.25)

becomes, for the linear density variation

B o — (mp(v-ved)s)
l PAVe 2/(| - - 28 -l )
B e (l 2(& P‘;e%) (4.27)

and from the above discussion

(2).- 20-¥0-9)

Writing mp(vpz—vwz)/Z = e(¢i—¢) equation (4.27) becomes
B _ | - (¢%-¢9 - Y
80 —_— 5 (l = <‘ - (‘b"’d’)))

We have plotted in Fig. 4.2 B/Bo vs ¢; for given ¢ values.

The effects of increasing the incoming flux near ¢ = &

(¥ > 0) and increasing it near ¢ = O (¢ < O0) are apparent.
Now since in the drift-flow region the velocity cén

be expressed.as a function of the local electromagnetic field:

and its derivatives, equation (4.22) is, in fact a relation-

ship between the local electric and magnetic fields' as a
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‘ 2 2
: ) mE(VE -v_9)
Figqure 4.2 (a,b,c): The value of B/Bo versus ¢i/¢ = {%+ Y ¥

for various values of ¢/¢. As ¢1(2¢) at a given ¢ increases, the
cross—equipotential proton fluxes increases and B/po decreases;
for ¢;=¢ there are no fluxes and B/py=1. The variations shown
for non-uniform inflow are in accord with expectations for

(a) larger densities near ¢=% (y>0) i.e. smaller changes of B/pg

at ¢=0 for a given ¢j, than for the uniform density case
‘ : (dotted)

(b) larger densities near ¢=0 (y<0) i.e. 1arger'changes of B/Bo |

at ¢=0 for a given ¢;j, than for the uniform density case
: ' (dotted)

{c) uniform incoming profile, (y=0) a linear variation of B/go

at a given ¢ as ¢; (24) increases.
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function of.the potential.' To lowest order we have Vp =
cE/B, and (4.22) and (4.27) are in this approximation a
~direct relatioﬁship between E and B in the flow. |

The ratio of the incoming kinetic energy to the par-

ticle potential energy (at ¢ = &) is

_ . (W%NOV;

(“‘._Pv_w =L N\

2€§ 2‘ ( Bo")
K34

i.e. half the ratio between the incoming particle kinetic
energy density and the magnetic field energy density. We
shall be interested in systems where this ratio is very small
(e.g. the geomagnetic tail fed by polar wind plasma). Thus

if we wish to consider mpvp2/2 ~ (#(e®) such that significant
magnetic field perturbations occur, then the incoming flow

energy may be neglected in (4.27) to obtain

L@ EET - (-2 )]
-@ey e

i.e. a biguadratic equation for (%—) in terms of (B/BO)
0

with soluticn

(&) A (T2 o

and

2o ad

|

O

]

_2 (?.e§§ ZL(A/(&+¢( )).mp(l— ))-(HEPE(%%J-)) 4. 31)
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It is to be remembered, from (4.28) that %(l— %(l— %)) <

% ‘< 1. For uniform inflow '(¢_= 0) the above reduces to
o ;
{

2 4.
()~ CEYR+@9)-8)
= (D G-y e

i
|

the latter two results without the approximation v_ << vp.

The general form of equations (4.30) and (4.31) may be found

by considering the simpler equations for ¢ = O, (4.32) and

(4.33). From equation (4.32) we see that (E/Eo) is zero
. ) :

at B, = 0O and at B/Bo 1+ (-%EE—) 1 (these are the

maximum and minimum values of B in the system). Between

these values (E/g ) has a maximum value of

(5) v 2 (228Y  Bai
°/max 33 \Mmp Voo %

: v _ ,
For these values (=R) = (—gggz) %_. The maximum value

v V.,

: . v 2ed
of vp is given by (;E)max= (EVZZ)% at B =0 and vy

is
monotonically decreasing as B/Bo increases. Thus vp has
its maximqm value at the minimum B rather than the maximum
of E. Graphs of (E/Eo) and (vp/vw) ‘as functions of
B/Bo for various ¢ and ¢ can be seen in Fig. 4.3.

In summary, therefore, we have seen how the variation
in drift-flow velocity along an equipotential sets up current
densities and perturbs the magnetic field. Thls effect 1s

produced by particles drifting across equlpotentlals (as

described by non zeroth-order terms in the drift velocity
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Figure 4.3(a): Variation of E and vy as functions of B/Bo

at given potentials for ¢ = 2.0 from egns. (4.30) and (4.31).
If Vp is known at a given potential then E and B can be sep--

'a;ately determined to 1lst order.



197,

Y = -20

. 21
ZE)
o-sr— | o5 2°

04

0-2

03

&\
]
o

02

0-1

0 02 04 06 08 10 By

YV =-20

2%, v
(723 @)
A

1-0 '
0-8f
06}

0.4.

02 L

Figqure 4.3(b): Variation of E and VPV as functions of B/pg
at given potentials for v = -2.0, from_éqns. (4.30) & (4.31).
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Figqure 4.3(c): Variation of E and Vp as functions of B/Po for

uniform inflow, from ecuations (4.32) and (4.33). The results

‘are now independent of the potential, except that at a potential
¥ */B) pyp = 1 - Mp (Y Ve Doy _ 8
O'min ~ ed R




199.

expansion) and so conserving energy. We hence obtain a
relationship between vj and B/Bo' and using as a first
approximation ‘Vj = CE/p we obtain a relationship between

E and B in the flow (in the general case as a function of
$/@). We have also found that, for self-consistency between
the available current source (the incoming particle flux)

and the magnetic field at large distances, a total potential
¢ must exist across the system, given by equation (4.26),
which is in agreement with Alfvén's result.

A given value of Vp however, implies a given value

of E, and for mpvpz/z ~ ®(ed) we have found that

()~ @)~
\Eo rnfwgf

for the systems of interest here. Since the total potential

across. the system is fixed, however, such electric fields can
exist only over small regions of the system. This implies

that for a given value of E scale lengths I. exist such that
(E-E3) L ~ (Ote).

We thus write

Ko

L W where K .2 1. - (4.34)
Hence ~ v, ~ M \fp? : (4.35)
8"/1_ 5% pVp |
Ked

Thus the drift-expansion will only be valid in the region
where the flow energies are rather less than the potential
energies. In order to estimate the likely importance of

-ﬁhighforde; terms in the drift-expansion of such quahtities
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O = i(%)‘ _ (_'_}g/_z-) for 3y ¢ |

A graph of S_ versus (9/;) is shown in Fig. 4.4 together -
with the first two approximations 1 + (g/L) and 1 + (g/L) +
(g/L)2- If we approximate the series by the first m terms,

then the error is

e 8.-8m= G v Em - (3)
Em (‘ —‘311.) S (L)

Thus for a maximum fractional error of £ =€m/s°° we must

G—) ¢ “1/? (4.36)

For example, if we choose £ = 0.1 (a 10% error) as the max-

have

imum érror allowable in say, Vj and 1, then by using only the
first two terms (Xj = X(O) + X(l) and )\ = k(o) + k(l))
we must restrict ourselves to 9/1, ¢ 0.3 or, from eguation

(4.35)

mPva-N |
v 1 3 £ 0.6
2ed 2TV | )

On the other hand, if three terms were taken, then for.
£ <0.1 we require 9/; < 0.46 or
Y ‘ .
PP ¢0.23
Red

The above considerations give us a quantitative estimate of

the error involved in any quantitative calculations based on
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7

Figure 4.4: The function _(-]-.-_‘.1?71,—) versus 9/1, together with
the first two approximations -  1+49/7, and 7(1+9/L+(9/L)2) .
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the drift theory, and also some idea of its limits of validity.

Charge Densities and Poisson's Equation for the Drift-Flow. . .

We now investigate charge neutrality in the flow and
derive the form for Poisson's eguation which, when integrated
wi£h given boundary conditions finds the electric field (and
equipotential structure) in the region where drift-flow theory
is valid.

If the potential at a point is ¢ and the flow velocity
fof species j is vj (given in terms of the local field values),
then since N)/p 1is constant along a trajectory, we have

N; = BNO

s £ (b= b+ m (- W) rg )

as before. Thus for the proton-electron plasma, the charge

density is given by

(4.37)

(No-Ne) = BNg { £ (= b+ P Vh,)
| B Ap
£ (¢‘ $ - Me (Ve —Vw)/zg)

Rewriting (4.37) we have Ae

(Npe) = 2 fr(Aece) 4 (5 (b o222) - £00)s

% (I - (f (q: M (Ve2—Veed) oo )~ £(#)
e (£ (3+ mp (Vo) ae) —£@Y 430

This equation may be simplified first of all by noting that

since me/’mp ~'CH10'3) we may take Ao =1 for our first-

order theory. For instance, if SP/L-='O.1, then.
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. - - . ’ l} A ) )
de/p, = 107! and 1o = 1+ (ER)) while A, = 1 +(>(Ip/y).

Secondly, again because of the mass ratio, and the fact that

-

we see that .

Vp ® Vg |
£(P-me(vet-Ve)e) —£(#) | (g (me
i . - ( mp)
£ (b + Mp(vi-v)/2e) - £(9) (4.39)

unless the function f varies very pathologically. These
simplifications amount to the neglect of the electron inertia,
considering them simply to flow down equipotentials with the
velocity given by equations (4.1) and (4.8). Thus we simplify

(4.38) to

Ny~ Ne =
P (4.40)

NoB {{(4,) (1-2) + (£ +mplv - o) -£(4)
F (]

From equation (4.15) we have
(i’ ) é—% ‘.Y ) (
2
e B? dVE‘. YA

Substituting into equation (4.40) we finally have, to first

order,

Nes TN [ £38 ) fp(gemiian)) o,
)\PeBBo B mPc
| | | —£<4>))}

For the case of the uniform gradient in the incoming density

(equation (4.23)), equatlon (4. 38) is

NP_Nez {‘ (qz 2))(%7—\58) w%(\éi:vw)[ f>‘e ~ (4.42)

(5]

and, noting that (4.39) is satisfied the equation may be
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simplified to the form of (4.41)
) - ‘ .
Np-Nez fp& WE - E.¥B 4 1)) £ 9B Cvpd)
B Ap e BB, (A e XH?(SS— ‘)>+2§ GT k4.43)

The first term on the right-hand side of eqguations (4.40j,
(4.41) and (4.43) is the charge density set up by the variation
of Ap along the trajectories, while the second term is only
pfesent for a non-uniform initial density across the system

and is simply set up by cross;equipotential flow of protons
ﬁhile electrons remain tied to equipotentials. If the initial
particle density is higher at higher potentials (y > 0),
increasing proton velocities (vp > v_) causes them to drift to
lower potentials and hence a positive charge density results.
Similarly, a negative charge density results when ¢y < O and
v, > V_ .

P i 2

We now note that (Xp—l) ~ O (9p/1) C?( ) from

. 2e¢
(4.35), and that

w me(VE-VDe) — £(4) (Ve —V‘> )
£(¢ P, 2e> - ( %)

Thus, if £(¢) and (3f/3(¢/¢)) ~(5-(1) the firét and second
terms in equation (4.40) are of the same order and we can look
for the condition for charge neutrality. .

' To this end it is now usual to invoke the ‘plasma
approximation'; that is in this qase-

Ny - ' -
Jp ~Ne _ | 1
No

and hence equate to zero the right-hand side of equations

(4.40) or (4.41). However, to justify this step we first
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look at the consequences of having ' Np # Ne- Firstly, from

Maxwell's eguation
div E = 4ne(Np—Ne)

and, very crudely, div E ~ E/; where L is the scale length
of the electric field produced by the charge imbalance.

Again using the argument contained in (4.34) we have

E2 . X
%5 41re(Np--Ie) .

N ding to th ious di i Ey 2 - (=22,
ow according to e previous discussion ) max mmez '
for higher electric fields the drift-flow theory breaks down.

" =2
Thus N,—N ~ __.__E__—-- ~ BZN e
(f e)mm< (4neK§’“ = _°=
N —Ne e
or ( 3 ~ $ . (4.44)
No /max K mpC

Now mp02 = 106 KeV while the typical e¢ values we shall be

considering are in the range 1 -» lO2 KeV. Thus

in the drift-flow region. We thus write

div E = d4meN_e ’ . (4.45)

where e < 10-4 > 10-‘6 produces significant perturbations of

the electric field in the flow. However, from (4.41) we

have
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Rt (6 b)) - EO(ave-EEBL

~ Ape BB o =‘ APB( e

Eurice (4.46)
But we have seen from (4.44) that ¢ < (ﬁggyﬂ in the Jdrift- "~
: P
flow region, so that with A, = 1 and B/po < 1

>\PB (e§)e ~ @(ez)
B, | Mmpe

Thus, comparing equations (4.45) and (4.46) we see that while
each term on the left-hand side of (4.46) is of order e, the
combination shown is of order (or thereabouts) of e2. We

have therefore justified the use of the plasma approximation
in the drift-flow region, i.e. equating the right-hand side

of (4.41) to zero to cbtain

dwE » E.YB. . B {f'(4’+ "(V )) £(¢}/f(¢) (4.47)

For the uniform gradient example this becomes

WwE ~ E.VB YB [V "V) |
divE S + 2@( d /(l+°~P % _;2_)) (4.48)

On putting to zeroth order vp = CE/B we have finally

dvg =~ E.VB ¢ (Ez_E"z(%J) (4.49)
B Ty

which is Poisson's equation for the drift-flow.

Since, from equation (4.30) we have B/B, as a function of

E/Eo in the drift-flow region, equations (4.47) and (4.49)
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determine the structure of the flow. These equations are
equiﬁalent to Laplace's equation Vv2¢ = O (or div E = 0)

for ¢ in a vacuum, which may be integrated is some region

for the potential field when the boundary conditions are

given. In the simpler case ¢ = 0 (uniform inflow), we

have from equation (4.40) that A, = 1 is the governing equat-

P
ion; or to first order from (4.49) that

aiveg =~ £ Y8 (4.50)
B
Frdm'equation (4.5) we note that this implies that v oA zp = 0,

the flow is, in hydromagnetic terms, irrotational.

(v) Numerical Results of Drift-Flows Obtained from Poisson's Eauation

In this section we shall present some results of num-
erical solutions of equation (4.49) i.e. the flow for uniférm
incoming density gradients. The method used will be discusged
in some detail, since it was found to be highly satisfactory
in déaiing with problems of this type when used in conjunction
with high-speed computers.

The ﬁethod chosen is a relaxation method, known as
the cyclic Chebyshev modification of the successive over-
relaxation by points (SOR) process (see, for example, Hockney
(1970)). The potential ¢i,j is defined on an n x n mesh
covering the region of interest, the length of a mesh spacing

being h, and 1 < i 3 £ n. . Using the usual five-point

’

difference'expression for the Laplacian operator, Poisson's

equation in difference form is

. 2 .
P, v Fooni + Pyt P =rdys —Ampgh= %y
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In order to shorten such expressions we define

off e
4“:‘);)3 = cb(i-l—l),} + ¢(i—\))j + d)\,(j“") + ¢i‘)(J~l) (4.52)

The mesh is 'swept' in some manner and the potential at each -
point (except the boundary points) is recalculated according
to the following procedure. First the residual R is calcul-

aéed

ff .
R: 4—‘ ¢.O' —(#);' +CLJ~JJ
BR 25 e
new old W
and we then replace ¢. . = ¢. . (z)R. W is the "over-
1,3 1,3 .

- relaxation factor" which may be adjusted to improve overall

convergence.
Equivalently, we can calculate a ¢; 3 from (4.51)
!
4 D;‘F
qbij = 9bij + i
2 2 Af'
new . old .
th k N 1-W . F W o, Lo .53
and en take ¢1,3 (1-w) ¢1’J 7 ¢1’J (4.53)

In the straight SOR procedure W is fixed, and it has been

shown for model problems that best convergence results when
Wos= W, = 2/(1+ (1-u1)¥) )

~ where ﬁ'= cos ("/p). Note that for n large W, = 2, so

~ “that from (4.53) we are 'over-relaxing' the solution. The
guaranteed asymptotic (after =~ B/, iterations) decay of the
~error at each point is then (Wb - 1) per iteratiénf For n

large we have

».V/b ”‘_2-(1’“ C%))‘
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so that the error reduction factor is (1 - %1) per iteration.
As can be seen, the convergence is very slow for very large
numbers of mesh points. In the model problem the 'sweep'
is first carried out over the odd mesh points (those for
which i + j is odd), then over-the even mesh points (i + j
even), the 'new' values of potential immediately replacing
the 'old' values on the mesh and being used in all succeeding
recalculations. This method has been used in the calculations
presented here.

In the cyclic Chebyshev modification, the over-
relaxation factor W is changed for each of these 'half-
iterations', according to

w(o):__‘ ; w("i):_- ‘/(l__/&g)) w(t"’i): \/({-—%\i\_/}a}

yooes

Pl

tz-'z‘)‘,

This leads to a much improved initial error decay, although
for large t W > Vi sb that the asymptotic error decay is
the same as for the straight SOR process. Of course, the
absolute error after n iterations depends principally on the
errors in the initial 'guessed' soiution. In the calculat-
ions performed here for flow between parallel boundaries we
have.used the solution to Laplace's equation with the given
boundary conditions as the initial 'good guess'. This sol-
ution will be derived below. |

| Although the convergence of these relaxation methods
are rather poor for large meshes, and the‘procedures relatively
inefficient when compared with the 'direct' methods their

great advantage is that they are very easy to program for a
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computer. For instance, Eockney's Fast Fourier Analysis/
Synthesis procedure calculates in 'bne shot' the exact sol-
ution to the difference equations in the time required to
perform 5 or 6 SOR iterations. However, thé large amount
of code required to do this is to be compared with the €OR
which, to carry out a sweep of the mesh, correct the poten-
tial, including the odd/even logic reduces to just six

Fortran statements.

v

Dg 10 I = 2,M

K = (I - (I/2)%2) + 2
IF ((IT/2)*2.NE.IT) K = (I/2)*2-I+3

D 20 J = K,M,2

20 PH(I,J)=(1.-W)*PH(I,J)+W*(PE(I+1,J)+PH(I-1,J)+PH(I,J+1)

1l + PH(I,J-1) + Q(I,J))

10 C@NTINUE

whére M is n-1, PH(i,J) is ¢i,j. and IT is the number of the
itération (iT = 1,2,3, etc). We correct the odd mesh when
IT is odd and the even mesh when IT is even. In the present
problem, however, the qi,j are not fixed, but are functions
of the local field values derivable from the potential. In
this case we simply allow qi,jvto relax with the solution.

As has been stated we use the solution of Laplace's

equation with the given boundary'cbnditions on the potential

as our initial 'good guess' solution. We first dedimension- .

alize as follows:

! , -
b = L and. x|z = -:L—:i-’: .
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Figure 4.5
where x', z' are as shown in Fig. 4.5. The boundary con-

ditions on ¢'(x',z') are: ¢'(x',0) =0, ¢'(x',1) =1

and ¢'(0,z') = £(z'), where £(0) =0 and £(1) =1,

If we first consider the problem with ¢'(x',1) = O, the sol-
ution of our problem with ¢'(x',1) = 1 is given simply by
adding z' té the former solution (i.e. a uniform electric

field). This is possible because of the linearity of

Laplace's equation. We look for a separaﬁle solution of tﬁe
form ¢'(x',z') = X(x')Z(z'), and using separaticn constant
x? obtain 2(z') = A cos kz' + B sin kz'

X(x') = ¢ & 4+ p e

Applying the boundary conditions ¢'(x',0) = 0; 4'(x',1) =0
and ¢(x',2') 0 as x' + » (the solution to be valid for

x' 2 0) we obtain A =0, C=0 and k=nr , n=1,2,3,...

-

Thus the general solution

—omex!

'¢'(x'lz’) = ZA“ sin(hrz’) e
| n=i -

or, for boundary conditions ¢'(x',1) = 1 we obktain

’

. . _ o0 :
& (xZ) = 7'+ Z A.Sin (A2’ e (4.52)
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Clearly, the An are the coefficients of the Fourier series
of the boundary condition ¢'(0,z') = £(2'), and hence are

obtained from
|

A= ‘Zj ({(Z') —fz') sin (nwz')dz'

@)

(4.55)

As can be seen, the shorter the wavelength of the Fourier

mode, the faster is its exponential decay away from the x' =0
boundary. We are interested in problems where the electric
fiéld becomes much larger than the value in the incoming flow,
and so we choose the x' = O boundary condition such that

the potential drop occurs across a small region near z' = O.

In order to obtain a simple form for the A we choose (see

Fig. 4.6)
sin pz' 0 < z's Tr/zp
£(z') =  (4.56)
T 1 "/op £ 2's ]
H
¢@%f)
A
O - = = = — = |
}
I
1
i
!
0.0 l > z!
L .
Figqure 4.6

Then substituting (4.56) into (4.55).for the Fourier coef-

ficients we have

AL = -sz COs_TEf}f | -
n nTC(sz(nTC)z) (?-P | (4.57)
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Clearly, in order to obtain a good representation of the boun-
dafy potential we must not terminate the series until
n >> p/yr . For x' >0 the short-wavelength modes rapidly
die away and far fewer terms need to be considered.

We choose p such that the maximum flow velocities in .

the system are a significant fraction of the total potential

energy for the range of system parameters of interest. The
maximum value of E occurs at x' = z' = O and is given by
E .
(=—) = p .
El :
max
mpc?E? , i

Let us thus write —257—- = Ke¢ where K is the 'significant

fraction'. Then
(_\§_> - edB (APWKNO)"Z
EO c"Bc.:\ mF

For the geomagnetic tail we have 4

N, = 0.1 » .01 cm—3. Taking N, = 0.05 for definiteness and

3 x lOlO cm and

R

B/po =1 (for ¢ = O we have B/p, = 1-K from (4.33)) we

find
(2 = 300 K
o max
Then putting K = 0.1 we have (EE_) = p = 100. We thus
‘0 max

choose p = 100 as being representative of the order of the
: éléctric field enhancement we are likely to obt%in in the
systems of interest. As indicated above, we must therefore
not terminate the Fourier series until n >>»30. Using
(4.57) and (4.54) the potential in the region x' 2 OI and

O £ 2' £ 1 was then evaluated using a maximum of 200 series
terms (< 0.2% error in ¢), but successively less terms being

used as the short wave-length modes exponentially decay with
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increasing x'. The equipotential lines from this calculation
are shown in Fig. 4.7.

The most significant perturbations from a uniform
Aelectric field occurs in the region where the electric field
is considérably enhanced, i.e. néar x'=0, z'=0. The

approximate solution to Laplace's equation in this region for

these boundary conditions is (see Fig. 4.8)

pe) = 22 ©

for %g < r <<d, where 0o = tan_l(g) and r = (x2+z2)%,
X
A
l=0
e/‘\
K&P $'=1.0 >z
Fiqure 4.8
We then have E = Eg 8 and Eg = 2%/, . Putting E_ = ®/4

we obtain

el _ 2 7o
=~ = (5

If again K is the ratio between the kinetic energy of the flow
and the total potential across the system we can find X as

a function of the radial distance from x' = z' = O.

K= O R e s(a)
2eE  2eB'® . 24%e*N,
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Figure 4.7: Equipotentials of the solution of Laplace's equat-

ion in a rectangular space using the boundary condition (4.56)
along the. line x'=0, with ¢'(2'=0) = O and ' (z'=1) ='l;‘
Obtained by Fourier anzlysis of the x'=0 bdundary.potential
veriation.. ' o
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1077

No r

or for geomagnetic tail parameters K =

(where B/p = 1-K and K << 1). Thus K << 1 for

-7 % _ 3
) or, for N = 0.1 - 0.01 cm

3 for (g) > 10 ~.

10
(%) > (
d No

Since the number of mesh points to be corrected per
iteration increases as (n - 2)2 and the guaranteed asymp-
totic error decay decreases as n increases as described above,
we should use a minimum number of mesh points compatible with
the detail of information required from the calculation.

The region of interest is near x' = 0, =z' = 0, and in view
of the above consideration we choose to restrict our calcul-
ation to a region given by 0 < x', z' £ 5 x 10°2, such that
K on the boundary has a maximum value of ~ 4 x 10_5/N0 .

From the above we also have [Ee]/Eo = 10 on the boundary, so
that for ¢ # O from (4.49) div E is likely to be significant
on the boundary, although much less than in the interior |
région. We have chosen to cover the region with a 51 x 51
mesh which gives a sufficiently detailed description of the
potential distribution in the region. The potential on the
boundaries of the region was taken for all calculations to be
the values given by the analytic sblution to Laplace's equation.

In order to test the iteration scheme, Lapiace‘s |
equation was first solved on the mesh with the above boundary
conditions but starting with ¢i,5~= O on the intgrior points
(i.e. a 'bad initial guess'). After 100 steps (50 full
sweeps of the mesh), the values of potential were changing
by 5ll% in S_full-sweeps and were in agreement with the analy-
tic solution to the differential equation (rather than the

difference equation being solved here) to within about 1%.

Such satisfactory agreement gives us a high degree of cbnfidence
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in the quality of the solutions of Poisson's equation for the
drift—flow (equation (4.49)) obtained by this iteration
scheme, and now to be discussed.

We first dedimensionalize according to

v'=av ; ¢'=¢/, ; B =B/ ; E'=E/p .

Tﬁeée preserve the relationship E' = - v'¢'.
The first case to be considered is ¢ = 0, so that

Poisson's equation becomes

! o~ Rviy
:7 = E.v !
_.E_ _—:_:TE or v,1¢7, — __v ({D,.y_lg (4.58)
B ' B’

In difference form this is

io# ’
4'(¢h‘, - 43&,3) = ((Cbé)CJM)— 4’:,(J—\))(B:,CJ+I)'" BE,CJ‘—D)

R O T a0 4g, )
‘JJ

so that the correction step in the iteration scheme becomes

MW old

b= (1-W)b, . e L -
‘JJ | ( )dD'JJ + w ¢l‘,\l ,éBug(d)l‘)(J-H) cb;)(\"")XB;,(J‘H)—B'.Jg"Q)

+ (cb(i-\-u),& - ¢c3;l3aj XBG-k Dy -B X)) Jj»}

We calculate B = B(E) from equation (4.32)

L v
E' = ofB' ((1+1/) - B')*
where we choose a = 52527 such that the maximum electric

field perturbation (E' = 100) results in the maximum magnetic
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field perturbation. From Fig. 4.3 we see that the maximum

electric field in the drift-flow is given by

. ﬁl
(——; ) ~ 0.4
%2

Movt
which results in B' = 0.7. For Elmax = 100 we thus find
a * 6 x 104. For higher values of a, E' = 1CO does not pro-

duce such large magnetic field perturbations. Ve have chosen

A 1
- = E L o
touse o = 9 x 10 such that (&'/ %) ax 0.33 and the

minimum value of B' on the mesh is thus = 0.85. Since we

also héve .

2
gre?d” N,
‘ B
e

o(:

for tail parameters, o = 9 x 10* corresponds to N, ~ 0.03

cm™3, which is within the range of interest (0.1 > 0.01 em”™3

).
The results of the calculation after 40 full sweeps of the.
mesh are shown in Fig. 4.9, where the solid line represents
the equipotentials of the solution and the dotted line the
solution of Laplace's equation. The small (< 1%) changes in
the potential on the mesh are due to the facts that, first,
VB is small, and secondly that since approximately ¢ = ¢{0)
so that E = Eg(r)® and hence Y¥B = |¥B|z, we have
E . VB = O in the region of interest.

The perturbations of the equipotentials‘when v # 0,

are more pronounced. In dimensionless form the equation for

which we require a solution is

vl24>, : 2'43'.?'8' _ _T__l’ (E'z_an> . . » \eo
, B 2 (lf‘?P(df—-é)) ) ‘ .5 é

Since we have already found that the perturbations due to the
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Fiqure 4.9: Equipotentials of the solution of Poisson's equat-

ion for cold plasma drift-flow, for incoming plasma of uniform
density (y=0) (solid line). The boundary potentials used for

the computed region O < x', z' £ 0.05, are those from the sol-
ution of Laplace's equation (Fig. 4.7). The eQuipotentials of
the solution of Laplace's equation with these boundary condit-

ions are shbwn dotted; only very minor variations are noted.
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first term on the right-hand side are small, we neglect it.

Also, since E'2 >> B'2 in the region of interest, we finally

simplify equation (4.59) to

V'ZC}; ~ =P (Q'Cbl)z ,
Z P (4.60)

Then Poisson's equation in difference form becomes

i off
4—{4’ ‘4’.JJ} (d’(wo,d (b(_t-‘\))d) (cb > Gy L:(J“))}
(1+ P ($;-3))

and the correction step in the cyclic Chebyshev iteration

scheme is

dd '
l’J <‘ w>¢ + w{ % (c‘bd*“),j_chi-o)j)l-*- ((bi_,(\i*-ls-c‘);J(J'—l)j}
(1+ P (dy5-4))

The results for various values of ¢ (|y]| < 2) are shown in

the form of equipotential lines in Fig. 4.10. These results
were obtained after 50 full sweeps of the mesh, at which stage
- the solutions were changing by < 1% in 10 full sweeps. It

is clear from the figures that significant perturbations of
the Laplace potential will exist outside of the region com-
puteé, that the equipotentials all'converge to the same points
on the boundary is just a consequence of maintainingvfixed
bouhdary-potentials (as must be done in such numerical calcul-
ations). We first note that the equipotential systems ob-
tained, while‘significantly perturbed from the Laplace solut-

ion, do not represent an enormous change in the qualltatlve

nature of the fields. For w > 0 it can be seen that the
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Ficure 4.10(a): Equipotentials of the solution of Poisson's

equation for the drift flow for ¥ = 0.5, 1.0, 1.5 (solid lines).

The boundary potentials used for thercomputed region O < x°',
z' £ 0.05 are those from the solution of Laplace's eguation
(fig. 4.7). The equipotentials of the solution of.Laolace's
equation with these boundary conditions is shown doLted, thé
variations shown are those expected for a p031t1Ve charge den-
sity in the region.
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Figure 4.10(b): As for Fig. 4.10(a) except y = -0.5, -1.0,
-1.5 (solid lines). The variations shown are those expected
for a negative charge density in ‘the region.
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high electric field region near 2z' = O is extended to higher
x'ﬂvalues, i.e. the equipotentials are relaxing back to a
uniform electric field configuration more slowly than the
Laplace solution. Indeed, for large enough ¢ ﬁhe maximum

in the electric field occurs for x' > O rather than on.the-
boundary x' = O, These results are not surprising when one
considers the direction of the electric field set up by a
régioh of positive space charge (which is present when ¢ > O
and Ve > V)i it enhances |E,| for small values of z' and
diminishes it for larger values. Similarly the negative
space-charge present when ¢ < O has the opposite effect,
and, as can be seen, this results in the equipotential struc-
ture relaxing back to the uniform electric field configquration
over a shorter distance in x'. These differences are more

clearly displayed in contours of |E| for various ¢ values

shown in Fig. 4.11.

Summarz

In this chapter we have developed the equations which
govern the drift-flow of cold plasma in crossed electric and
magnetic fields. The magnetic field is consistent with
current dgnsities in the flow and the electric field is given
by thé_bouhdary conditions together with charge‘densities in
the flow. The resulting equations are a relationship between
B and E, and a Poisson's equation for the equipotential struc-
ture respedtively. A method of obtaining solutioné'of
Poissonis equation for the drift flow which has been found

highly successful has been described and some sample results

presented.



0-05}
y - N
0-04F O =~ '
Y . N \'\‘
0-03F -

0-02

. \ <N \ \\
70 —I: -\_- -\—100 - \\\ \\ N \ k 1 '
0'01 [\ \ 50 ; . \ \ '\ \

y Ten N N \ \\ . \ )
90— v Sq 3 \50\-\. N ,
100 gL N TN

. ' 1E] -
Figure 4.11(a): Contours of lﬁi for ¢ =
o)

electric field near

1.5 (dot-dash)

and for ¢ = 0,0 (dotted), showing the enhancement of the

z' = O due to the positive charge.

224,



225,

X
1\
0-05; ~'\_ XN
\\\\N\ 10\
! ™ .\___'10 - —\_"T'— -
i ‘\\\
********* . \
0-04+ .ol *
- “\\\\ 15 5 ~.
. \ \\\
o \\\\ ~
0 03" = - ‘\_\\ "\'\\\
\\\ \i
20\\ ‘\\‘
— T > ~ \\\'
o 20\\\ \\\\ . \\\\\\
. i \ A Y \\
0 02 ______ '\\\\ \ \
30 NN A AN
s\ \\ ) \\
RN \ A \
L —-—" " hBO — \\‘ o \\ b \
------ ~a VN )
o N NN v
00l . — — 40 "~ Y \\ 1 :
— - 50 -~ -\\\ \‘\-\ Y \ 1 \
. —5072s W~ YN \ N ‘ :
TN [ N N T N N
(N iR W GO N N |
e —Ta e N 1 1 !
PUETESSEERIOMNN N N |,
1000 0-01 I X 0-02 0-03 0:04 005
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and for ¢ = 0.0 (dotted), showing the enhancement of the

electric field along 2'=0, and its reductiqn along X'=0, ex-

pected for a negative charge in the region.
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CHAPTER 5

A SELF-CONSISTENT DESCRIPTION OF THE PROPERTIES OF A MAGNETIC

NEUTRAL SHEET SURROUNDED BRY COiD PLASMA

(i) General Discussion

We have previously shown that the simple assumptions
about the structure of the electromagnetic field in a neutral
sheet system made by Alfvén and Speiser (i.e. nearly uniform

electric field and adiabatic particle flow) are only valid if

2
Bo

2
4nN° 7 mpc ]
This condition ensures that the kinetic enerxgy §f the flow
into the field reversal region is much less than the electro-
static potential energies across the system when account is
taken of the electric field produced by the charge of trapped,
accélerating pérticles. Systems in which this condition is
not satisfied (e.g. the geomagnetic tail) should thus be con-
trolled by the structure of the electric field, which must
be extremely non-uniform. We aléo saw that the effect of
the positive charge in the sheet was to localize the Alfvén
potential drop near the ¢ = O boundary. Thus we may infer
that the electric field scale length involved in the break-
dovn of adiabatic flow is related to the distance over which
the Alfvén potential falls near this boundary. . For the
breakdown of the adiabatic approximation we recguire

- |
oo T 1 , (5.1)
QL  eB2L - - , et
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~

and with the above interpretation of L we may write
EL = & . . : (5.2)

Eliminating L from (5.1) and (5.2) gives

mpczE

BZ

= e

i.e. the flow energies in this region are comparable to the
potentiai enerqgy, ihdicating that particles drifting across
equipotentials provide significant currents, together with
any particles oscillating abbut the sheet.: This further im-
plies that a significant fraction of the protons reach the
¢ = O boundary without crossing the neutral sheet and oscil-
lating about it.

If we eliminate E from (5.1) and (5.2) we then deter—-

mine L, i.e.

L o~ Cc = ~<_ = .
(4ﬂNQe )2 P .
m
P

We thus expect the potential drop to occur over a distance
comparable with the proton plasma wavelength.

In Chapter 3 we found that

> . m vo? % : ' B c@'
(EE) = (-ng—)A ~ where v, = ol

and so, if mpVe? << e¢ then L << d.  Numerically ecquation

-(5.3) is

L = 2 x 10 K
No

or L = 600 Km when _No.=;°{1 cmf3,l and ALVQ 2000 Km when
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No = 0.01 cm 3. This may be compared with d = 3 x 10° Km

for the geomagnetic tail.
However, it should be noted that even with such non-

uniform electric fields the electrons remain adiabatic since

if
2
~ Dpc E + De
Ip /1, oBL. 1 tben Je/1, mp << 1».

The electrons thus remain adiabatic until they are very close
to the neutral sheet when adiabatic theory breaks down due
to the magnetic field scale length. (We assume that there

are no electric fields so large that meczEz/Bz ~ es).

From the previous discussions it should be clear that
the plasma approximation |
i S

p

must be valid for such a neutral sheet system, and we may
again consider charge neutrality by the time-of-flight argu-
ment used in Chapter 3. We first apply it to the fegion of
length L in which proton currents are important. The time
electrons and protons spénd in this region being accelerated

by the electric field is

tp o (-—e-ﬁE) te = ( eE ) . (504alb)

and clearly tp >> to. However, as we noted above, elec-
trons remain adiabatic (i.e. moving along eguipotentials)

until they are'very close to the sheet, and hence spend a time

L' = = | (5.5)
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drifting through the proton current region towards the neut-
ral sheet. Here 'a' is the thickness of the proton current
sheet. Equating tp and t, to find ‘a', and using vy = Vg =

(e‘l’/mp)}i we thus find

(5.6)

W

[
I3

n

-

which is a reasonable result. We thus see that the proton
charge density must be balanced by electrons adiabatically
drifting towards the field reversal region. Since ng = NOB/RO
the density in the proton current sheet np < Nb. In the
Speiser picture protons and electrons sPenc approximately
eéual times reaching the neutral sheet, but the largest time
is spent oscillating and accelerating along the neutral sheet.
It can now be seen that the system responds to the charge
density produced by such motions such that a significant
fractionvof protOns no longer have this oscillation phase.
Those particles which do enter the neutral sheet (with ¢ ~ @f
will only perform a few oscillations since the length of the
proton current sheet I is of the order of the incoming par-
ticle gyrolengths. Thus while Speiser's description of the
particle orbits holds good for electrons, the behaviour of
protons is rather different, significant currents being pro-
duced in the ‘drift-flow' as well as in the 'current sheet'
(there being no strict leldlng 11ne between the two reglons),
see Fig. 5.1. Since we expect the potential ¢ to fall across
a regicn of dimension L near ¢ = C and L << &, over most

of the Sheet~We expect the current'to'be carrieé by electrons
mov1ng in a thin current layer, ﬂhere*the elec+r1c f1e1d para—

Allel to the 1ayer is very small 1ndeed i Con51derat10ns of
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—— Equipotentials

Particle
trajectories

Figure 5.1

the structure of this layer is given in a later section of
this chapter, but we shall now investigate in detail the

structure of the small proton current region of length L.

Charge Neutrality & Momentum Conservation in the Current Sheet.

‘ution given by

We shall first consider what can be 1earnea from the
chdrge neutrality condition. Since the charge density of
electrons adiabatically flowing towards the neutral sheet has
been shown to be important we need to be able to calculate
their contribution to the charge content of the region at a
given potential ¢. We have already calculated.the charge

content at ¢ due to accelerating particles in the sheet in

‘Chapter 3.

The adiabatic contributioh may be calculated from the
relation EB/y = constant for adiabatic flow, but we reoguire

a model for the magnetic field. The current cérriéd across

,equipotential line ¢ comprises an .electron and proton contrib-
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= - )
I = %IO I, = - I, (5.7)

where IO, the total current, is I0 =C/ar Bo‘ 'Since elec—
trons are expected to remain adiabatic until very close to
the sheet we assume that the eiectron current is carried in

a very thin layer near the neutral sheet. For simplicity we
assume that the proton current is uniform over a region of
half-thickness a. The magnetic field structure at potential
¢ is then assumed to be given by

- $ : -9 2
B (z) = B, {3 sgn(z) + (1 - 3) 3} (5.8)

for |z| < a and outside of the thin electron current layer.

Note that we have made no distinction between the regions

Whére the proton current is carried by particles in the 'ariftf

flow' and where it is carried by particles oscillating about

the neutral sheet. This appeérs to be justified because the -

current densities in the two regions must be nearly the same, j

so that the nature 6f the magnetic field‘does not change

across the boundary of the region of oscillating particles.
Using the model structure (5.8) the adiabatic electron

surface charge density is given by

a 2eN a
Oae(d) = f2e / N (z,¢)dz = -_E—Q S/ B(z,¢)dz
o . o o
. &,
so that Che = " © N, a (L + =) . (5.9)

-Since the protons are essentially being acceleréted.acrOSS’
equipotentials from small velOcitiés_by the electric. field in
this region, both in the drift-flow and in the 6scillatory
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motion about the neutral sheet, we expect the expressions
derived in Chapter 3 for the surface density of accelerating

particles to be valid (eguation (3.40))

% ¥ m. % 0%
: . 4ecN p - _ e
i.e. o(¢) = —EO——Q (28) { (¥-¢) (mp"_') ¢ 1}
Thus writing o(¢) + o = O for charge neutrality gives the

ae

sheet half-thickness 'a' as a function of ¢

ax 4%[ (1-%)* - me (& )} (5.10)
Az (1+ ¥g)

which, apart from numerical factors, agrees with the time-of-

‘flight argument used above which gave a = X The value of

p*
'a' versus ¢ from this calculation is shown in Fig. 5.2 for
No = 0.1 cm™> and N_ = 0.0l cm >. BAn estimate of the thick-
ness of the electron current layer may be obtained if it is
assumed that the breakdown of the adiabatic condition for

these particles is consistent with the scale lengths of the

magnetic field. This gives

2
where v, = CE/p and. mp(EE) = ed.

m
Thus a-e = (ﬁﬁ) kp, and since 'ap = kp,

that the electron current layer provides a 'step' in the mag-

our approximation

netic field appears to be justified.

As an 1ndependent check on these results for the thick-
ness of the proton current sheet we now turn to consider con-
‘servation of momentum for the system.‘ Clearly a problem

exlsts for the component of the momentum flux parallel to the'

-
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Figure 5.2: The valﬁesvof the half thickness 'a' of the proton

current sheet fdr geomagnetic tail parameters No = 0.1, C.Cl
cm~3 plotted against /4. The upper curve for a given density
was calculated for conservation of momentum (egn. 5.20), while
the lower curve is‘thét for charge neutrality between the

adiabatic electrons and accelerating protons (egquation 5.10).
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neutral sheet (and perpendicular to B) since we have protons
emerging from one boundary with the same energy spectrum as
electrons from the other, but carrying a factor (mp/me)%
times more momentum.

We first calculate the momentum flux of particles in
the direction parallel to the sheet carried across eguipoten-
tial ¢ byiprotons and electrons. The maximum momentum flux
in this direction occurs if the particles are moving very
nearly parallel to the sheet with small perpendicular veloc-
ities. This 1is the situation we expect in the electron
and proton current layers where the particles are being accel-
érated across eguipotentials by the electric field parallel
to the sheet. |

| The éroton momentum flux crossing equipotential ¢
‘consists of those particles flowing into the system with init-
ial potential energies ¢i in the range ¢ < ¢5 < ¢. The flux

of protons entering the system between equipotentials 3 to

- 2cN déy

ar = —— . . .
aF St . | (5.11)

and this flux is‘preserved as the particles are accelerated
- in the current 1ayér across potential $. Assuming, as above,
that these particles are moving very nearly ﬁarallel to the
sheet, bylconservation of energy their parallel velocity at

potential 4 is

% : = A )
v, = (22 (o; - 43} e (5.12)

Y Tp
where we have neglected the small kinetic energy of the inflow

far.away'ffom the»sheet.f' Thus the momentum per unit length
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of the system (along B) per second carried across potential ¢

by these particles is

dMP = N (2emp) (65 — ¢) a¢, (5.13)

and integrating ¢4 from ¢ to ¢ to account for all incoming

protons crossing equipotential ¢ we have

oo\ _ 2cNg 5 ¢ o
M (¢) = - (2em;) i do; (¢5 — ¢)
% 3
4 CNg /2
= = (2 ) m— (& - ¢) 5.14

Similarly for electrons (travelling in the opposite direction)

YoN,  3/2

4 -
Mg (¢) = =3 (2em)) E;_ ¢ (5.15)
m. %
As expected, we find Mp(¢=o) = (Eg) Me(Q). We note that
Al e

any motion of particles perpendicular to the neutral sheet
on crossing equipotential ¢ will reduce the above values,
but as discussed abové, we expect‘this'to be a small effect
for particles accelerating in the current layers.
It is clear frém the above expressions that due to
the mass factor we have a net particle moméntum flﬁx fowards
¢ = O carried by the protons. This must be balanced by the
electromagnetic momentum, as expressed by the second (momentum)

morent of the steady-sfate collisionless Boltzmann ecuation.

o

div (g my r ad3v f.

¥y -T =0 (5.16)
jo 7 = = ~ |

In equation (5.16) fj is the particle distribution‘fﬁnctidh
in (v,x) space of particle species j, and T is the Maxwell
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stress tensor, given by

= 47 EE + BB - % (82 +3B%) 1.

M

2
Quadratic terms in E will be of order (V/_) compared with
. those in B, where v is the particle flow velocity (v = cE/B),
and are hence neglected. Since B = Bx(y,z) 2 we have T

diagonal with

= - = - = 2
Tex = Tyy T2z Bx"/8x

Performing a volume integral on equation (5.16) and using the

divergence theorem we have

(<]

das . (rm; S d3%% £, vv - T) = 0O (5.17)

] -

which is just a statement that the net momentum.in any direc-
tion flowing through a closed éurface is zero in the steady
state. The volume we shall consider will consist of a unit-
léngth slab of the system (along the magnetic field), bounded
by the ¢ and ¢ equipotentials. It is closed at a large dis-
tance from'the sheet where the momentum flux is small and
directed towards the sheet (see Fig. 5.3). There is no mom-
entum flow in the % direction, and that in the Z direction
cancels to.zero if the incoming streéms are éymmetrical.A

Ve are left with the momentum flﬁx paiallel to the sheet
across(the equipoteﬁtials ¢ and ¢. The}apéropriate compoh—
ent of eguation (5.17) then reads

g dz (Fyy + §?) = g-dz (MYY;+ E;) A (Sf;S)
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where Moy = g my {m adv £5 vy2 is the particle momentum
flux in the y-direction. The integrals of these latter quan-

tities along the equipotentials has already been found in

equations (5.14) and (5.15), i.e.

X 3 y 3
_ 4 cNg /2 Mg /2
dz M = (2 — {(9- + (—= }
i. zv vy 3 ( emp) By (o—¢) (mp) ¢
: X m. 5 3
4 cNg Mg /2
g dz MYY = 3 (2emp) E;— (ﬁ;? ®

Thus using (5.18) we have

(5.19) .
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Neglecting the small eleétron term on the right hand side, the
integral of Bz/81r along an equipotential is monotonically
decreasing with decreasing potential in the sheef.' Ve inter-
pret this as simply a change in the thickness of the field
?eversal region, it being thickest near $ = 0. This reéult
is in qualitative agreement with the result obtained by con-
sidering charge neutrality. However, by again using the model
magnetic field structure, equation (5.8) which contains the

', we can use eguation (5.19)

arbitrary thickness parameter 'a
to determine 'a' as a function of ¢/® for momentum conserv-
ation. This then can be compared with the 'a' reguired for

charge neutrality.

Using the model field

2 - 2 = 252 $ _ 2
é BZ dz i B% dz 3 Byfa (2 + 51 - %)

and lence from equation (5.19)-We find

3/2 mg X
- - (=& - (¢
A G - ¢/

m YZ

3
/2)

} o (5.20)
(1 - ¢/5) (1 + ¢/54) i

The similarity to equation (5.10) is remarkable, and we have
plotted ap vs ¢/s in Fig. 5.2 to facilitate an easyvcompari—
son with the charge-neutrality calculation of a. Thus while
both calculations may be considered rather rough; using a
mocdel magnetic field, the agreement we have found here indi-
cates that the model must bear fairly close resemblance to
.the trufh. ‘Since the electron charge-density is related to
the magnetic field through ‘N/E = éonstant, and hence to £hé

current, the problems of magnetic and electric field structure
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are closely coupled. The above calculation then shows that
the sheet thicknesses expected to be produced by the proton
currents are entirely consistent with those required for charge

neutrality.

Trajectory Studies in Model Fields

In order to obtain a clearer picture of the field con-

figuration and the particle orbits which we are envisaging

"here, we have computed some proton trajectories in a model

field configuration which resembles the structure to be ex-
pected.  This has been chosen so that the flow.energies are
comparable with the potential energies, and resembles the sol-
ution to Laplace's equation at large distances (see Fig. 4.8
and discussion).

For simplicity we have taken a uniform magnetic field
which reverses as a.step across the neutral sheet. The
changes in drift-flow energy are then only associated with
changes in the electric field strength along the equipotentiais.
In order to set up the electric field structure we look for
separable sblutiohs of curl E =0 in polar céordinates de- -
fined in Fig. 5.3(a)

From this we obtain

r

= | _ 1 » 99
| E. = £(r) g(o) E, = T é £(r') dar' 33
where we impose the constraints
- Iy = o 4 -
g(0) 1 g(z)_ o] g5 (O) o .

The function £(r) may be obtained by requiring, say,
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Figure 5.3(a)

E
E£ = h (%/) along 6 = O (the neutral sheet).
O

For simplicity we take FI/Ej = (1 - ¢/¢) such that E, =

Er(r=o), and Eg < O. From this we obtain

~r
¢(x, 8=0) = o(1l - e /1y
where L = Q/‘Eo]' and hence

£ = - |E| e /L

The functibn g(®) satisfying the above constraints was

chosen to be g(8) = cos 6. We thus arrive at the model
fields
: .r ,
¢(x, 8) = ¢(L - e /L) cos 6
o A_ /1. _ lEOI L RO ‘
E. = le ! e cos 6 By = 1x/m) (L 7 e ) sin ¢

In Fig. 5.4 we show the equipotential lines and the contours
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of E/Eo; where the length scales are in units of L. The

drift flow-lines to first order are the contours of ¢i/¢

vhere
2 2 2
43 _ ¢ My c? Eg E
¢ ¢ 2 B,% es Eo

The maximum flow energy occurs at r = O where E takes its

maximum value~E6. If we thus write
2 2 c
m, ¢c“ E
2B2

then £hose pafficlés‘with initial potentialienergies in the
range O < ¢i/®:5 K will drift out of the system (across the
$ =0 equipotentiél) before feéching the neutral sheet.

For the results shown here we have chosen K = 0.4, .so that

the drift-lines are given by

¢/ + 0.4 (%;)z = éi .= constant.

These are plotted in Fig. 5.4. In Fig. 5.5 we show ¢/¢,
E/Eo and $i/s as functions of I/1, along the neutral line.

! The results of the trajeétbry integration in these
fields are shown in Fig. 5.6. The particles were started on
the lines where ¢35 = 0.1, ... 0.9 at large distances from
the origin (Y/y 2 5), with the adiabatic velocity. The
COmpﬁted orbits lelbw the iinesrof ¢4 = constant as expec-
ted; thqselparticles with ¢i/¢ < 0.4 do not reach the neutral
sheet. Particles with ¢i/@ > 0.4 ireach the neﬁtral»sheet
and then oscillate about it in Speisér—type orbits, being ac-

celerated towards the '¢ = 0 Dboundary. The initial amplitﬁée -
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ficure 5.4: Properties of the model field structure used in

the trajectory‘studies of section (5-iii). Shown (solid) are
the equipotential lines,'the first order particle trajectories

(dashed) and the contours of the electric field normalised to

‘the value of E, at z' = x' = 0. The lencth scales are in

units of L (see text). The magnetic field is taken'toAbe uni-

fo;m with a step across the heuiral sheet for simplicity.

L
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Figure 5.5(a)

. Figure 5.5(b).
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Figure 5.5(c)

Ficure 5.5: (a) The potential ¢/; versus r/L along the neutral

sheet. .
(b) The electric f1e1d E/Eo versus r/L alono the
| neutral sheet. .
(c) The initial potential %i/, of incident particlés

__at the neutral sheet versus_r/L accordlng to
" Iirst order theory. EERE
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of their oscillations is expected to be

a = - Yp
a = (/— "/3) Q

(for particles incident on a step in the magnetic field in
the presence of a uniform electric field E # Vp Bpo/c) so

that

aC/) Lo - /) k B =008 (V3 - T/ &7 /T
L O

This has also been plotted in Fig. 5.6 and can be seen to

give general agreement with the computed orbits.

A Detailed Model of the Structure o0f the Proton Current Sheet.

We shall now look in more detail at the properties of

the proton current sheet, separating the region of pure drift-

flow from the layer containing oscillating non-adiabatic

protoﬁs. The.theory to be developed is an extension of thatl
considered in Chapter 3, and uses the results of Chapter 4.
We shall first calculate the surface density at potential ¢
of trapped, accelerating protons, when the incoming stream

has flow energies comparable with e(? - ¢). (In Chépter 3

the incoming flow energies were assumed negligible). For

simplicity we consider only the case where the inéoming plasma
far éway from the sheet is uniform; the non-ﬁniform case dis-
cussed in Chapter 4 represents only a straight forward exten-
sion to the theory presented here. |

In the drift—flow'region the particle velocity can be

written as (equation (4.4))

<
I
mln
1>
Wit
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—— Proton Tro.jectories
——= First Order Drift
Paths

Figure 5.6: The computed proton orbits in the model field con-

figuration (solid) compared with the first order drift lines

- (dashed). The initial amplitude of oscillation of the particles
about the neutral sheet expected for near normal incidence on

a magnetic field step is also shown.
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and from (4.17)

%l = constant along a streamline.

' Thus the particle flux at any point is given by

2 .
- T (ep + R Z ) (5.21)

wilto

cN
F = Nv = —2
Z A4 e,

and the flux aétOSS a linerelément dL is
T mgvg?
|F ~ dL| = == aL.V (ep + B5B-) = o5, 901 (5.22)

Let us consider the proton flow into the layer of non-
adiabatic particles, where the velocity at a point on the boun-

dary of the layer is Vp (6), and

.

2
m, v
91 (9) = ¢ + SF

Since the particle orbits do not cross each other in the
drift-flow ¢;(¢) must be a monotonically increasing function
of ¢. This means that only the particles with initial poten-

tials in the range
TR CI R ¢; < ¢

contribute to the suffaqe density of: trapped pa;ticles at ¢,
as they move towards the ¢ = O boundafy. By conservation
of flux (from 5.22) the surface densify of trapped protons at
: with initiai poteﬁtiéls in the range o5 ﬁb ¢y + é¢i is
given by |

| éqNo d¢i

Bovy (2, ¢3)

dcp(¢, ¢.)



249.

(multiplying by two for particle inflow from both sides of
the sheet). Neglecting the velocity of the particle perpen-

dicular to the sheet (i.e. in the oscillation) we have

X

_ (28 (4. -
ve (41 6g) = S (e O .

Thus o (¢) is given by

b clN, e
e - <2">J@> 4

¢|“¢+M1

(5.23)

If we neglect the incoming flow energy at potential ¢, then
(5.23) simply reducés to the cdrresponding eguation in Chapter‘
3 (equation (3.38)). Note that we have assuméd that the pro—f
tons, on enteriﬁg the sheet are moving with vy > 0 (towardé |
¢ = 0), and so continue to be accelerated by the electric
field. This should be true for the field configuration we
have here, as évidenced by our computed particle trajectories.
A similar calculation could be performed for electrons,:
but, as we have seen, if mpvp2 ~ ed, then mgve? << ed and
the expression for the trapped electron density'aerived in
Chapter 3 should be valid.  Thus, for the trapped particle

we have

 decNo mp 3 % 2 % vy
as) = =—2 GEB)" {e-p)® = BT, (-m—e) 5} (5.24)
- A
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We shall assume that once the protons enter this region they
become non-adiabatic and are uniformly accelerated by the
.électric field, so that ﬁhe only proton charge pfesent is due
to non-adiabatic particles, and given by eguation (5.23).
However, electrons are clearly.adiabatic throughout the region,
except very near the neutral sheet and to calculate their con-
tribution to the charge at a given ¢ in the layer we need a
model of the magnetic field. The thin electron current layer
is again approximated by a ‘step' in the magnetic field, of

magnitude

Bi(¢) = L .

The magnetic field at the boundary of the trapped proton layer .
is given by equation (4.27) in terms of the proton velocity in
the drift-flow at potential ¢ |
i.e.

B2(¢) - 1 _TE

2 -
Bo 2ed (VP (¢) Vo

2) (5.25)
Assuming a linear variation for simplicity, we then have

. 2 2y .
. - A _ _ Ep(vp (¢)‘_Vo )
B(g,z) = B, {4+ Z a H L }} o (5.26)

o "9

for z < a, where a is the half-thickness of the non-adiabatic
proton layer. Then the surface density of adiabatic electrons

is given by

. : a
Uge = —ZeNo é dz

4 e
Ble,2z) _ -eaN, {1+ % T T 2ed

Eo

(5.27)

. R. ¢
- = 4 X
ealNg {Eo @}
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Since 'a' is the thickness of the region of oscillating pro-
tons at potential ¢, it must be related to the incoming
proton gyrolengths. For example, near ¢ = 0O, where we may
expect a nearly linear field reversal we found in Chapter 3
that for consistency between the sheet thickness and the am-

plitude of oscillations that

V.
~ P
a Q

If we go to the other extreme and have a step in the magnetic

field (like near ¢ = ¢) then elementary analysis shows
v v
- /3 - 7 P = P
a = ( /3) 5 0.7 a -

Thus we write for some x(¢) ~& (1) that

_ x Vpl¢)  y vp(d) Bo
a(e) _P_ﬂ(cb) = _P—_ﬂo = (5.28)

where B is the field value at the boundary of the trapped
proton zone, given by equation (5.25).

Then

witw

+ %} = eNOxVD(¢)

o_ () = —-eaN_ {
ae o o 5

{1 + $
(o) _ ¢ Bo

wiw

} (5.29)

The charge-neutrality condition is then obtained by equating
equations (5.24) and (5.29). The charge-neutrality of the
thin eléctron current layer will be‘considered separately
later, and we neqlect it here to obtain

¢ Bo

—5) . " |
2032020y v (o)1 = v (e) i1 + £ 59
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oxr A %
(2e (@"‘b))
mp )
v_(¢) = (5.30)
P 1+ X0+ ki Eg)}
2 ® B

Thus the charge-neutrality condition (or plasma approximation)
determines vp(¢) at the boundary of the protdn'current
layer, although the right-hand side of (5.30) has a hidden
depéndence on -Qb(¢) throughi?/Bo in the denominator.  How-
ever, by using aﬁ iterative*pfoceduré.starting with B/BO =1,
calculating vp(él‘ then sﬁbétituting into (5.25) for a new
value of B/BO etc., we caﬁ'obtain vp(¢) for various values
of x. These éfe'shown in Fig. 5.7 where we have normalized
vp () to V2 V., the velocity of a particle after accelerat-
ion from rest through the pﬁtential ® (mpv2/2 = ed, - mpVA2 =
ed . v =2 Val . The corre5pondin§ values of B/Bo against
¢/ are shown in Fig. 5.8.

The thickness of the region of oscillating protons

is given by

xvp(¢) xv_(¢) R

a = —p - P 0 (5.31)
Q(¢) Qo B
Va
which may be rewritten as (since 5= = kp)
: o
. v XB ' '
a = /72 x_ (£ () (5.32)
Py2v, B

¥e have plotted (a/%)) .in Fig. 5.9 for various values of ¥,
also included in the figure is '(a/xﬁ) from ‘the momentum
calculation. = Near ¢ = O we have'from (5.30)

mEVE2(O) - ®
2e (L + x/5)2%




] < ren
253.
4r<?
7/
7 /—
I
/
/ oo
/ )
/
/ ]
- /
w
/ 1o
1]
« 111 E
w =) |
</ |9/ .
[ o
I~
/ e~
/) I
“IQ:C‘D o ‘D// - e~ N o
- O o o o o

Figure 5.7: The values of incoming proton velocity vp(¢) as a
function of ¢/¢ (normalized to /E'VA) for charge neutrality in
" the trapped proton beam. The thickness of the beam was taken
as a = x Vp/q, and results are shown for x = C.2, 0.4, ...,

1.4, 1. 6., The line marked with crosses results from taking ¥

to be 11nearly varying from a value of 1.0 at ¢=0 to a value
of (/3 - T/3) at ¢/,=1.0. Shown dotted is the value of p//2 Va
versus ¢/ used in the trajectory studles in model flelds &

(sectlon 5- 111)
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Figure 5-8:' The values of P/Eo as a functidn of ¢/¢'at the

boundary of the trapped proton beam, corresponding to the wval-
ues of vp (¢) in Flg. 5.7. o '
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Figqure 5.9: The values of a/kp = —K—X%iil (the half-thickness

of the trapped proton beam) versus ¢/¢ along the neutral sheet.

The line marked by crosses represents the linear variation of
x (as in Fig. 5.7). ,Shown'by_dotted lines are the half thick-
nesses of the total proton current region (trapped béam'plUS'
drift-flow) obtained from the momentum and charge neutrali{y

calculations of section (5-ii).
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i m.v,.2 1
so that B/ = 1 - 5P - 3--
BO 2ed (1 + X/2)2

Thus, for pEIN] R E/Boﬁ'- 5/9 and hence

-1
X 1 .4
a(¢=0) = V2 % (—7—) (1 - ——,) = ==&
P+ xy,. (1 + X/5) J2' P
which is somewhat less than the wvalue a(¢=0)'=J% xp for the

whole current region (drift-flow plus non-
adiabatic layer) given by the momentum calculation.
However, a more significant parameter than v,(¢)

is ¢i/, as-a function of ¢/4, given by

43 ¢ myvp? ¢ (1 - ¢/g)
2 mpver ) - N (5.33)
¢ ® 2ed o {1 + —2-(1 + 3 'E—)}

which is shown in Fig. 5.10. As we stated before, this should

be a monotonically increasing function of ¢; for a given X
this is only true for x 3 1. When d¢i/54 < O in terms of
the present theory, we have a negative flux of particles into
the sheet, which in the present context has no physical mean-
ing. However, if x = x(¢) then this difficulty can be
removed for y < 1,‘ for example if x decreased with increas-
ing potential. We previoﬁsly1argued from simpie ideas.that

x should vary between x =1 at- ¢ =0 and x = (V3 - TT/3)

= 0,7 at"¢ = ¢, and if this occurs in a rnghly lineaf
féshion, ve thenAobtéin the dashed line in Fig. 5.10;-which,  '

as can be seen has d¢i/d¢ > 0 for all ¢/,.

Near ¢ = O we find

63 . 1

o %
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Figqure 5.10: The values of ¢i/é- versus ¢/ for various values

of x. The line marked by crosses *epresents the result for the

linear varlatlon of x from l to (/— - /3), while the dashed

. line shows .° 1/¢ (first order) versus ‘/¢ for the model flelds
of section (5 iii).
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so that for yx = 1 we have ¢i/¢ = 4/9. Thus protons with
initial potentials in the range ‘
49
< —
O = ¢ 23
do not enter the region of oscillatiﬁg protons, but cross the
¢ = O boundary in the drift-flow region.
Finally, if vp(¢) = cE(¢)/B(¢) we can obtain E(d)

which is shown in Fig. 5.11 in the form of

Vo E ®
(=) versus ¢/, . (Eg = "/g)
We have
Vo (E(¢)) = (Vp(¢)) B{¢)
zv, % T vy
so that near ¢ = O o EW) . : 1 - - 2)
Y2 v, Fo (1 + X/2) (1 + X/3)
and for y = 1
Vo E(&) . 10 _ 4 .37 | (5.34)

vZ vy Eo

In order to obtain a rough idea of the poteﬂtial structure
near the boundary of the proton current layéf from this elec-
tric field as a function of /o1 we have (by trial and error)
constructed a boundary potential ¢ (y) which gives;the re-
quired E(:) = (Ey2'+ Ezz)% when Laplace's equation is soived
with rectangular boundary conditions (as in'Chapter 4). Ve
remember that we found that the solutibns for the‘potenfial -

structure given}by Poiésdhfsfequation for‘the'drift—flow'When

.
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v _
Ficure 5.11: . The values of 73 3A %— versus ¢/¢ (the electric
o

field near the boundary of the trapped proton beam) for various
values of ¥.

The llne rarked by crosses~represents the result

- for linear variation of yx, while the dashed line shows the
~model" field of section (5-111).



260.

the incoming_flow is uniform do not differ appreciably from
the solutions of Laplace's equation with the same boundary
conditions. The electri¢ field considered Was that for
=1.2 (see Fig. 5.11), and (E/EO) was taken as 100 at ¢ =

X
0. Thus from (5.34) we imply that

/EVA
= 270
Vo
y - x move?
or equivalently ( 2e¢2)2 =270, Since (EE) = (—gag—)

we have, furthermore

X N
(—aE) = 7%6 =« 0,005

The result of ¢/¢ versus Z/dl is shown 'in Fig. 5.12 and as
éxpected we find that the total potential falls acroés a
region whose charagteristic length is a fey times kp. The
equipotential structure in the drift-flow is essentially the
same as those shown in Chapter 4, the boundary potential used
in thé'lattér calculations is shown as a dotted line in Fig.
5.12.

. Also shoﬁn in Figs. 5.7, 5.10 and 5.11 are the corres-
ponding values of Vp(¢)//5VA" $1 (¢) 5 and Vo//EVA (E/EO)

which were used in the above proton trajectory calculations,

given'by
Ve _ c’- E(S) o 27 Y -
,E%A ( 282 ed > (E(o) "_<O'4) (l ?i)

I ¢
3 Tt '%)

X /J—'Va( Eo> Y?:;éo‘z) (E@ B or) ( %) -
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Figure 5.12(a): The potential structure along the neutral sheet
which gives the required |E|=E(¢) (for x=1.2 of Fig. 5.11) at

the lower boundary when Laplace's equation is solved in a rectan-
- gle (as in Chapter 4). E/Eo‘was taken as 10° at ¢/¢ = 0,

(b): The boundary potential -along the neutral sheet
used for calculating drift-flow equipOtenéial structures in o
Chapter 4, 1i.e. */¢ = sin (:gil with p = 100.
_ (c): The potential along the neutral sheet of the
rodel field of section (5-iii) where we have taken E(r=0) =

100 Eqgs Or ecquivalently L = d/100._
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On Fig. 5.12 we also show the potential of the model field
along the neutral sheet, taking E(r=o) = 100 E; = 100 ¢/4

as above we obtain

Thus we see that the model fields coffe5pond fairly well to
the general results presenfed here, so that Fig. 5.6 gives us
a good gualitative idea of the fields and particle motions to

be expected.

(v) A Critism of the Above Current Sheet Theoxry

In the above theory it was assumed that the protons
become non-adiabatiﬁ immediately on entry into the region of
trapped particles, and so immediately start to be flinearly
accelerated' by the electric field (i.e. as though B = 0).
Consequently the only contribution to the gositive charge of
the laxer considered was that due to the uniformly accelerating
trappeé proton beam, this being neutralized by the density of
adiabatic electrons drifting towards the neutral sheet through

the beam. The thickness of the slab was taken as

X Vp(4) : '
a = = with x ~ G.
: Qp( ) .

-G

€

However, merely by writing. a'ﬁAVp/d .as a valid estimate of
the thickness of the trapped proton beam and hence of the_prd~

ton current layer, we do not necessarily guarantee that the
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incoming prbtoné become non-adiabatic on entry into the layer.
This is due to the ‘step' in the magnetic field produced by
the thin electron beam.  For example, if the magnetic field
at the béundary of the layer is Bl(é) s By, the expected

magnetic field structure at potential ¢ is

: B
B(¢,2) = By {+ X(§E) 5 - 31 (5.35)

2

and hence the scale length ih;the direction of the incoming

particles (roughly the z direction) in the current layer is

. p .
L, = B(ﬁ;:) a X ta; * X(v,,/_;z) >}< (5.36)
e | _B. -4>}

For example, at ¢/¢ = 0.9, By = B, and hence

v
LB=9(§E).

In Fig. 5.13 we show LB(¢)/(V (¢), at the boundary of the
, Q%dn)

trapped proton layer, i.e. z = x(vp(¢)/g(¢))

B
Lp(®) 1/Bo

@ﬁilil) {E_ - ¢}
Q(4) B, |

from equation (5.36), where we have taken x to be linearly

yarying between x =1 at ¢ =0 and x = (V3 - T/3) at

¢ = o, For LB(é)/(Vp/P) > 1 the protons remain adiabatic
M : ’

as they move into the beam as far as the magnetic gradient

concerned. At the centre of the proton beam (i.e. the edge

of the thin electron current layer, z = O in equation 5.36)

we have
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Figure 5.13: The ratio of the magnetic field scale

over the particle gyrolength:at
(a) the boundary of the trapped proton zone, and at
(b) the boundary of the eléptrcn current sheet.
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I X ¢/q: "(vp(¢))
Bt B 3, e,
B, ©

while the appropriate gyrolength is

Vp, (2=0) mpczE (8) Vp(é) Bl 2 5. 2
—_— ~ _— =~ (—B—) (E)
Q (z=0) e BOZ(%) Q(¢) o
Hence
. , g
Lp(2z=0) x (°/¢)
. . By 2 By

(——L——V (2 O)) - (ﬁ—l ?Bi - %)

(z::o) O (@]

Whiéh is also sﬁown in Fig. 5.13 taking the linearly varying x.
Again, if LB/(%Q) > 1 the protons are adiabatic at the centre
of the beam, before they cross the neutral sheet, as

far as magnetic gradients are concerned.

The scale lengths of the electric field may be estim-

ated from

E LE s @
so that
. /5 v 2
- 2ed \ Vp.o A Vp '
Lp . (E;VEY)(Q ) = | o ) (Q ) ) (5.37)
o My, V2
Typically, near ¢ = O we obtain —ggg— ~ ¥ (see Fig. 5.7)
‘so that |
. VD
LE ~ 2_ (-—-)

"Q

while for higher values of ¢/,, 'say, near ¢/, = 0.9,

Vp//f'VA ~ 0.2, giving
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V.
Ly = 25 (52) .

We have plotted LE(¢)/(§B) against ¢/¢ from equation (5.37)
in Fig. 5.14. '

Thus, from the model, the scale lengths of the elec-
tric and magnetic fields are of order (VP/Q) near ¢ = C,
while for higher values of ¢/¢, we expect the protons to
obey the drift-equations as they move through the trapped pro-
ton zZone towards‘the neutralTéheet. T:It is only after they
cross the neutral sheet and become truly non-adiabatic that
we can count themxas being part of the trapped beam. How-
éver, the density of these adiabatic protons flowing through
the trapped beaﬁ can be different from that of the adiabatic

electrons, since

where.ie-is very nearly unity. Outside the beam the neut-

rality condition is simply Ap = 1 (for the case of uniform
inflow), giving Poisson's equation for the drift~-flow derived
in Chapter 4. If Ny is the beam density at some point, the

new nedtrality condition within the layer becomes

'  Np B :
== a-g 52
P o
or
E Ng B
c : = . 2B ~o
3 v E = 7 '

o
where G = eB/mpc.
On a more gualitative basis, since.xp is a power series

'in 9p/; = VP/QL_ we may expect it to have the §roperties,¢f ,
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Figure 5.14: The ratio of the electric field scale length .

over the particle gyrolength at the bddndary of the trapped

proton zone.
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1

1 g, (G2
1= 975 1L+3$+ ) + .00

Thus, the net negative charge density of adiabatic particles

in the layer is

: NoR
- = -9 (9p/

N N P/1,)
( € p)ad Bo ( !

whereas in the above theory, we assumed gP/L = 1 upon entry,
and neglected the adiabatic protons. ‘

A detailed calculation of the properties of the sheet
based on these ideas has not yet been carried out. However,
since we are now attempting to balance the beam density against
the density difference between adiabatic protons and electrons, '
rather than electrons alone, the result must be an increase in
the electric field and sheet thickness and a decrease in beam
density over the results obtained above. Qualitatively there
can be little difference.

We have, however, neglected one possibility in this
discussion, which would validate the above theory,'but this
has not been investigated in sufficient depth to raise it above
the level of a suggestion. There may exist electric fields
localized in the trapped proton layer arising from differing
density distributions between the trappéd beam and the adia-
batic particles. Such an electric field woqld‘redistribute
the densities within the thickness of the layer in order to
satisfy the plasma approximation. . These electric fieldé'are
on the scale length VP/Q' the thickness of.the beam, and may.
be of sufficient stfehgth to make the protons become non-
adiabatic immediately on entry into the layer. |

If we consider the adiabatic electron density_within

the'trappéd prdton beam, this is a2 maximum at the boundary,
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and decreases with the magnetic field towards the centre of
thé sheet. Since vp(¢) decreases with inéreasing ¢[¢ ’
and oscillation amplitude decreases as particles accelerate
along the sheet, particles in the beam at potential ¢ coming
from higher potentials will tend to have amplitudes of os-
cillation less than vp(¢)/Q(¢). We may expeét'therefore,
that the beam density will be larger nearer the sheet centre,
or at least réigtively constéﬁt aéross the thickness of the
beam. It is thus sensible-éé consider the effects of a posi-
tive potential localized within the beam, the form of which

“is shown in Fig. 5.15.

TRAPPED
PROTON —
BEaM

Figure 5.15

Incoming protons are reflected out of the sheet by the electric

field Ez, so long as

2
ny > 2R
2e

where 4¢ is the potential difference between the centre and
. edge of beam at a given y. They are then turned round (back

into the sheet) by the magnetic field, gaining energy, and
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then penetrate further into the sheet, only to be reflected
again. Protons thus oscillate about the line where the elec-
tric force E,, and magnetic force VyBx/c balances. We
expect the velocity along the sheet to increase uniformly as

it is accelerated by F the velocity in the oscillations re-

yr
maining roughly constant at the incoming (perpendicular)
particle velocity. When vy has increased so much that the
electric field E, can no longer balance the Lorentz force,
the particle crosses the neutral sheet and oscillates symmet-
rically about it, continuing to accelerate in the electric
field. Thus a positive potential has the effect of redistrib-
uting the protons in the manner desired, and should also cause
them to become non-adiabatic at the edge of trapped proton
beam.

We have studied these effects by computing some proton

trajectories in model field configurations, where the electric

field was taken as

o« Eg m Tz,
——i—-——sn.n ('5—') lZl < a
Ey.= EO EZ =
o) - z] > a
so that the potential field is given by
a E5 a .
- E, vy + ~—79—— (cos (%5) + 1) | ]z[ < a
¢'=
-E, Yy S lz| 2 a

where we have taken the y = O egquipotential outside the
sheet as the arbitrary zero. This equipotential,crosses the
neutral sheet at y = oa (see Fig. 5.16).

The protons are assumed to be moving adiabatically towards:thé
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[e—— Q. —

Figure 5.16

sheet, with velocity vp = CEO/BO' and hence having energy

m.c2E~2
e = -§~—_%— . They will thus be reflected by the localized
' Bo v - 2 2
m,c°E .
potential if eaEga > ;g—g-%— or o 3z % if we
o
2 .
v mpc“E
put a = 3B = TR Eo

e Bo

As our example we take B, = B, (z) = Bg sgn(z) so that the

line about which the particles oscillate is given by

o E5g m sin 12y . = VzBo
2 c
4 .2e, aEga TZ .
where vy, = (=) {- —— (cos (77) + 1) + Eg v1l

Tp
assuming that we start the particle at y =0 with ]zf_z a.
- Thus the line is

(ﬁz__‘ sin (1?))2 + %o (Cos(lt&z')'”) - (5.39)

il

H/ﬁo

where g, is the initial gyrolength of the particles,

'= mEczEO
 eBo?

‘' The computed particle trajectories are shown in Fig.
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5.16 for o =0, 2, 4. When o = O (no localized potential)
the particle mdves adiabatically towards the sheet, and the
initial amplitude of the oscillation is (V3 - */3) do =
0.685 g5, as expected for the cycloidai motion in uniform,
crossed electric and magnetic fields. This amplitude defines
the sheet thickness in this region, éo Qe put a = (V3 - Tr/3)go
in the eguation for Ez(z) when o # O.

The orbits for « = 2, 4 are also plotted in Fig.
5.1&? and show the anticipated oscillations about the line
where E; and vyBy/. balances, gilven by eguation (5.39); this

is also plotted in the figure. This motion may be further

understood by considering the effective potential for the

motion perpendicular to the neutral sheet. If we write
dvgy 3V -\ A VyBx
mp aE = T3z | where 3z . - e(EZ - p )

then the equivalent potential 'V(z,t) in the sheet is given

by

. v Z
V(z,£)-V(o,t) = e {¢(z,y(£))-¢(0,y(£))+ ¥ J B (z)dz)

O

where we consider vy to be independent of z. We define the

value of V(o,t) such that V(z,t) = 0 when Vy = 0 and

z = a, so that the particle is incident on the sheet at zero

potential, i.e.

Vio,t) = e {¢lo,y) - ¢(a,y)?} .
Then’

. o _ Z B
V(z,t) = e {8(z,y(E))=¢(a,y(£))+ =L | By(z)dz)
' ' : ) ' : o.. - .
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Figure 5.16: Computed proton trajectories»ih the-model_fields-
The dotted line is the line

of section (5-v) for o = 0,2,4.
along which the electric and magnetic forces balance for the
incoming particle, and about which the particles initially
oscillate. L |
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and using the given fields

©. oE 7B .
V(z,t) = ea {2 (cos (Z2)+1) + L2(Z)sgn(z)} (5.40)

The first term is simply the electrostatic potential which re-
pels the protons from the sheet, while the second term, pro-
duced by the magnetic force, turns the particles back into

the sheet when v, > O. If we write v, = B(t) cEg/ for
Yy - Y Fo

some value of B, and normalize V(z,f) to the initial kinetic

energy of the proton eqo =.‘mpCZE02/ZBO2 we then find that

go

V(z,t
(a

€o -

) = {a(cos(Z2)+1) + 28 (%) sgn(z)}

4, for various values of 8 in

and this is plotted for «
Fig. 5.17. It shows the minimum in the effective potential
about which the proton oscillates; it also shows that there

exist two solutions of E, = vyBy/. for a range of B8 corres-

ponding to
aa ‘ T2 Ymax
29,0 (COS (g") + l) < y/go »5. | go.

in equétion (5.39), (see also Fig. 5.15?. However we now
see that the solution with the‘highef value of z at a given y
represents a minimum in the effective potential about whiéh
.‘the particle can oscillate, while the lower z solution is a
.maximum.in the potential about which the particles cannot
oscillate. As vy increases (8 increases), the mihima move
towards z = O, and become 1ess cdeep, such that the’ﬁartiéle
eventually has sufficient energy to escape from the potential

well and start to oscillate symmetrically about the neutral
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aln

Figure 5.17: The effective potential of the electromagnetic
field near the neutral sheet for the mwodel fields‘(a=4)'of sec—

tion (S-V) for various values of 8 = —2Xy ., as the particle
(EEQ) '

accelerates along the sheet Bg

(8 increasef) the
minimum in the potential about which the particle oscillates
Eecomes shallower, and eventually it is able to escape and move

syrmetrically about the neutral line.
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qgure 5.18(a)
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f‘igtire 5.18 (b) o
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Figure 5.18: Proton velocity parallel to the neutral sheet

versus time from entry into the trapped beam (marked with the
letter 2) for the computed proton trajectories of Fig; 5.1¢
and section (5-v). Neutral sheet crossings are marked by an
arrow. The trajectories are compared with that of a particle

uniformly'aqéelerating in the electric field from rest,

. . V -
i .-e - J = t
(EE0) FpC
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sheet.

In Fig. 5.18 we have plotted Vi agaiﬁst time, which
shows the expected result that for o« $ 0 the particles start
to accelerate along the sheet immediately on entry, while for

o« = 0, we have adiabatic motion until the neutral sheet is

reached. For uniform acceleration from rest in the field

Eo we would obtain the straight line v, =e Eo/mpt, while for
uniform accelefétion from an;initial yelocity CEO/PO '

vy =e Eo/mpt + %59 and théée lines are alsoc shown in Fig.
5.18 for comparison. (t = 0 is the time of entry of the

particle into the trapped proton layer, z = (V3 - /1) go) -
Finally, we note that the trapped protons are redis-
tributed about the sheet by the potential such as to tend to

neutralize the assumed charge densities.

The Properties of the Thin Electron Peam

The majority of the present work has been. devoted to
the study of theAproton current sheet of dimension kp << 4,
across which falls the Alfvén potential ¢. All the plasma

entering the sheet enters in this fegion, and it produces a

thin beam of electrons moving towards ¢ = & which provides

the current for the remainder of the neutral sheet.  Within

the proton current sheet we have assumed that the electrons

‘remain adiabatic until véry close to the neutral sheet, where

adiabat;city.breaks down due to the scale lengths of the mag-
netic field. Ke havevnot been lead to suggest the existance

of electric fields whose scélé 1ehgths are COmparable.with

. Ve/9q, such that MevVel? ~ e¢. If this is'ﬁrue, the WKR
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theory uséd in Chapter 3 should be adequate to describe the
properties of the electron current sheet. However, the de-
tailed structure of the sheet still poses considerable prob-
lems, bearing in mind that the electrons enter the sheet with
widely different initial conditions, depending on ¢/¢. Conse-
quently we shall restrict ourselves to.a much simpler problem
in our investigation of the self-consistent magnetic structure.
. Ve shall consider the problem of the self-consistent magnetic
field structure set up by a beam of electrons entering the
sheet at potential o5 and being accelerated aloqg the sheet up
to the potential 9. If, fof’instance we take -¢i = ¢/2 then
the results of this problem should give a good indication of
the structure to be expected. From Chaptér 3 we recall that

the oscillation amplitude and velocity amplitude of particles

in a magnetic field structure of the form

By (t) z(t)

B(z(t))
a(t)
is given by
- - 2() ~ _ A meCV (t) % .
200 = V2 (8) = Yz, Giryenin) (5.41 a,b)

a(Eyepy (t))

We see that"E = %o and Qz = 620_ when
Ve (£ . -
Yylt) a ' (5.42)

Q(t)

For consistency, the initial amplitude of the particle oscil-
lations must be equal to the sheet thickness and from Chapter

3, we found that

VZj__ ((bi)

a(t=o)_. = ———
' 9(t=o)‘
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where t = O is the time of entry of the particle into the
sheet. For times t > O, vy increases, and as a first approx-
imation

(£) = {28 (s(t) - )}% s> o (t)
vy * me M £ A

whereas, from (5.41la) the oscillation amplitude, and hence

A a(t), decreases. Thus (5.42) is only satisfied when vy(t) =
VZi(¢i) i.e. very near t = O. Thus, in the formulae (5.41a,b)
20 and 320 are the initial amplitude and velocity of the os-

cillatory motion on injection into the sheet, given by

~

ZO = a(t:o) ~

()

~
Vzg = V i

Z2i

and we put vy Z a(e) (@) = v, . (¢i) at t = 0.

Zi
We also have B, (t) = QLEL'BA, so that
1 o] o
A . - .
2@k =~ Vz; (&) ) [ » (5.43)
P (X N
o.(t)(SB_(E))_(LO
and 2 _
¥z (£) (4) (&) * (5.44)
z = Vziloy ¢ (£) SRR
' a(t)(—E——)QO
P
‘where Gg = ;E% . If the magnetic field structure is to be
consistent with this beam of partiéles then a(t) = z(t), so

that for consistency we obtain from (5.43)

Vzi(¢i)  i3 (%)90 173

¢ vy, (t
&9, Tyt
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N
or ase Vi) (E vi;(4>;)>3
' b, vy (B

Yz,

_2 Yéigfg (fji Va; ()
P (28 (o-9i))"

From the properties of the proton current sheet where the elec-

trons enter the sheet, the initial velocities VZi(¢i) are

such that
Vo . 2
Inp.___zi_ ~ Keq;
2
i vi Tz Re 5 x
giving oo (mp) (2K) °, p
Thus v A
e C’-;f)‘(;t)%{ mek® 1% 5
Mp/ .
o) V¥ Lmee-ed] TF

)

% K }%,
—— X
{(A>-4a) F (5.45)

and when ¢ = ¢, and taking ¢35 = %/5, K = 0.2 (from Fig.
5.10), we finally arrive at the thickness of the electron cur-

rent sheet on emergence from the proton current layer

a = (m—) . x
D p

7 o
Now (Mp/mg) /6 = 6 x 10 3

3, and.'prz 600 Km for Ny = O.1 cm

and %, 22000 Km for N, = 0.0l cm °. Thus, from the theory

. we arrive at the following estimates 6f>theASheet thickness
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0.1 cm—3

4]

u
143

-0.1 Km for N,

0.01 cm—3 .

[}

u
4]

0.3 Km for Nj

Before leaving the problem of the self-consistent magnetic
field structure we should like to show that the procedure adop-
ted above to determine the sheet thickness i.e. matching

a(t) to z(t) of the WKB solution gives results consistent with
a more usual 'fluid'-like approach, based on ipressure balance'.

For hydromagnetic equilibrium

R . (5.46)
c :
s . nvy?2
and writing j = nev, and Vp = —=— M, we have
nevy B, nv, vyl
= ; Or a = _—— (5.47)
C ' a Qovy
From the 'self-consistent' WKB theory we have
vy % z
v = v (__Z_) z = o (5.48 a,b)
z . Zo ‘a Q4 : ——%
T
o
taking B;(t) = B, for simplicity. Thus v,z = constant.
For self consistency we put z = a and zg = %EQ
, o

hence obtaining
2
Vzo

QoVz (5.49)

Thus, if (5.49)-énd (5.47) are to be consistent we reguire that

vy, 3 = Vzo,? v, from the VKB theory.

Yy
From (5.48) we have
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v, %
3 = 3 (—Y
Yz Vzo© (3 90)

while from (5.48b) we have for consistency between the oscil-

lation amplitude and sheet thickness a

a¥ = 2o, _ Y20 1
. Vy. 4 0 V-
(az) o (ﬁx) *
*o o
A ¥ @ vy 2
3 = 3 (Y -0 A = 2 ' -
Thus v, Vzo (QO) (VZO) (Qo) Vzo vy ' the re

" guired result.
Finally, we turn to the guestion of the charge neutrality of
the beam. At a potential ¢ in the sheet its surface charge

density is given by

4decNg me X
de((b) = - Bo ('55) $
m
which, while a factor of (Ei) smaller than typical values of

the trapped proton density, still requires the plasma approx-
imation to be valid. The -only source of neutralizing positive
‘charge is trapped protons moving towards ¢ = O, whose density

is given by

_ _ 4decNg My _
o, (6) = B (5a) (2¢)

(the flow energies into the sheet outside of the 'proton current
sheet' must be much smaller than e?). Thus, for charge neut-
rality we simply obtain

2

me .
(1 + =)
Tp

for the electron current sheet. We interpret this result as -
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indicating that a potential drop of °/(1+me/mp) occurs across
the proton current sheet of dimention %p' rather than ¢,

and the remainder falls across a small region near the other
boundary, where a small flux of protons enter the sheet, neut-
ralizing the electron beam as they flow towards ¢ = O (see
Fig. 5.19). These particles must be contained‘gholly within
the electron cupxent sheet which, as ve have seen, is expected

to be of dimension

o /6
~ £ .
a (mP)l Xp

This can happen provided that this sheet thickness is of oxder

’Vp/Qp for the ihcoming protons.
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On this basis the characteristic length of the region of in-
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coming protons should be given by

Mg m Y
e ¢ e .
< 2 =) X ~ 3%

L =

which is again much smaller than 4d.

/¢
. : Ma d
We also have o (ﬁ_) (;—)
le) P P
so that
E . o for Ny = 0.1 em”3
E
o
. E - 3
and ¥ = 0.03 for Ny = 0.01 cm .
(o) .

Conclusions

The basic properties of the system may be summarized

as follows.

(i) Nearly all the potential drop across the sheet occurs near
the boundary where the protons leave the system. The charac-
teristic dimension of this . region is *p’ so that
2 2
m, vp mpC“ ¢

=

- G .
2ed 2}32e=,=p2 -

¥

Thus drifting protons in this region have energies comparable
with e%, and hence many drift out of the system before reaching

the neutral_sheet.

' (ii) Those protons reaching the sheet and performing the non-
adiabatic oscillation about it, form a trapped proton beam near

the neutral sheet, the charge density of which must be neutral-"
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ized by electrons adiabatically drifting through the beam to-
wards the neutral sheet. The thickness of the sheet is again

of order % _. ‘-
P

(iii) Over most of the sheet the current is carried by elec-
trons which are neutralized by a few protons entering the sheet
near the ¢ = ¢ Dboundary. The thickness of this current

m
sheet has been estimated as a few times (—3) %p.
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CHAPTER 6

DISCUSSION, CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK

This thesis represents a first attempt to consider
the self-consistent properties of a neutral sheet, where the
current is provided by a collisionless plasma surrounding the
field reversal region. It can now be seen that evaluating
the currents by simply writing an Ohms law of the form

E+2 "B - 3/

with a constant conductivity o, as in the 'fluid' theories,
effectively suppresses all the interesting physics of the
collisionless system, However, since this has been a first
attempt at a somewhat unorthodox plasma physics problem the
methods used to analyse the system have had to be specially
developed for the purpose. Even where previoué theories have
existed (e.g. the drift-flow of cold plasma, the WKB approx-
imation for particle motioﬁ in a neut;al sheet) éonsideréble
extensions wére found to bé necessary before they cquld be
~applied to the problem. Even so, the approach has necessar-
ily been rather crude, for example by considering the plasma
approximation for the“surface charge density' in the trapped
particle beams, rather than.a detailed point by point Np = Ng-
However, we feel that the quaiitative results we have obtained
should be valid, if not the details of the quantitative ané--

.wers, since. these rely on several approximations, and a little

intuition.



A criticism of the theory developed here has already
been given in Chapter 5, its shértcomiﬁgs (witﬁin its own
terms) being pointed out.and discussed. While these comments
and suggestions for improvement might be cénsidered'with some
profit, it seems likely that extensions of the sort of analy-
tic work we have been investigating here will not yield con-
siderably more,ﬁnderstanding of the basic principles involved.
Significant imprbvements of.ﬁﬂderstaqding will probably only
be possible by conducting aiﬁomputerlsimulation of tﬁe system
in all its complekity,‘and éhis is quite a formidable problem.
Howevef, direct extensions of the theory in several directions
are possible, |

Firstly, it should be pbssible to ‘extend the theory
given here to include a thermal (rather than'cold) eﬁternal
plasma. For instance, in the drift-flow region we should be

able to write

- S B, my?
—Yd-—q?. 2(q¢+2 +Wth)
where W, is the thermal energy of the particle, which becomes
a function of position through the conservation of the first
adiabatic invariant (the magnetic moment p to first order).

The first order thermal drift term,is then

~ VB

qym

_ cu

i.e. the well-known 1B—drift. However,-the_modificatioﬁ to
the theory by including therinal effects should be small unless
Wth > mpvdz/z, and since mdez/z ~ et in the interesting

regions, this becomes Wy, > e¢. . The problem then becomes
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less interesting from the plasma-energization point of view.

A much more interesting'probleﬁ would be to consider
the effects of a small component of magnetic field perpendic-
ular to the current sheet. As we have seén, this has the
ef fect of turning particles around in the sheet. as they are
accelerated along it by the electric field, until they are
ejected along éhe magnetic field lines. As a first problem
we might consider a normal mééhetic field small enough to
leave protons uneffected bu£ strong énough to significantly
modify the electrbh trajectéries. If‘the electrons gﬁg ejec-
ted from the sheet, this immediately raises questions about
the current sysfem and charge neutralization of the ejected
pérticles, and at the present time it seems unwise to make
firm predictions as to the probable answers. Howevér, it is
possible that even with such a normal magnetic f£ield, elect-
rons may be preventéd from leaving the current sheet by the
magnetic mirror effect or a potential drop along the field
lines near-the current sheet, or a combination of both. Some
interesting future work along these lines seems promised, es-
pecial%y as it is likely to be the situation appropriate to
the gegmagnetic tail quite close to the Earth during substorms.
(Chapter 2, section (iv)).

Another question which we have not considered yet in
great depth is the magnetospheric consequences'of the results
obtained, notably the localization of the potential drop in
the current sheet near the dusk boundary of the tail (over
'a distance ~ 1 Rg) which is demanded for self-consistency.
| Figure 6.1 shows the Eérﬁh's,north polar cap.duriﬁg 

quiet times, where we have plotted (a) the precipitating
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eélectron 'soft zone' for Kp < 2 (adapted from Hoffman and
Berko (1971)); (b) the region of 'transverse magnetic distur-
bances' for Kp < 2+ (Zmuda et. al., 1970); and (c) the region
of open field lines. We recall from Chapter 2 that the day-
side soft zone is associated with magnetosheath plasma enter--
ing via the dayside neutral line (or lines), while it was
argued that the nightside soft zone is associated with the
tail plasma sheet. The region shown in Fig. 6.1 isvthat for
which there is greater than 40% probability of observing soft-
zone fluxes (with Kp < 2). Being a statistical distribution,
however, it should be noted that the width of the region at
any local time will'be rather narrower than shown, and as a
warning we have plotted along the noon meridian typical ex-
tents and positions of the dayside soft zone for K = O to 1
and Kp = 1 to 2 (taken from Hoffman (1972)). In addifion we
have plotted on the.midnight meridian the latitudinal extent
of the plasma sheet during quiet times as indicatéd by the
magnetic field studies of Fairfield and Ness (1970).

The soft-zone fluxes produce enhanced ionization iﬁ
fhe ionosphere, and lead to the formation of high conductivity
strips (the dayside and nightside auroral zones), which are
broad in 1ongitude;'but narrow in latitudinal extent. Mag-
netospheric electric fields can drive Hall of Pedersen currents
either north-south or east-west along these strips, and we
assume, in accordance with many recent.authors,‘ﬁhat current
continuity is maintéined by field-aligned currénts flowing in
or out near the boundaries of the strip (Bonnevier et. al._.
(1970), Heppner et. al. (1971), Coroniti and Kennel (1971)).

If the conductivity gradients are more gentle than we have
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Figure 6.1: The north polar cap for guiet times showing (see
text for full description) :

Electron soft-zone. — — — Region of 'transverse
magnetic dlsturbances :

X—X—=—X Typical noon meridian extent of soft zcme for Kp =

0 to 1.
----- --- Typical noon meridian extent of soft zone for Ky =
1 to 2. . 4
------- Midnight meridian extent of quiet-time plasma sheet.

@'H. KE valui and position of electrlc field reversals
27) &

+em=<—. Estimated boundary of Open fleld llnes for crulet
tlmes., o :
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implied here, then field-aligned current densities will be-
come correspondingly more distributed. The north-south
currents and their field-aligned continuity currents form a
system similar to a long solenoid (Fig. 6.2(a)); this sys-
tem produces little magnetic perturbation outside the region
enclosed by the currents (i.e. on the ground), but the field
inside becomes 'tipped' in the east-west direction. Such
'transverse magnetic disturbances' are assumed to be those
observed by Zmuda et. al. (1966, 1967, 1970) and Armstrong
and Zmuda (1970), and should thus be associated with the soft
zones as shown in Fig. 6.1 ~ On a smaller scale, such current
systems are associated with the enhanced conductivity inside
an individual quiet-time nightside auroral arc (length, sev-
eral thousand Km east-west, width ~ 10 Km north-south), as
has been shown by Cloutier et. al. (1970) and Park and
Cloutier (1971). | A current driven along the strip, with
its field-aligned continuity currents, as shown in Fig.
6.2(b), will cause ground perturbations, and is assumed to
correspond to the current systems of the substorm expansion
eastward and westward electrojets, as has been suggested by
Bonnevier et. ai. (1970) , Heppner et. al. (1971), and shown
to . be the case by Kisabeth and Rostoker (1971). In both
current systems (Figs. 6.2(a,b)).the field-;lignéd currents
are assumed to close in the magnetosphere. |

" The region of open field lines in thevpélar cap
(Fig. 6.1) Has been drawn to coincide with the equatorward
béundary.of the‘sbft-zoné at noon for 'Kp =,O to i,' and with |
the polewardAboundary-ofAthe plasma sheet at midnight} ‘Thus

at noon the boundary_latitude is A ~ 789, which agrees
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A8 (b)

Figure 6.2:(a) The solenoid system produced by currents driven

across the high-conductivity soft zone ionoSphereﬁ
(b) The electrojet system produced by currents driven

along the high-conductivity soft zone ionosphe:e.:
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'with the field lines mapping into the magnetopause, according
to.the magnetic model of Fairfield (1968), and also with the
lower boundary of the dayside auroral oval of Feldstein ,
(1966) for K, = 0 to 1. At midnight the boundary is at

A~ 769, and is just polewards of the plasma sheet soft zone
poleward boundary if these particles are produced by accel-
eration in the X-neutral field configuration in the tail
(Holzer (1971)). In the dusk and dawn quadrants the boun-
dary of open field lines maps into the magnetopause along

the tail flanks, and this will be.approximately an equipoten-
tial, being a boundary between oppositely directed flows,
towards the sun in the magnetosphere, and antisolar in the
magnetosheath. Thus in the polar cap the direction of the
electric field reverses across this boundary, as has been
observed by Cauffman and Gurnett (1971) and Maynard (1972).
The observed positions of this reversal of the electric
_field direction in the dusk and dawn quadrants for northern
hemisphere passes with Kp = O to 2+ has also been plotted in
Fig. 6.1 |

The flux contained within the region of open field
lines thus obtained is approximately 4 x lO16 maxwells
(gauss-cmz), which is also the flux in bne of the tail lobes
at the lunar distance (diameter ¥'50 R, B = 10 Y).

In Fig. 6.3 we show the expectea.region of open
field-lines prior to subétorm breakup, which has been deter-
mined on the above bases from the positién'of the dayside -
soft zone.for:Kp = 4.t§ 57(Hoffman'(1972)) and the plasma
sheet soft zone for the substorm growih'phase indicated by

Fairfield and Ness (1970). The noon boundary latitude of
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Figure 6.3: The north polar cap prior to substorm expansion,
- key as for Fig. 6.1. The soft zone data forvdistufbed
times are not currénfly available, but its position is
indicated by the region of transverse magnetic distur-
~ bances. o |
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~ 720 is corroborated by the resuits of Akasofu (1971), who
showed that the dayside auroral forms can move 59 to 7°
equatorwards from A ~ 78° to 80° as flux is removed from the
dayside magnetopause during the growth phase. This is con-
sistent with inward displacements of the dayside magneto-
pause by 1 to 2 Rp observed by Meng (1970) and Aubry et. al.
(1970). In this diagram (Fig. 6.3) we also show the region
of 'transverse magnetic disturbances' for Kp = 3- to 5+
(Zmuda et. al. (1970)) which relates to the position of the
soft zone as above, and the position of tﬁe eiectric field
reversals in the dawn and dusk quadrants for Kp 2 3 from
Cauffman and Gurnett (1971) and Maynard (1972).

The flux contained within the region of open field-

16 maxwells, such that = 2 x J.O16 max-—

lines is now = 6 x 10
wells have been transfered from the dayside magnetopause
into the open-field-line regién (tail) during the growth
phase. This is in agreement with'Aubry et. al.'s (1970)

16 maxwells.

data, which indicate a flux transfer of = 10
In Fig. 6.4 we have redrawn the region of open field
lines in the nofth polar cap for disturbed periods as des-
cribed above, and then schematically indicated the paths of
the feet of the field lines (i.e. the equipoténtials) within
this region as required by our aﬁalysis of the tail electric
field structure for the straight field-line model. We have
also indicated how the.equipoéentials are expected to close
at lower latituaes, assuming that the.localiéation of the
‘potential drop-nearbthe dusk bcundary of the tail néutral

- sheet relaxes towards a uniform electric field cioser to the

Earth., Our straight field-line model, as discussed in
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Schematic diagram of polar cap flow recuired by

po)

Figure 6.4

In addition -

our analysis of the tail electric field structure.

we show the polar cap Byt cloud tracks_of Heppnef-ét. al. (1971),

and selected auroral zone tracks from Haerendel and Lust (1970).

Regions of positive (++++) and negative (----) bay disturbances

are also indicated.
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Chapter 2, is valid only in a region where B, is small enough
such that particles entering the current sheet and acceler-
ating along it, exit into the magnetdsheath rather than élong
a tail field-line towards (or away from) the Earth. The
region of the tail where'protons have the former history,

may be of considerable extent (X < - 20 Rg) during the growth
phase, since we only require B, < 0.5 y (Chapter 2). It

is reasonable to assume that the localized potentiai drop
should exist with this region, since in the straight field-
line model it results from all incoming protons flowing in
the current sheet towards dusk boundary (we have not con-
sidered the electron motion for éuch large B, values, however).
Closer to the Earth where B, is signifiéantly larger, the
proton orbits in the sheet become.small compared with the
tail width, and in such a case there is no a priori reason

to believe that the electric field should be non-uniform.
This is where the plasma sheet should form, and as we have
drawn in Fig. 6.4, we assume that the localized potential
drop relaxes towards a uniform electric field in this region.
We should note that the localized potential drop may exist

iﬁ an extensive region of the tail; this maps into an extreme-
ly thin latitudinal strip on the polar cap, since_the'amount

15 maxwells) .

of flux involved is very small (< 10
It can be seen that our model predicts considerable

effects in the polar cap and auroral zone flow pattern..

We shall ihterpret these in terms of obsérvations during sub-

stofm breakup and expansioh phaSes; to which they clearly

| - apply. Firstly, the polar cap (open field-line) flow should

be basically antisolar in ‘the daytime.and evening sectors
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(i.e. a dawn to dusk electric field), but should be nearly
westwards in the midnight-morn;ng region (i.e. a northward
electric field in the region above the aurorai zone) . The
only vector electric fieid measurements fqr the polar cap

. . . +
region so far published have been via three Ba vapour re-

leases (A ~ 759), and a balloon-bourne double 'probe (A ~ 789).

The barium releases (Heppner et. al. (1971)) were conducted
during substorms (with Kp =:3), in the local time sectors
17:00 to 18:00 and 02:00 £9363:oo, and directly confirm the
flow pattern we find here.,. The Ba; cloud tracks have been
drawn in Figqg. 6;4 for comparison; electric field strengths
- were 20 to 40:mV/m. The balloon data (Mozer and Manka

(1971)) indicate that in the local morning sector of the

7

polar cap a (growth phase) westward electric field is replaced

by a northward electric field of ~ 20 mV/m at substorm ex-
pansion, which also agrees with our result.

In the night—side'au;oral zone (which we identify
with the lowish latitude region of the soft zone), the flow
is predominantly eastwards‘(i.e. a southward electric field)
in a region extending from late evening into late mbrning,
and is westward (i.e. a northward electric field) from late
afternoon to early evening. -It has been consistently shown
- from rocket-bourne d&ublevprobes (Mozer and Bruston (1967),
Mozer and Fahleson (1970), Kelley et. al. (1971), Potter and
.cahill (1969), Potter (1970)), Ba® vapour releases (Féppl
et. al. (1968), Harendel and Lust (1970), Wescott et. al.

(1969); (1970)) and balloon-bourne double probes (Mozer and

Serlin (1969), Mozer and Manka (1971), Kelley et. al. (1971

(a)), Mozer (1971)) that northward and southward electric

'fiéldsvare,to’be found during substorm expansions in the
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regions indicated. The balloon-bourne experiments have fur-
ther shown explicitly that during the growth phase, the.electrié
field develops a westward component (ile. DP2 activity), with
the north-south field associated only with substorm e#pansion.
This latter field component drives strong Hall currents along
the highly conducting soft zone strip, leading to negative bay
disturbances in the region of southward electric field and
positive bay disturbances where the field 1is northwafd,'as
shown by the barium vapour experimenters. These currents are,
of course,.the eastward and westward electrojets. ~ However,

it has also been shown that the strength and position of the
electrojets are more highly dependent on the ionospheric con-
ductivity profiles, rather than on the electric field strength.
Thus the electrojets form where the conductivity is high,
rather than where t_iae electric field is high. Conductivity,
produced by precipitating particles on the nightside, will

be low for field lines connected to rapidly convecting regions
of the magnetosphere where the magnetospheric particle life-
times are much longer than flow times (even in the strong dif-
fusiop limit), but becomes much enhanced (two orders of mag-
nitude perhaps) for ionospheric regions connected to slower
flow, where loss times are comparable with f}ow tiﬁes (Kennel
(1969)) . Thus we expect the conductivity to peak near the
equatorward boundary of the plasma sheet electron soft zone

.(l ~ 65°) if we interpret this as such a precipitation boun-
dary. This then, is the region where thé éléctrojets will
initially form,_as-éhown by Kisabeth}and Roétbker (1971) .

In the late évening to'late morning auroral zoné; the.
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electric field will have westward and southward components,

with E 10 to 30 mV/m, E = 10 to lOO‘mV/m (Mozer

west south

(1971)). According to Foppl et. al. (1968) the height-
integrated Pedersen conductivity is about Half the height-
integrated Hall conductivity in the night-side auroral zone.
The westward electric field drives Pedersen currents and the
southward field'Hall currents westwards along the oval, forming
the westward eleétrojet, asAéﬁbve (Fig. 6.2(b)). The Hall
current should be about foufltimes the strength of the Pedersen
current since Es/Ew ~ 2, énd 2:H/):p ~ 2. However, the
Pedersen current to the south driven by Eg, should be approx-
imately the same strength as the Hall current driven to the
north by E,. Thus the direction of the field-aligned current
system of Fig. 6.2(a) in the negative bay region is iikely to
be rather variable, certainly difficult to predict. We note
that Zmuda et. al. f1966, 1967, 1970) were unable to discuss
the direction of the currents producing the 'transverse mag-
netic disturbances', since the satellite orientation was uﬁknownf

We conclude this thesis with an interpretation of the
magnetogpheric substorm in terms of the results we have found,
and dis;ussed above. We are not able to comment on auroral
effects, since it is not certain how or where fhey are produced.
No investigations have yet been carried but attempting to re-
;ateAconcurrent auroral data with particle measﬁrements of the
soft zone, hard zone or E, > 45 keV 'trappihg boundary’. |

'In Chapter 2 we found that magnetospheric changes

during the growth phase were directly attributable to field-
line merging at the dayside‘maénetopause, addingrflux to the

tail.  The tail current system is enhanced, the magnetic field
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component perpendicular to the current sheet becomes steadily
smaller and the plasma sheet thins.,. We interpret this as a
'closing up' of the X-neutral field-line configuration in the
tail. Although we have not considered such a system, we post-
ulate that for large angles of the 'X', a localized potential
drop does not occur across the dusk boundary of the tail cur-
rent sheet. This is reasonable, even at the neutral line,
because particle motion along the line is unstable to pertur-
bations in the Xgm direction. Thus, during the growth phase
it is probable that few protons are able to completely cross
the tail, implying that the localized potential drop does not
exist as is indicated by the form of the DP-2 flow system.
However, as the X-neutral configuration closes up, there will
come a time when protons will be able to travel the whole dis-
tance across the tail in a considerable spatial region, and

the localized potential drop will develop. The minimum time
scale for such a configuration to be set up can be estimated
by considering a system with uniform electric field and large
Bz . If we 'switch off' B, at a given time, the information
that this has happened will travel with the trapped protons
across the current sheet. The typical proton Velocity in the
current sheet is the Alfvén velocity of the external medium
(Chapter 1), so that the minimum time scale_for the setting up
of the localized potential should be t ~ d/y, (d is the tail
diameter). With vp ~ 103 km/sec, we find a characteristic
time of about five minutes. The'datavof‘Féirfield and Ness
(1970) indicate . that‘the'normal field component (Xgm ~ - 30 Rg)
decreases at a rate of about 5 tOAIO;Y/hr during the growth |

phase, so that the time required for the tail to change from a
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uniform electric field system (B, ~ 1 y say) to one of small
enough B; to allow the escape of protoﬁs at this distance

(Bz < 0.2 y) is 5 to 10 minutes. We thus argue that on a
time-scale of 5 to 10 minutes the X—neutrai configuration can
change from one where few protons can escape into the magneto-
sheath (uniform electric field), to one where protons escape
over .a rather iarge spatial region. - The localized potential
drop near the duék boundary ié‘then set up. We idehtify this
with the onset of the substérm expanéion phase.

During the 5 to 10 ﬁinutes that the localized potential
is forming, the developing southward ionospheric electric field
region propagates westwards across the nightside oval until
the configuration of Fig. 6.4 is set up. The region of strong
electric fields, which separates the northward and sduthward
directed electric field regions at lower latitude (i.e. posi-
tive and negative béy regions) will thus form in the premid-
night zone and appear to propagate towards the evening. This
is clearly identifiable with the westward travelling surge.

It is satisfying that no similar effect is anticipaﬁed, or
observeg, in the morning hours. As reconnection of field
lines ih the fail proceeds, leading to a contraction of the
region of open field lines, the precipitation of plasma sheet
particles moves to higher latitudes (i.e. the northward expan-
sion) as shown in Fig. 6.5. The westward surge will also move
to higher latitudeé, although its motion in local time is more
difficult to anticipate. The plasma sﬁeet then ‘expands’.

In relatioﬁ to the ground magnetic perturbatibns, DP2 during
the groﬁth phase is explicable only in terms of uniform con-

vection. The DP-1 equivalent current system (shown in Chapter
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\

] PLASMA SHEET

Fiqure 6.5: Showing the northward expansion of the soft zone

- (auroral zone) and the thickening of the plasma sheet which
occurs during the expansion phase, when the tail merging rate

exceeds the dayside merging rate.
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2) consists of the eastward andiwestwa;d electrojets and their
supposed 'return' currents across the polar cap and at lower
latitudes. Interpreted és ionospheric Hall currents driven by
magnetospheric convection electric fields, the indicated flow
does not agree with the flow model we have presented here.
However, as we have already said, the polar cap magnetic dis-
turbances and those at a somewhat lower latitude than the aur-
oralzone, have been shown tqué consistent with the field-
aligned current continuity médels of fig. 6.2(a) and (b), by
Kasabeth and Rostoker (1971) and Heppner et. al. (1971). Small-
er ionospheric currents produced by the electric fields of Fig.
6.4 outside the.soft zone (i;e. low conductivity regions) are
masked by such effects. We exéect that at very low ;atitudes,
however, the ionospheric currents should resemble DP2 activity
even during substorm expansion (as indicated in Fig. 6.4),

which has been found to be true by Nishida (1971).
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Appendix : Growing Plasma Oscillations for Symmetrical Double-

Humped Veloéity-Distributions

The problem considered here is that of growing longi-
tudinal waves which propagate in a hot plasma parallel to any
magnetic field which may be present (i.e. the magnetic field
is neglected in" the Vlasov equation). Here it is shown that
for any symmet£ical double-hum?ed velqcity-distribution, all
growing waves with real wave?ﬁﬁmber héve phase velocity equal
to the velocity at the minimﬁm of the distribution function.
Distributions made up of éarabolae are convenient for calculat-
jon, and growth rates are obtained for sevefal symmetrical dis-
tributions made up of parabolae.

The dispersion relation for growing waves (i.e.
gln(m) > 0, where the electric field varies as ei(kz_wt?) was

obtained by Vlasov (1938)

k2 _ V) gy
P o
where W =&, f5(v) is the normalized combined velocity dis-

tribution function for all species of particles present, and
p is the plasma frequency. We shall consider the special

case of f,(v) symmetrical about v = O with two maxima, at

v =% v,. Then from the symmetry of f,(v), (A.1l) becomes
2 T 3f5(v)
R LA
Ep o oV ve - W
and writing W = (w +iwj) = o+i8 and separating real and

imaginary parts we must solve simultaneously (for & > 0)
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© 3f, VI(vi-uZ+g2)dv x .2
2 [ 55 5 = (=) - (a.2)
o (v2-02482)° + 4422 P
“ af vdv
o [ 550 5 = 0 - (A.3)
o (v2-a2482)" + 4¢2p2

If o # O, then the integral in (A.3) must vanish and (A.2)

becomes

® 3fg viav

X 2
7 = % (“") - (A~4)
o Y (v2-02+482)° + 44282 “p

Then multiplying the integral in (A.3) by vp? and subtracting

from (A.4) gives

L g v(vZ-v 2)av

[AY

X 2
o (vz—u2+32)2 + 40282 Yp

But the product (vz-vmz) Fo/av  is always negative while the
other factors in the integrand are positive over the range of
integration. Thus the integral must be negétive and hence
an unacceptable solution, since we require k to be real.

The only other solution to (A.3) is o = O, when (A.2)

becomes

< af vav 2
2 o L)

which may give a positive result for k2. Thusythe only grow- .
ing waves have zero phase Velocity, the velocity at the minimum
of the distribution function. This result is in contrast to

that df the 'bump-in-the-taiii proﬁlem, where waves iﬁ a range‘

of phase velocities fiay grow, with growthvrate proportional to -
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of
O
(av )

V:(l)r/k
Growth rate calculations are made usingl(A.G) for £, (v)

constructed from three parabolae, so that afo/av is linear in

The parameters of the distribution are s and W as shown in

V'

. _ fmin . .
figure A-1, and K = 1 - Trox It is found convenient to de-
fine r = W/g and use the parameters r, s and K. We also
write t = (1 7;Kr2).

1
1
i
i
1
)
L}
1
1

'e See U

O s(1-KW*[s)|s

it § S [

Figure A-1

Then f,(v) and its first derivative for v > O is taken to be

fo (V) 3fo/y, Range
( 5%% + (1-K) r--gégv 0O <v < st

frax (1- %2)+§¥2_§;§7 Frmax 1 2(;%?—;¥;?) st £ v 2 s(l+x)
L 0] L 0 v 3.(1+r)s

' Normalization of £5 (V) gives
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frax = (%) (K2r2 + 2r - 2K + 3)-1._

We note that f§r fixed r =W/, K cannot be arbitrarily chan-
ged. If r > 1 then X can take on its fuil range O < K < 1 ;
but for r < 1, there is an upper limit for K, i.e.\K < %2 ¢ and
hence O < K < %2 (Fig. A-2), At this upper limit the central
parabola disappears, there is a cusp at v = O in the distrib-
ution function and effectively a discontinuity in afo/aV

(Fig. A-3). Conversely, for a given K, the maximum value of

. 1 - s s R .
r is 2, and its minimum value is, of course, zero, 1i.e.

1
O f_ r _'E /R_-
£,(v) £,(v
/\ / /\O( )
———— o _ —— |K=O_
\ /~ S ~"/
y N[/
\\\‘ in§ II \I/KKz -'1-'1
\‘ II /I \\
d
\‘\K- Lt},ll I} \‘
\ =L 1 >—U- / U ~>_U—
r <1, allowing O < K < 1. r > 1, showing the upper llmlt
- : to K at K = l/r
Fiqure A-2 '
) Ehlér

; o K—-1'r (1—0) |
' I ~
v ! i: :
i i _ — ¢
| st s fs(1+r)
T ; '
\J .

Figure A-3




316.

of }
Substituting 3;9 into (A.6) and rearranging into dimen-

sionless form we have

t . - 1l+r
(55)2 - 6 (X [ X 2dv_ 1 (1-v')v'dv',
wp (K2r2+2r-2K+3) © ¢ (v'2+e2) T L (v'2+e2)
or
2 . 242 -1
(£%)" = ¢ (51og (IFELZTEZ) o fean ™ (L20) 1y
©p r (K*r*+2r-2K+3) t2+¢2 ¢
: . N
xtan ~ £} -r } - (@.7)
where v' = V/g and g = ‘B/s = ©i/kg

The rigﬁt?hand side of (A.7) is evaluated for given
values of K, r, and €. For given K there is a rénge of r for
which there is a range of ¢ which gives a positive result, as
required. Within this range of r; the right-hand side of
(A.7) is positive for ¢ = O, goes to zero as e increases and
never again is positive (it approaches zero as e > «). If
(%E 2 > O for ¢ = O, then this corresponds to w; = 0 at fin-

P KE)Z

ite k =k .+ A&s (mp

thus a range of k < kmax for which wy is positive, As (

decreases as e increases, We have
ks
=)
I p '
goes zero when e is finite, this corresponds to w; > O, as

k - O such that “i/k -+ constant. However, for some ranges of

r at given K we find that the right-hand side of (A.7) is neg-

2
ative for all e. This is true if (%5) <0 for e =0 (i.e.
P
2
kmax < 0). ' -
For € = 0 equation (A.7) becomes
(—X2—) = { logl—%5) - r} - (A.8)

0y r2 (K2r2+2r-2K+3) 1-Kx2
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r - + '
and the r.h.s. is positive if K > = > (1+r) . The latter

r* et
expression is monotonically decreasing with

increasing r, its maximum value (for r positive) is 0.5, at

r = O. Thus for K > 0.5 there is a range of (%E) for which
p

w; > 0, since kmax > 0, for all O < r . However, for

1

1A

?qtp

K < 0.5, there exists a minimum value of r = Yhin (given by
r - k s 2
the solution of k = & U¥)) pojoy yhich (B < o,
r er wp

1 .
The range of rpip r < = for which there exists a range of

1A
=

O 2 k £ kpgy for which w; > O for given K is shown in Fig.

A-4, For example, for K = 0,2, a range of k exists (0 < k <
k ) for 1.5 < r< _L1 = 2,24, As r approaches 1.5 from

e /0.2

above, k decreases to zero, and no solutions occur for

max

2
r < 1.5, since (%?) is negative for all ¢ > O, We also
i

1
note that for the case r = & we have (equation (A.8) kpax =

©», 50 that wi > O for O < k < =,

The results of the numerical calculation are plotted
ws was — e
in the form of —* versus (£§), obtained from —* = eV/f(e,K,r)
“p “p “p

where f(¢,K,r) is the value of the r.h.s. of equation (A.7).
Fig. A-5 shows the growth rates for distributions with a shal-
low minimum (K = 0.2), and a deep minimum (K = 1.0). For

K = 0.2, we find 0.03 w, at k = 0.26 Yp/gq; while

wo -~
max

V]
for X = 1.0, ~ 0.3 w. with k = 0.7 EB .

ws
Lmax P
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Figure A-4




319.

0-0%

0-025

0-02

0015 =

0-01

0-005

Figure A-5(a)

1032

028 -

024 |-

020}

016

el ]

012

0-08

Too00ec

SM M vyun
iy unn

0-04

Figure A-5 (b)

This may be compared with the growth rates for two cold counter-

 streaming beams, i.e. fo = % {6(v-s) + 8(v+s)}. From eguation



(A.6) we have, integrating by parts

ks, 2 “3f vav v qe ® p2-v2 .
X8)" = 2 [ =0 =2[f, =Y -2 [ f 22V
(mp) £ 0V 2482 [-O v2+B£]o f O (v2+p2)?
hag 2.p2
o (v2+82)

and substituting for £, we have

2 - (e241) _ ks’

(e2+41)2 Yp

Thus

. 2 - 9
=3y =y (/e K52 - (14285 %)y
mp p 6p

w w
The maximum growth rate occurs at k = % xg-gg = 0.61 EE with

1 P
ation with distributions made up of parabolae are very similar

W
growth rate . ='57% = 0.35 w,- The results of our calcul-

to these when K approaches unity.
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