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Abstract. In this paper a novel Boundary Element (BE) formulation for sen-

sitivity analysis of local active noise control in a three-dimensional field is pre-

sented. The formulation is based on the Helmholtz differential equation and it is

valid for internal as well as for scattering wave propagation problems. The pri-

mary noise is attenuated within an enclosure, called control volume, by adding

a control source modelled as an object with a vibrating surface. Both the op-

timum position of the control volume and the optimum location/orientation of

the secondary source are determined by minimisation of a suitable cost func-

tion. The sensitivities are determined by implicit differentiation. A hierarchical

adaptive cross approximation approach in conjunction with the GMRES solver

is implemented to accelerate the convergence. Four numerical examples are

presented to demonstrate accuracy and efficiency of the proposed formulations.

1. INTRODUCTION

In the last few decades Active Noise Control (ANC) has been widely explored.

Early research into global noise reduction in a free space involved the use of

secondary loudspeakers placed close to the primary sources (Conover [1], Nelson

et al. [2, 3], Ross [4], Hesselman [5], Berge et al. [6]). In an enclosed space, a

global noise reduction is achieved only for frequencies close to resonance and the
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secondary source can be located everywhere in enclosures except at nodal points

(Nelson et al. [2]). Elliott et al. [7–9] demonstrated the feasibility of a system that

attenuates the noise in a local sense.

Recently, techniques aimed at minimising the noise level by the optimisation of

the actuator locations have been explored. Padula et al. [10] reviewed optimization

techniques for the Active Structural Acoustic Control (ASAC) for both actuator

(shakers or piezoelectric) and sensor locations, and summarized experimental and

numerical results demonstrating the benefit of using numerical methods. Design

sensitivity analysis and optimisation techniques related to structural-acoustic cou-

pling are reviewed in [11, 12]. The work of Ruckman and Fuller [13] represents

an early application to ASAC. In their investigation they adopted an approach

where structural control actuator locations are optimized over a subset selection

(i.e., only a discrete number of locations is permitted). In [14], Kincaid et al. eval-

uated the optimum force inputs and locations for piezo-ceramic actuators bonded

to the wall of a vibrating cylinder simulating an aircraft fuselage.

The work of Baek and Elliott [15] represents an early ANC investigation of

optimum location of speakers achieved by using genetic algorithms and simulated

annealing methods. The book by Koopman and Fahnline [16] presents a compre-

hensive study on passive and active noise control. Martin and Roure [17] applied

a mixed method using a selective search algorithm for the optimum location of the

actuators and a genetic algorithm to determine the optimum location of the error

sensors. Kincaid et al. [18] attempted to obtain the optimum locations of a group

of sensors for an ANC application using a Reactive Tabu Search (RTS). Their

numerical model was validated against laboratory results. Seyedin and Abedi [19]

simulated the sound propagation in a room with reflecting surfaces and obtained

the optimum locations of an anti-noise source, which is a monopole constrained

at one of the four walls.

Christensen and Olhoff [20] optimised the directivity of the sound emission from

the diaphragm of an electro dynamic loudspeaker using a coupled Finite Element

Method (FEM) and Boundary Element Method (BEM).
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Methods such as genetic algorithms and simulated annealing generally lack a

mathematical proof of their convergence and tend to require large number of

computations of error functions. In this paper an alternative approach based on

the exact implicit evaluation of the sensitivity parameters for the optimisation

problem is proposed using a boundary element method. The proposed BEM is

coupled with the Adaptive Cross Approximation (ACA), the Hierarchical matrix

(H-matrix) format and the GMRES [21] to allow fast solutions for large scale

problems. Previous work on BEM sensitivities can be found in [22–28].

An early investigation of the BEM sensitivity analysis in the ANC context

can be found in [29]. It minimises the total radiated power emanating from a

pulsating sphere and from vibrating surfaces within a box using the secondary

source vibration surface velocity. A study by Yang and Tseng [30] was mainly

focused on the optimal position of loudspeakers in 2D and 3D cases. The indirect

BEM was used to simulate the sound propagation while the sequential quadratic

programming (SQP) was selected as optimizer. Bai and Chang [31] reduced a noise

radiated in enclosures with specific acoustic impedances. The total time average

acoustic potential energy was selected as the cost function to be minimised and

used to optimize the positions and the amplitudes of the secondary sources. All

the above studies used the so-called “zeroth order optimisation”.

The first order optimisation methods need the first derivatives of the cost func-

tion. In the BEM context the problem can be reduced to the solutions of two

systems of equations, one for the direct problem and another for the sensitivities.

A key issue is the computational effort related to the optimisation procedure.

Prasad and Kane [32] demonstrated the superiority of employing preconditioned

iterative equation solvers for sensitivity analysis. Fritze et al. [33] proposed a cou-

pled FE (structure) and BE (external fluid) approach for passive noise control of

large scale models. Nemitz and Bonnet [34] utilised a sensitivity based boundary

element formulation accelerated by the fast multipole method to solve the problem

of inverse scattering of scalar waves.

In this paper a BEM formulation for the optimisation of a local ANC is pre-

sented. The proposed noise attenuation strategy consists of minimising a cost
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function proportional to the total time averaged acoustic potential energy [35]

within a predefined volume, called Control Volume (CV), by a secondary source.

An implicit BEM sensitivity formulation is developed for finding the optimum

locations of both the CV and the control source as well as the optimum orienta-

tion of the control source. Furthermore, the computational cost of the proposed

analysis is reduced by adopting the ACA technique coupled with the H-matrix

format and the GMRES.

The BEM is applied to the three dimensional (3D) Helmholtz equation [36,37]

for monotone frequencies both to determine the solution of the direct problem

and to evaluate the sensitivities by an implicit differentiation approach. The

direct solution and the sensitivities are used to solve the optimisation problem. A

superparametric formulation with linear and constant elements has been utilised.

The Adaptive Cross Approximation (ACA) is used to generate both the system

matrix and the right hand side vector, the H-matrix format is used for the storage

requirements and the GMRES is used to solve the linear systems of equations. The

same strategy is also used to evaluate the potential at selected internal points,

and the design sensitivities on the boundary and in the internal domain. Several

examples are presented to demonstrate the accuracy of the proposed procedure.

They include:

i) optimum CV location in an infinite domain;

ii) optimum secondary source location inside a room;

iii) optimum secondary source orientation inside a box;

iv) optimum secondary source locations and orientations at different fre-

quencies in an aircraft cabin.

2. LOCAL ACTIVE NOISE CONTROL APPROACH

In this paper the ANC has been developed by attenuating an unwanted noise

in a confined region. The approach consists of reducing the noise inside an area

of interest (i.e., the CV) denoted as D.

In general acoustic simulations, the field is formulated using the linear wave

equation that in case of time-harmonic wave motion the solution can be evaluated
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as the product of two functions, the first depends only upon the space (i.e., the

velocity potential U(x), here referred simply to potential) and the second only

upon the time (i.e., eiωt). Due to this hypothesis the acoustic field can be described

by the Helmholtz equation as

(1) ∇2U(x) + k2U(x) =
1

c2
b

where k = ω/c, with ω angular frequency and c sound velocity, is the wave-

number; b refers to the presence of sources within the domain Ω with strength

b(Xs)/c2.

The noise level within D is reduced by minimising the integral of the square

modulus of the total potential U(XD) at the points in the volume D

(2) fc(XD) =

ˆ
D

|U(X′D)|2dD

with X′D∈D . It can be demonstrated (see [31,38]) that such a function is propor-

tional to the total time averaged acoustic potential energy.

The above cost function (2) is minimised, for a given disturbing primary noise,

by the secondary source field, which is generated by a 3D rigid object (i.e., q = 0)

with a vibrating portion (i.e., q 6= 0) (see figure 3). The optimum velocity of this

portion q̄s(xv) is evaluated by an amplifying factor α, which relates the optimum

secondary field solution to a solution obtained by any velocity of secondary source

vibrating surface qs(xv), i.e.,

(3) q̄s(xv) = αqs(xv)

where xv refers to the points of the secondary vibrating surface.

Since the acoustic field is linear, the potential U at any point inside the domain

can be viewed as the superposition of the primary and secondary fields (evaluated

separately). Then, the problem is solved by minimising the cost function (2)

with respect to the parameter α (i.e., setting the cost function derivative with the
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respect to both the real and imaginary parts equal to zero) and the solution can

be written as follows

(4) α =

(
− c̄+ d̄

ā+ b̄
,
f̄ − ḡ
ā+ b̄

)
The constant values in the above expression are shown in table 1, in which the

subscripts p and s refer to the primary and secondary quantities, respectively, and

the subscripts R and I refer to the real and imaginary parts, respectively.

ā b̄ c̄ d̄ f̄ ḡ´
D
U2
sRdD

´
D
U2
sIdD

´
D
UpRUsRdD

´
D
UpIUsIdD

´
D
UpRUsIdD

´
D
UpIUsRdD

Table 1. Values of the terms in Eq. (4).

3. OPTIMISATION STRATEGY

The present essay has two goals: i) to optimize both the location and the

orientation of the secondary source by keeping the CV fixed (see figure 1), and ii)

to optimize the CV location by fixing the control source position (see figure 2).
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Figure 1. Optimisation process applied to the control source: a)
optimum location; b) optimum orientation; c) fixed CV.

Figure 2. Optimisation process applied to the CV: a) optimum
CV location; b-c) fixed control sources.
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The cost function (2) depends thus on the position vectors of the CV a ≡al =

(a1, a2, a3) and of the secondary source b ≡bm = (b1, b2, b3) (see figure 3).

The CV location is optimized by assuming that its shape and orientation re-

main fixed from the initial location to the final and that the secondary source

is unmoved. Hence, the design variable is a with b fixed. On the contrary dur-

ing the optimum control source location/orientation optimisation procedure the

design variable is b with a fixed.

The optimisation problems can be solved iteratively and the final solution is

achieved if the difference between the cost functions (fc(a) or fc(b)) at two con-

secutive design variables is below a prescribed positive tolerance ε [39]

(5)
| f(ak+1)− f(ak) |

| f(ak) |
< ε

where k and k + 1 represent the iteration numbers of two consecutive iterations.

Figure 3. Geometry of the problem: secondary source boundary,
remaining boundary, CV, secondary source vibrating surface, posi-
tion vectors of the CV a ≡al = (a1, a2, a3) and of the secondary
source b ≡bm = (b1, b2, b3).
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The design variable vector a (or b) at the k + 1 iteration can be evaluated by

the value of the vector at the k′th iteration as follows

(6) ak+1 = ak + ∆ak

where ∆ak is a variation of the current point and it can be represented as

(7) ∆ak = αk dk

where dk is the best search direction to seek the optimum solution and αk is the

step size, a positive scalar quantity, that indicates the step in that direction. In

practice, the optimisation process is converted into two sub-problems, i.e., one

related to evaluation of the best direction to modify the design variables and the

second associated to the determination of the step length. These two quantities

are iteratively updated to evaluate the optimum design variable until the condition

(5) is fulfilled. In this study the tolerance is set as ε = 10−8.

The optimisation procedure adopted here is based upon the Broyden-Fletcher-

Goldfarb-Shanno (BFGS) variant of the Davidon-Fletcher-Powell (DFP) method

[39,40] that is a first order method.

Hence, at each iteration the derivative of the cost function (2) with respect to

each single component m of a design variable (either a or b) is required and it is

evaluated using equation (2) as follows

(8) fc,m(a, b) =
∂fc(a, b)

∂m
=

=

ˆ
D

∂

∂am
[(UpR + αRUsR − αIUsI)2 + (UpI + αIUsR + αRUsI)

2]dD

where the Leibniz Integral Rule has been used. The two additional terms, that

are generated if the limits of integration are functions of the design variable, have

not been included in equation (8) because the CV geometry is not modified by

the differentiation process.
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Manipulating equation (8) yields the following explicit expression

(9)

fc,m(a, b) = 2

ˆ
D

[(UpR+αRUsR−αIUsI)(UpR,m+αR,mUsR+αRUsR,m−αI,mUsI−

αIUsI,m)+(UpI+αIUsR+αRUsI)(UpI,m+αI,mUsR+αIUsR,m−αR,mUsI−αRUsI,m)]dD

where αR,m and αI,m are evaluated by considering the value of α that provides

the optimum secondary response with a and b given.

Therefore, the optimisation process can be updated if the sensitivities are eval-

uated at every iteration.

4. IMPLICIT DIFFERENTIATION OF THE BOUNDARY

INTEGRAL EQUATION

The sensitivities involved in equation (9) can be determined by the classic

boundary integral equation collocated at the boundary point x′, i.e.,

(10) c(x′)u(x′) +

ˆ
Γ

u(x) q∗(x′,x)dΓ =

ˆ
Γ

q(x)u∗(x′,x)dΓ +
NP∑
t=1

Pt(x
′,Xs

t)

where c(x′) is the free terns; u(x) and q(x) are the potential and the flux at the

boundary and Pt(x
′
j,X

s
t) refers to the presence of the t′th extra source located

at Xs
t . Finally, u∗(x′,x) and q∗(x′,x) are the potential and the flux fundamental

solutions, respectively.

The differentiation of equation (10) with respect to the m′th design variable

can be written as follows

(11) c(x′)u,m(x′) +

ˆ
Γ

u,m(x) q∗(x′,x)dΓ +

ˆ
Γ

u(x) q∗,m(x′,x)dΓ =

ˆ
Γ

q,m(x)u∗(x′,x)dΓ +

ˆ
Γ

q(x)u∗,m(x′,x)dΓ +
NP∑
t=1

Pt,m(x′,Xs
t)
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where c,m(x′j) is zero as the design variables do not affect smoothness of the

boundary elements.

The discretised forms of the equations (10) and (11) can be written as follows

(12) c(x′j)u(x′j) +
N∑
i=1

ui

ˆ +1

−1

ˆ +1

−1

q∗(x′j,x(ηk))Jidη1dη2 =

N∑
i=1

qi

ˆ +1

−1

ˆ +1

−1

u∗(x′j,x(ηk))Jidη1dη2 +
NP∑
t=1

Pt(x
′
j,X

s
t)

and

(13) c(x′j)u,m(x′j) +
N∑
i=1

ui,m

ˆ +1

−1

ˆ +1

−1

q∗(x′j,x(ηk))Jidη1dη2+

N∑
i=1

ui

ˆ +1

−1

ˆ +1

−1

q∗,m(x′j,x(ηk))Jidη1dη2 =
N∑
i=1

qi,m

ˆ +1

−1

ˆ +1

−1

u∗(x′j,x(ηk))Jidη1dη2+

N∑
i=1

qi

ˆ +1

−1

ˆ +1

−1

u∗,m(x′j,x(ηk))Jidη1dη2 +
NP∑
t=1

Pt,m(x′j,X
s
t)

where x′j denotes the collocation point; k = 1, 2; j = 1, . . . N with N number

of boundary nodes; ui and qi are the potential and the flux at the element i,

respectively; η1, η2 are the local coordinates and Ji is the Jacobian of the i′th

integration element.

It should be noted that in equation (13) the derivative of the Jacobian with

respect to the design variable, J,m, is zero as the optimisation process do not

modify the boundary elements.

The value of the potential at any internal point X′ can be obtained in terms of

potential u and flux q values at the boundary elements, i.e.,
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(14) U(X′) = −
ˆ

Γ

u(x) q∗(X′,x)dΓ +

ˆ
Γ

q(x)u∗(X′,x)dΓ +
NP∑
t=1

Pt(X
′,Xs

t)

whose derivative can be written as follows

(15) U(X′),m = −
ˆ

Γ

u,m(x) q∗(X′,x)dΓ−
ˆ

Γ

u(x) q∗,m(X′,x)dΓ+

ˆ
Γ

q,m(x)u∗(X′,x)dΓ +

ˆ
Γ

q(x)u∗,m(X′,x)dΓ +
NP∑
t=1

Pt,m(X′j,X
s
t)

The discretised forms of the equations (14) and (15) can be written as follows

(16) U(X′j) = −
N∑
i=1

ui

ˆ +1

−1

ˆ +1

−1

q∗(X′j,x(ηk))Jidη1dη2+

N∑
i=1

qi

ˆ +1

−1

ˆ +1

−1

u∗(X′j,x(ηk))Jidη1dη2 +
NP∑
t=1

Pt(X
′
j,X

s
t)

and

(17) U(X′j),m = −
N∑
i=1

ui,m

ˆ +1

−1

ˆ +1

−1

q∗(X′j,x(ηk))Jidη1dη2−

N∑
i=1

ui

ˆ +1

−1

ˆ +1

−1

q∗,m(X′j,x(ηk))Jidη1dη2+
N∑
i=1

qi,m

ˆ +1

−1

ˆ +1

−1

u∗(X′j,x(ηk))Jidη1dη2+

N∑
i=1

qi

ˆ +1

−1

ˆ +1

−1

u∗,m(X′j,x(ηk))Jidη1dη2 +
NP∑
t=1

Pt,m(X′j,X
s
t)

Equation (13) can be collocated at each boundary point in order to build a

final system of equations in terms of the unknown sensitivities. After solving

the system by imposing the boundary conditions, the sensitivities at any internal

point can be determined by equation (17). It must be pointed out that the above
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relations can be evaluated if both the derivatives of the fundamental solutions and

the derivatives of r and of its components with respect to the design variables are

obtained. Such terms are outlined in the next section.

5. SENSITIVITY ANALYSIS

The potential and flux fundamental solutions are given, respectively, by [36,37]

u∗(X′,x) =
1

4πr
e−ikr

q∗(X′,x) =
∂u∗

∂r

∂r

∂n
= − 1

4πr2
(1 + ikr)e−ikrr,n

where r is the distance between the field point x and either the internal X′ and

the boundary x′ collocation point, r = |x − X′| (or r = |x − x′|), and i is the

imaginary unit.

The derivatives of the fundamental solutions can be evaluated as follow

(18) u∗,m(X′,x) = u∗,r r,m = − 1

4πr2
(1 + ikr)e−ikrr,m

(19) q∗,m(X′,x) = q∗,r r,m =
1

4πr3
[(2 + 2ikr − k2r2)r,nr,m − (r + ikr2)r,nm]e−ikr

where the partial derivatives of r and r,n with respect to the design variables (r,m

and r,nm) can be calculated using the chain rule. Their expressions depend upon

the type of optimisation problem under analysis, i.e., optimum CV/secondary

source location or optimum secondary source orientation.

5.1. Optimum Secondary Source and CV Locations.

In case of optimisation of the control source location the value of r,m is evaluated

as follows

(20) r,m = r,j rj,m =
rj
r

(±δjm) = ±rm
r
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where j = 1, 2, 3 refers to the coordinate system, δjm is the Kronecker delta,

rj = xj − x′j and rm is the component along the direction m. The sign of the

expression (20) depends upon the element over which the integral is calculated.

In particular, if the element belongs to the secondary source, m coincides with the

direction of xj and the sign of (20) is positive, whereas if the collocation point is

on the secondary source boundary, m coincides with the direction of x′j and (20)

is negative.

Now, the second derivative of r with respect to n and m is given by the following

relation

(21) r,nm = ±
(
nm
r
− rm(rjnj)

r3

)
where the sign follows the same rule of equation (20).

In case of optimisation of the CV location, the problem is solved by equations

(20) and (21) that, since rj = xj −X ′j, have always negative signs.

5.2. Optimum Control Source Orientation.

The formulation presented in subsection 5.1 is not applicable for evaluating the

optimum orientation of the control source. Next, a procedure for dealing with

orientation is described.

Figure 4 shows the Euler angles used in the proposed approach. Let Xj system,

with j = 1 , 2 , 3, be the fixed and let the xj system rotate with the control source.

N is the line of nodes. Both systems have origins in the centre of the secondary

source. The first rotation is by an angle φ around the X3-axes, the second by an

angle θ around x1-axes and the last by an angle ψ around x3-axes.

The transformation matrices (x =R3R2R1X) are
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(22)

R1 =

 cosφ sinφ 0

− sinφ cosφ 0

0 0 1



R2 =

 1 0 0

0 cos θ sin θ

0 − sin θ cos θ



R3 =

 cosψ sinψ 0

− sinψ cosψ 0

0 0 1


The partial derivatives with respect to m (φ or θ or ψ) of the distance r can be

evaluated as follows

(23) r,m =
[
(r2
j )

1/2
]
,m

=
rjrj,m
r

where rj,m with j = 1 , 2 , 3 is the derivative of the component rj along the j-axes

with respect to the design variable m. The derivative of r,n with respect to m can

be written as follows

(24) r,nm =
∂

∂m

∂r

∂n
=
njrj,m + nj,mrj − r,nr,m

r

where nj,m indicates the derivative of the outward normal nj along the j-axes with

respect to the design variable m.

In order to evaluate (23) and (24), only the derivative with respect to the design

variable of the node coordinates xj in the global coordinate system is required. It

should be noted that rj,m coincides with xj,m when the element node belongs to

the secondary source boundary, whereas it coincides with −xj,m when the point
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Figure 4. Euler angles.

source is on the secondary surface. As evident, in equation (24) the value nj,m

vanishes when an element does not belong to the secondary surface.

The derivative of the nodal coordinates can be obtained by superposition of the

source centre coordinates Cj and the source local coordinates Xj, i.e.,

(25) xj,m = (Cj +Xj),m = Xj,m

Hence, only the derivatives with respect to each of the three rotations in the

fixed coordinate system are required. Finally, one obtains

(26)

X,φ = R−1
1,φR

−1
2 R−1

3 x = R−1
1,φR

−1
1 X

X,θ = R−1
1 R−1

2,θR
−1
3 x = R−1

1 R−1
2,θR2R1X

X,ψ = R−1
1 R−1

2 R−1
3,ψx = R−1

1 R−1
2 R−1

3,ψR3R2R1X

where
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(27)

R−1
1,φ =

 − sinφ − cosφ 0

cosφ − sinφ 0

0 0 0



R−1
2,θ =

 0 0 0

0 − sin θ − cos θ

0 cos θ − sin θ



R−1
3,ψ =

 − sinψ − cosψ 0

cosψ − sinψ 0

0 0 0


Similarly, the derivative of the normal n with respect to the rotation design

variables is obtained as follows

(28)

n,φ = R−1
1,φR

−1
1 n

n,θ = R−1
1 R−1

2,θR2R1n

n,ψ = R−1
1 R−1

2 R−1
3,ψR3R2R1n

Relations (26) and (28) can be written in a compact form as follows

(29) X,m = T−1
,mx

and

(30) n,m = T−1
,mn

since the derivative with respect to m of the rotating system are zero.

6. EQUATION ASSEMBLY

The equation (12) can be collocated at the node of each element (j = 1, . . . N)

to give the following system matrix [36]
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(31) Hu = Gq + p

where H and G collect integrals of the fundamental solutions on the boundary

elements, u and q collect potentials and fluxes on the boundary, respectively. The

vector p is generated by the NP sources within the domain Ω.

The boundary conditions can be easily accounted in (31), to obtain the following

system of algebraic equations

(32) AY = BJ + p = F + p

where Y is the vector containing the unknown boundary potentials and fluxes, J

is a vector collecting the prescribed BCs, A and B are two non-symmetric and

densely populated coefficient matrices composed by the columns of the matrices

H and G that correspond to the unknowns and the prescribed BCs, respectively.

Finally, F is obtained by multiplying the matrix B with the vector J.

The collocation method can be also applied to (13) to give the following system

of equations

(33) H,mu + Hu,m = G,mq + Gq,m + p,m(Xs)

where H, G, u and q are known after the solution of the direct problem (32),

H,m and G,m have been outlined in section 4, and u,m and q,m are the unknown

sensitivities. The sensitivity boundary conditions are easily gathered from the

boundary conditions of the direct problem, i.e., u,m = 0 at the boundary points

where u is given or q,m = 0 where q is assigned. Finally, p,m is a vector created

by the partial derivatives of the NP sources within the domain Ω with respect to

m. As seen in (31) and (32), equation (33) can be rearranged after imposing the

boundary conditions, i.e.,

(34) AY,m = A,mY + B,mJ + p,m
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As evident the term related to BJ,m is not included in the above system of

equations since the derivative of the prescribed BCs with respect to the design

variables (J,m) is zero.

The potential and its derivative with respect to the design variable at the in-

ternal points are evaluated utilising equations (16) and (17). The internal point

potential is given by

(35) U = −Hu + Gq + P

where H and G involve integrals of the fundamental solution with source point

coincident with any internal point and P refers to the effects of the NP extra

sources. The vector U,m of the potential derivatives at the internal points is

written as follows

(36) U,m = −Hu,m −H,mu + Gq,m + G,mq + P,m

Equations (35) and (36) provide both the terms involved in the cost function

(2) and its derivative (9) with respect to a or b.

In general, the procedure that yields the optimum secondary source location and

orientation requires at every iteration the calculation of the matrices involved in

equations (31-36) and the resolution of the two systems of equations (32) and (34).

In fact, the secondary source is part of the geometry of the problem and a variation

of its location modifies the solution of both the primary and the secondary fields.

On the contrary, the optimum CV location depends only upon the position of the

CV points and, therefore, the boundary solution of the direct problem does not

need to be updated and the boundary sensitivities are zero.

7. NUMERICAL ASPECTS

7.1. Matrix Update.

In this paragraph some implementation aspects of the formulation for the opti-

mum secondary source location/orientation are detailed.
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The two systems of equations (32) and (34) are different at each secondary

source location, hence at each iteration they are assembled and solved twice, for

the primary and for the secondary fields (as evident, in the case of optimum control

source rotation the primary field is evaluated only once). Nevertheless, not all the

coefficients of the matrices H, G, H,m, and G,m are calculated at each step.

Let us consider that the element coefficients referred to the secondary source

are located at the beginning of the matrices and those referred to the remaining

boundary of the domain at the end. Hence the matrices H, G, H,m, and G,m can

be divided into four parts as shown in figure 5 on the basis of the position of the

source points and of the integration elements.

The Mii and Mij parts of figure 5 refer to the effect on the secondary source

generated by itself and by the remaining part of the boundary, respectively, while

the Mji and Mjj parts collect the integrals when the source point is placed any-

where except on the secondary source and the integration element moves both on

the secondary source (Mji) and on the remaining boundary (Mjj).

As evident, Mii and Mjj remain unchanged for a new secondary source loca-

tion/orientation, whereas the matrices H,m, and G,m have zero coefficients in such

portions. Hence, at each iteration the H, G, H,m, and G,m matrices are evaluated

only at the Mji and Mij portions for both the primary and secondary fields.

Figure 5. Matrix division.

7.2. Rapid Solver.
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Due to the fact that the BEM system matrix is non-symmetric and fully popu-

lated, the solutions of the two systems (32) and (34) are time consuming, especially

in optimisation and identification problems where the solution is required many

times. Moreover, each term of the cost function (2) and its derivative (9) requires

the evaluation of the internal point quantities given by the equations (35) and

(36); such a task can considerably increase the solution time in the case of large

sized CVs.

In the recent past, various techniques have been explored to accelerate the

BEM solution time, for instance block-based solvers [41], lumping techniques [42],

iterative solvers [43], fast multiple method [44]. In this paper, the Adaptive Cross

Approximation (ACA) in conjunction with the H-matrix format and the iterative

solver GMRES is utilised to accelerate the CPU time. The ACA is a pure algebraic

technique widely investigated [45] and applied in many engineering fields [46]

among which the Helmholtz equation [21]. The solving matrix is divided into

two groups of blocks, full − rank and low − rank blocks. The former blocks are

calculated entirely, while the latter blocks are replaced by few entries.

An admissible low-rank block Ca can be substituted by an approximated block

Ck̄ as follows

(37) Ca ' Ck̄ =
k̄∑
i=1

ai · bTi

where ai and bi denote the columns and the rows, respectively, of the approximated

block. The approximating block Ck̄ satisfies the relation ‖Ca − Ck̄‖F ≤ ε‖Ca‖F ,

where ‖ · ‖F represents the Frobenius norm and ε is the prescribed accuracy. It

should be noted that the solution obtained is adaptively approximated and main-

tains a required level of accuracy; a higher accuracy level is adaptively reached by

a higher value of k̄. The value k̄ is, in general, much less than the rank of the orig-

inal block. This permits to speed up the assembly time, the storage requirements

as well as the matrix-vector product at every iteration.

The admissibility condition that leads the existence of a low-rank block is writ-

ten as follows
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(38) min(diam Ωx0 , diam Ωx) ≤ % · dist(Ωx0 ,Ωx)

where Ωx0 and Ωx denote the cluster of the elements corresponding to the row and

column indices of the considered block, respectively, % is a non-zero parameter that

influences both the number of admissible blocks and the convergence speed of the

adaptive approximation of low rank blocks [45,46].

The idea behind this technique is based on the consideration that the integrals

of contiguous elements due to a single collocation point are similar, especially for

high density meshes. The same consideration is valid for the integrals of a single

element due to a number of contiguous collocation points.

The main advantage of the ACA is that the kernel is not substituted (as happens

in the Fast Multiple Method) and only few entries are required, therefore most

part of existing BEM codes can be used without meaningful changes.

The proposed method has been applied to accelerate both the assembly time

of matrices H and G, and the post-processing step (aimed at calculating the

potential of the internal points that constitute the CV) of matrices H and G.

Furthermore, since the singularities of the kernels involved in the sensitivity prob-

lem are of the same order as the singularities of the kernels involved in the direct

approach [24], the sensitivity matrices, H,m and G,m of equation (33) and H,m

and G,m of equation (36), can all be evaluated using the proposed approach. It

is worth noting that the programming effort for the application of the H-matrix

ACA is the same for the two systems of equations (i.e., the direct system and the

sensitivity system).

Finally, it should be pointed out that the computational cost associated with

evaluating the cost function and its gradients (once the relative quantities at any

internal points of the CV are computed) is negligible compared with the overall

solution time.

Comparisons between the proposed strategy and the standard procedure can

be found in many papers (see for instance [21,45,46]).
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Figure 6 shows a solving matrix representation after the application of the ACA

(%=50) to an aircraft cabin composed by 8000 degrees of freedom (see figure 16).

The dark gray and the light gray block represent the full rank and the low rank

blocks, respectively. In particular, the more the light gray, the lower the value of

the rank k̄ of the blocks. As evident almost the whole matrix is represented in a

low rank format.

Figure 6. Block-wise representation of an ACA generated matrix.

8. NUMERICAL EXAMPLES

In this section four different examples are presented to test the proposed pro-

cedure. The secondary field is created by a hard (q = 0) spherical speaker, with

radius equal to 4 cm and with a 120° vibrating segment (with constant q), which is

meshed with 120 super-parametric (linear geometry, constant unknown) elements

in the first example and 224 elements in the other examples (see figure 7).
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The optimum secondary source location is obtained in terms of the coordinates

of the sphere’s centre.

The noise reduction is calculated as suggested by Bermudez et al. [47], i.e.,

(39) Attenuation(X′) = −10 log10

(
fc(X

′)op
fc(X

′)0

)
where fc(X

′)op and fc(X
′)0 are the values at the internal points X′ of the optimized

cost function (2) and of the cost function either without active control or with a

not optimised location/orientation, respectively.

Figure 7. Secondary source modelled as a rigid sphere with a 120°

active segment.

The integral over the CV is approximated using 8 node brick cells and then

evaluated by the Legendre-Gauss quadrature rule.

The geometry of the second example has been taken from ref. [19].

For internal problems the optimisation routine (in ref. [40]) has been constrained

to avoid the secondary source going outside the domain along the iteration path.

The four numerical examples are summarized in table 2.
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Optimisation procedure Example Geometry
CV location 1st Unbounded domain

Secondary source location 2nd 4 m × 3 m × 2.5 m room
Secondary source orientation 3rd 1 m × 0.5 m × 0.5 m box

Secondary source location/orientation 4st Airplane cabin

Table 2. Numerical examples.

8.1. CV Optimum Location.

The first example concerns the location of the optimum CV in a confined region

close to the secondary source.

A diffuse noise is generated in a 1 × 1 m2 plane to simulate the effects of

counteracting waves bouncing off the walls in the proximity of the secondary

source in a possible local ANC configuration. The analysis is then focused on the

same plane and all the possible CV locations are permitted only in this area.

The primary noise potential at each point of coordinate X is given by [7,8]

(40) Up(X) =

jmax∑
j=1

lmax∑
l=1

(ajl − ibjl)eikêk·X

where k is the wave-number, êk is the plane wave versor and · is the scalar product

operator. In order to create a diffuse primary noise, 72 plane waves distributed in

all directions of the space are generated with jmax = 6 and lmax = 12. The values

of ajl and bjl are randomly chosen from a uniform distribution. The origin of the

global coordinate system coincides with the sphere centre. The CV is 10×16×8

cm3 and it has been meshed by 140 nodes and 72 8-nodes brick elements.

Figure 8 shows the variation of the cost function versus the x1-coordinate of the

CV centre for four different frequencies (109, 273, 546, 1092 Hz) and within 1.845

m from the secondary source centre. It can be noted that the higher the frequency,

the higher the number of local minima and the lower the noise attenuation level.
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As evident, from figure 8, some local minima may occur and a unique optimum

CV location for all frequencies cannot be evaluated.

Figure 9 shows for each frequency the total (primary and secondary fields)

potential amplitude distribution for one local optimum value (a trough in figure

8).

Such results are discussed in the appendix.

Cost Function Values
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Figure 8. The cost function fc for four different frequencies. (Ex-
ample 1)

8.2. Optimisation of the Secondary Source Location.

In the second example the location of the secondary speaker is optimized inside

a room with dimensions (in metres) 4×3×2.5 that is discretized by 1512 nodes
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Figure 9. Total amplitude potential for the optimum CV x1-
locations corresponding to the trough of the cost function in figure
8: a) 109Hz; b) 273 Hz; c) 546Hz; d) 1092 Hz. (Example 1)

and 3020 super-parametric (linear geometry, constant unknowns) elements. The

walls are modelled as hard, hence the sound is not absorbed. The primary noise

has unitary amplitude and it is generated by a vibrating surface placed from (2.6,

3.0, 2.0) to (3.0, 3.0, 2.2) in one of the walls, i.e., a noisy air gate is simulated.

The reduction of the noise is requested in a cubic CV with opposite vertexes

(0.5, 0.5, 0.8) - (2.5, 1.5, 2.0), composed by 2640 point and 2090 linear brick

elements. The frequency is 78 Hz close to the first resonance frequency (85 Hz).

The secondary source centre is initially located at the point (3.6, 2.6, 0.0) and its

vibrating surface is orientated along the positive x1-axes (initial guess). At this

position the cost function value is fc = 2.019 10−2. The geometry of the problem

is depicted in figure 10, where the room, the CV and the vibrating surface of the

wall are highlighted.

The centre location of optimum secondary source is at (2.615, 2.587, 0.105)

where the cost function value is fc = 1.529 10−4. The noise attenuation obtained
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by the optimisation process is 21.21 dB. This confirms that a correct location of

the secondary source can greatly influence the local ANC performances.

Figures 11 show the sound pressure level (SPL) contour plot in the whole room

and inside the CV for the initial guess (a) and for the final optimum location

(b). The surface translucency of the room walls has been increased to permit a

better visualisation of the SPL distribution inside the CV. The initial and final

location of the secondary source can be easily distinguished. It should be noted

that the indicated SPL has not any physical meaning and it is just the result of

the simulation with the boundary conditions described above.

In figure 12 the cost function trend variation against the number of iterations

is presented.

Figure 10. Room geometry, CV and primary noise locations. (Ex-
ample 2)

8.3. Optimisation of the Secondary Source Orientation.

This example (see figure 13) concerns the optimal orientation of the secondary

source inside a box with dimensions 1×0.5×0.5 (in metres). The noise attenuation
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Figure 11. SPL distribution (dB) inside a 4×3×2.5 m room gen-
erated by the application of the ANC: a) not optimised and b)
optimised secondary source location. (Example 2)
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Figure 12. Cost function trend variation with number of itera-
tions. (Example 2)
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is requested in a small cuboid CV (0.1×0.05×0.05 m), with the two opposite

corners at (0.7, 0.3, 0.3) and (0.8, 0.35, 0.35).

The box is meshed by 1002 nodes and 2000 super-parametric (linear geometry,

constant unknown) elements. The integration in the CV is performed by subdi-

viding it into 16 cuboid linear elements. The primary noise has unitary amplitude

and it is generated by a vibrating portion of a wall of the box, with opposite

corners at (0.75, 0.25, 0.5) and (0.85, 0.4, 0.5) (see figure 13). The remaining

walls are modelled as hard (q = 0). The frequency chosen is 335 Hz, close to

the first resonance frequency (340 Hz). The centre of the secondary source is

located at the point (0.075, 0.075, 0.425) and its vibrating surface is orientated

along the negative x2-axes (initial guess). At this position the cost function value

is fc = 5.163 10−5. The geometry of the problem is depicted in figure 13, where

the CV, the secondary source and its vibrating segment, as well as the vibrating

surface of the wall can be easily distinguished.

Figure 13. Geometry of the problem, CV, control source (initial
guess) and primary noise locations. (Example 3)

In figure 14 the SPL contour plot in the whole box for two different secondary

source orientations (i.e., a - initial guess (φ = 0, θ = 0, ψ = 0); and b - optimal
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configuration (φ = 0.305, θ = 0.857, ψ = 0.092)) is shown. The optimum cost

function value is fc = 1.576 10−5 and the obtained noise attenuation amounts to

5.15 dB.

In figure 15 a zoom on the initial guess and on the final secondary source

orientation is depicted.

Figure 14. SPL distribution (dB) inside the box of the total field
generated by the ANC application a) initial guess, and b) optimal
value. (Example 3)

8.4. Optimisation of the Secondary Source Location in a Large-Scale

Engineering Problem.

This simulation concerns the evaluation of the optimum location/orientation of

a secondary source inside an airplane cabin.

The model of the analysed cabin consists of two lines of three seats surrounded

by the aircraft fuselage. Due to the geometrical symmetry, only one half of the

cabin is considered.

The cabin is included in a cuboid of dimensions 2×1.9×2.3 (in metres)m and

each line of seats has dimensions 0.5×1.35 with height 1.054. The headrest is 0.46

long (along the x2−axes) and the CV is located in the middle front seat and it has
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Figure 15. Zoom on the secondary source: a) initial guess, and
b) optimal value. (Example 3)

dimensions 0.2×0.32×0.2, therefore it covers most of the headrest extension. The

cabin is meshed by 3914 nodes and 7699 constant elements in order to deal with

up to 250 Hz (i.e., 10 elements per wavelength are guaranteed). The integration

in the CV is performed by subdividing it into 160 cuboid linear elements.

The boundary conditions have been set in order to simulate a real case, hence

the rear and front panel are modelled as soft surfaces (u = 0). The remaining sur-

faces, i.e., seats, floor, ceiling, have all been modelled with absorbing coefficients

being 0.85, 0.2 and 0.15. In order to evaluate the impedance value, the impedance

phase is set to zero [48].

The noise source is generated by a monopole source located at the point (1.46,

0.52, 0.87) in front of the rear seat close to the symmetry panel, whereas the

secondary field is modeled as a rigid sphere (centered in (0.76, 1.02, 1.46)) with

an active segment orientated along the negative x3-axes.

In the figures 16 and 17 the model representing the aircraft cabin, the pri-

mary monopole source, the CV and the secondary source are depicted (where the

symmetry panel has been removed for a better view of the model).

Initially, a series of simulations were performed to evaluate the resonance fre-

quencies of the cabin. The cabin response (in terms of potential) of a typical jet
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with a noise frequency range (70-200 Hz) [49] is studied and the cabin response at a

point located away from the anti-node points is presented in figure 18. As evident

from the figure there are only two picks, hence the simulations were performed

only for two frequencies (104 and 182 Hz).

In the first simulation the final location of the control source centre is at the

point (8.576 10−1, 5.182 10−1, 1.641), whereas the vibrating portion is slightly

modified by the procedure (−9.279 10−4, −2.058 10−2, 6.113 10−3). The initial and

the final cost function values are fc = 2.895 10−3 and fc = 4.015 10−4, respectively.

Hence, the optimisation procedure is able to reduce the noise level of 8.58 dB.

At 182 Hz the optimisation procedure has a lower performance as the noise

level from the original configuration is reduced by only 1.33 dB, and the optimal

location and orientation of the secondary source are (7.195 10−1, 1.085, 1.558) and

(1.446 10−4, 5.133 10−2, −2.908 10−3) , respectively.

However, the presence of the secondary source in its optimised configuration

reduces the noise levels of 22.49 dB and 11.75 dB at 104 Hz and 182 Hz, respec-

tively.

In figure 19 the total SPL generated inside the cabin at 104 Hz by the initial

guess (a) and by the optimum location/orientation (b), are depicted. In the same

figure it can be also noted that the control source is able to reduce the global

primary noise, even though this is just a side effect.

CONCLUSIONS

In this paper a sensitivity analysis for a local ANC approach was developed. The

3D acoustic propagation problem was modelled by the Helmholtz equation and

numerically solved by coupling the BEM, with the ACA, the H-matrix format and

the GMRES solver. The optimisation procedure was performed by applying a first

order Quasi Newton method. The sensitivities were determined by the implicit
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Figure 16. Geometry of the cabin: CV, initial secondary source
and primary noise locations. (Example 4)

differentiation approach. The noise reduction was achieved by attenuating the

unwanted primary sound inside a confined volume, the CV, with the aid of a

secondary acoustic source. The optimisation procedure was developed for both

the optimum location of the CV, and the optimum location and orientation of the

secondary source; it is valid for any shape of both CV and control source.

Four examples were presented in order to demonstrate the efficiency of the pro-

cedure. The first referred to the optimum location of the CV, the second and the
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Figure 17. Zoom of the seat of the cabin: secondary source, CV
and monopole source. (Example 4)

third found the optimum secondary source location and orientation, respectively;

a forth example, a large-scale engineering problem (i.e., the best location and ori-

entation of the loudspeaker for a local ANC strategy inside an aircraft cabin) was

investigated.
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Appendix

For the sake of completeness the cost function obtained by the proposed proce-

dure and depicted in figure 8 is discussed towards the results obtained by Elliott

et al. [9, 50]. In such papers the trend of a spatial extent of a 10 dB zone of

quiet for a monopole secondary source in a pure diffuse primary field is presented.

They show that the extent of the zones of quiet converges to a sphere of diameter

l/10 as the distance between the secondary source and the cancellation point is

increased. Such a regular trend of the quiet zone extent is not achieved in our

first example where an oscillatory trend is obtained, instead (see figure 8). The
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approach in [50] is based upon an idealized model that creates a pure tone diffuse

field which is homogeneous in all the directions, whereas in the present contribu-

tion the diffuse field is created by a finite number of planewaves. The distribution

of the primary waves plays a fundamental role in the optimum CV location.

In figure 20 primary diffuse disturbance created by 72 planewaves is depicted

for four different frequencies (109, 273, 546, 1092 Hz) in a plane of dimension 1×1

m2 meshed with 931 nodes. The same plane has been used in figure 21.

Figure 20. Primary diffuse noise amplitude created by 72
planewaves distributed in all directions of the space for four dif-
ferent frequencies: a) 109Hz; b) 273 Hz; c) 546Hz; d) 1092 Hz.

For such a primary diffuse field the cost function trends are shown in figure 8.

The troughs and crests represent the optimum and worst locations, respectively,

of the CV along the x1-axes for the four frequencies.

Figure 9 shows the total (primary and secondary fields) potential amplitude

distribution for one local optimum value (a trough in figure 8) at each frequency,

whereas figure 22 shows the same quantity at one of the worst values.
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Figure 21. Secondary field amplitude created by a rigid sphere
with an active segment of 1200 degree and radius 8 cm for four
different frequencies: a) 109Hz; b) 273 Hz; c) 546Hz; d) 1092 Hz.

As evident the best CV locations are located where the total fields form a

sufficient flat noise reduction distribution, whereas the worst CV locations are

placed between two contiguous zones of high noise level. In particular figures 22-

b) and 22-d) show that a low attenuation CV location can be also placed further

away from the secondary source due to the diffuse distribution of the primary

noise, highly in contrast with [9,50] results.

It should be pointed out that figures 9, 20, 21 and 22 have been obtained by

multiplying the resulting potential for a constant factor, different for each figure,

in order to better visualize their variations.
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Figure 22. Total amplitude potential of the worst CV x1-
locations corresponding to the crests of the cost function in figure
8: a) 109Hz; b) 273 Hz; c) 546Hz; d) 1092 Hz.




