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1 Errata

• page 2: For the example system (underpowered pendulum) we used the
immediate loss

g(xk, uk) = 1− exp(−xT
k diag([1, 0.2])xk − 0.1u2

k)

instead of xT
k diag([1, 0.2])xk + 0.1u2

k as claimed in the paper.

• page 5: The differences between the cumulative loss of the GP controller
and the DP controller is 3.1%, not 1.66%.

• page 6: Figure 2 (page 6) in the paper should be replaced by the following
one.
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