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Abstract 

The aerothermodynamic characteristics of turbulent spots and wedges in a hyper-
sonic transitional boundary layer were studied experimentally. A blunt cylindrical 
model was tested in a Mach 8.9 tunnel freestream at a unit Reynolds number of 47.4 
million per metre. The corresponding boundary layer edge conditions were estimated 
from the laminar CFD computations at Me  3.7 and Re, 2.7 x 106 /m, within the 
region of measurements, significantly lower than the freestream conditions, a direct 
consequence of the entropy layer effect associated with the blunt nose. Two different 
sets of measurements were carried out on naturally-occurring transition (individual 
turbulent spots) and discrete roughness-induced transition (turbulent wedges). Sur-
face heat transfer measurements were made using axial and circumferential multiple 
arrays of thin-film platinum resistance gauges. Time-dependent and time-averaged 
heat transfer data revealed the presence of turbulent events with different intermit-
tency levels up to 100% for the fully developed wedges. Although the measurements 
did not cover the whole intermittent-transition region, the extent of the latter was 
found to be substantial. Conditional data sampling was used to acquire information 
on spot propagation speeds, geometrical characteristics, and spatial development at 
the model surface. The average spot speed compared very well with previous studies 
at incompressible, subsonic, and low supersonic speeds. Surface thermal footprints 
of the spots enabled the average geometrical and growth characteristics—namely 
planform shape, width, length, apex half-angle, streamwise growth and spanwise 
spreading rates—to be obtained. The result showed considerable similarities with 
low speed studies. Turbulent wedge experiments, using a discrete roughness ele-
ment, allowed wedge characteristics such as heat transfer level, shape, and spanwise 
spreading rate to be acquired. The latter compared extremely well with previous 
predictions at hypersonic speeds. The wedge was found to form by the succession 
of a high number of individual spots which quickly coalesce within a small distance 
downstream of the roughness trip. 
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Chapter 1 

Introduction 

1.1 Motivations 

The new perspective of future space transportation has most importantly required an 

increase in safety and reliability with considerable reduction in cost. Thus, the pre-

cise determination of the aerothermodynamic environment around the space-plane 

is essential and necessitates the understanding of fundamental physical phenomena 

such as shock waves, vortical flows, boundary layers, and real gas effects. Figure 1.1 

illustrates some of the space-plane concepts and prototypes that have been made 

most recently. The design of these vehicles most importantly aims to reduce surface 

heating and drag and provide good flow intake characteristics (for air-breathing ap-

plications), which are mainly governed by the body shape, amount of nose bluntness, 

and state of the boundary layer, be it laminar, transitional or fully turbulent. 

25 
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Figure 1.1: Space-plane concepts. From top to bottom; (a) Reusable Launch Vehicle 
RLV, X-33; (b) RLV, X-34; (c) emergency Crew Return Vehicle CRV, X-38; (d) hypersonic 
air-breathing transport vehicle, X-43 (courtesy of NASA). 
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Transition is an unsteady process through which a laminar boundary layer re-

ceives external disturbances (either freestream or body-related) that subsequently 

grow in space and time yielding eventually to turbulence, a process which is yet to 

be fully understood." From an 'engineering/design' viewpoint, transition onset is 

defined by the location where time-averaged surface heat transfer and skin friction 

start to deviate from the laminar value and gradually increase to the fully turbulent 

value across the intermittent-transition zone. The latter extends from the location 

of initial breakdown of the laminar flow into turbulent spots up to the location where 

the spots are entirely coalesced to form a fully turbulent flow (defined in more detail 

in section 1.3.1). The extent of this region is governed by the rate of formation, 

propagation, growth, and amalgamation of turbulent spots. In roughness-induced 

transition, where the roughness trip is of sufficiently large size (typically about half 

the local laminar boundary layer thickness or greater), turbulence occurs right be-

hind the roughness trip in the form of a turbulent wedge. 

Transition has been one of the most intricate subjects in aerodynamics research, 

particularly so at hypersonic speeds due to the large uncertainties associated with the 

determination of flow properties (e.g., heat transfer and skin friction), large physical 

extent of the intermittent-transition region, and significant number of the parame-

ters that affect the transition process. The substantial length of the intermittent-

transition zone, which can range between 20% and 80% of a vehicle length," results 

in many important flow phenomena, such as flow compression (as for engine intakes), 

shock wave impingement (at the body-wing/fin intersections) and flow separation, 

to probably take place within this zone. It also generates large uncertainties in the 

estimates of the minimum and maximum heat fluxes and skin friction coefficients 

locations, which can yield variations in the design vehicle 'gross take-off weight' by 

at least 100%.83  

The significant number of factors affecting the transition onset and process makes 

their prediction very difficult. Anderson' pointed out that the transition Reynolds 

number, Retr , depends upon several factors such as boundary layer edge Mach 
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number, wall temperature, body shape, angle of attack, surface roughness, dis-

turbance environment, body vibration, body curvature, pressure gradients, leading 

edge bluntness, total temperature, cross flow instabilities, and real gas effects at 

high enough Mach numbers (figure 1.2). Clearly, the determination of an analytical 

expression for the transition Reynolds number is virtually impossible and therefore a 

good understanding of the physics involved is the key for better transition prediction 

and modelling. 

Figure 1.2: Illustration of the factors affecting transition; these comprise freestream and 
body-related parameters. 

The particular driving force behind the present study on the aerothermodynamics 

of turbulent spots and wedges, in addition to the points mentioned earlier, is the work 

of Zanchetta and Hillier111,112  on blunt cone kinetic heating in the Imperial College 

gun tunnel. They obtained very significant lengths of intermittent flow for the largest 

nose radius in the flow regime prior to 'transition reversal'. This presented a good 

opportunity for investigating in more depth the geometrical, convective, growth 

and structural characteristics of turbulent spots which form, develop and merge 

across the intermittent-transition zone. Some of the results obtained suggested 
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a possible relationship, in terms of dynamic characteristics and structure, between 

turbulent spots and wedges, providing the incentive for the study of turbulent wedges 

(discussed in more detail in chapter 7). 

In the present study, the aerodynamic heating into the body surface is the pri-

mary property being investigated, since it is considered as a critical design parameter 

for hypersonic vehicles and excellent transition detector. This is performed through 

experimentation and laminar flow computation that assists the analysis of the ex-

perimental data. The remainder of this chapter will present the necessary definitions 

followed by a review of the recent state of transition research. The following chapters 

(chapters 2 and 3) will describe the experimental facility, models and procedures, 

together with the laminar CFD methodology and simulations. The experimental 

data will then be presented in chapters 4 to 7, including full analysis and discus-

sion of the result, highlighting the contribution of the present study to the general 

understanding of hypersonic transition. 

1.2 Hypersonic flow characteristics 

The transition from supersonic to hypersonic flow does not implicate a sudden 

change in flow properties as for that from subsonic to supersonic. Instead, the flow 

is said to be hypersonic when certain flow phenomena start to occur and become 

increasingly more significant as the Mach number increases. As a rule of thumb,2  a 

hypersonic flow is defined as a flow of a Mach number of 5 or greater. The following 

sections describe the physical phenomena which characterise hypersonic flows. 

1.2.1 Thin shock layer 

From the oblique shock relations," for a given deflection angle, the shock wave 

angle is found to decrease as the Mach number increases. At hypersonic speeds, the 

shock layer—the region between the body surface and the shock wave—becomes 

increasingly thin with increasing Mach number. 
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1.2.2 Viscous interaction 

As the surface of the body is approached, the flow is decelerated through viscous 

effects (across the boundary layer) and the kinetic energy of the gas is converted into 

thermal energy. At hypersonic speeds, the kinetic energy of the gas is significant and 

so therefore is the resulting thermal energy near the wall. This yields a temperature 

rise and density drop as the Mach number increases and thus, for a given mass flow 

rate (conservation of mass), the boundary layer thickness becomes more significant. 

Anderson2  gives the following formula for the growth of the laminar boundary layer 

thickness, 6, as a function of the boundary layer edge Mach and Reynolds numbers: 

6. 	it4- 
c( 	 1/2 x Ree,, 

The dramatic increase in boundary layer thickness in hypersonic flows leads to 

large displacement of the inviscid flow associated with the presence of the boundary 

layer. This causes a change in the effective shape of the body and thus increases 

drag. Furthermore, the thick boundary layer interacts with the thin shock layer, 

particularly near the leading edge, causing what is known as viscous interaction. 

1.2.3 Entropy layer 

Frequently in hypersonic flow applications, the body apex, or nose, is blunted (the 

case of the present study) in order to reduce the aerodynamic heating into the 

surface. The introduction of nose blunting causes the shock wave to detach, such 

that streamlines behind the central part of the shock wave experience a large loss in 

total pressure and large increase in entropy, ,,5sh„k , across the shock. These high 

entropy streamlines constitute what is known as the entropy layer. The shock wave 

angle and thus the rate of entropy increase across it, ,issh„k , gradually decrease 

with distance from the axis to the equivalent sharp-body value. The boundary layer 

develops with the entropy layer controlling the boundary layer edge condition. 

Chapter 1. Introduction 



1.3. Boundary layer transition 	 31 

1.2.4 Real gas effects 

In high total temperature hypersonic flows, at a given static pressure, some of the 

total energy of the gas is used for the vibration of the gas molecules once the ap-

propriate characteristic static temperature of vibration, Tvib, has been reached. As 

the total temperature is increased further, the molecules of the gas start to dissoci-

ate when the characteristic static temperature of dissociation, Tdis , is attained, then 

ionise at the characteristic static temperature of ionisation, TTT — con) \— (Toib <  dis < ,on • 

The gas utilises appropriate fractions of the total energy available for the vibration, 

dissociation and ionisation processes, yielding a reduction in the flow temperature 

compared to the thermally and calorically ideal gas case. These types of flows are 

more precisely known as hypervelocity flows. In the present study, real gas effects 

are insignificant due to the modest total temperature used (To. = 1150 K). 

1.3 Boundary layer transition 

1.3.1 The transition process and onset 

The process of transition, according to the common literature such as Kuethe,5°  

Schetz,' Schlichting81  and White,1°2  ensues in six different stages which take place 

successively downstream from a fully laminar to a fully turbulent motion (figure 

1.3). These include; a laminar stable base flow (1); a linear region where 2D un-

stable Tollmien-Schlichting waves form (2); a non-linear region characterised by the 

formation of 3D waves and spanwise `A/hairpin'-vortex structures (3) which de-

cay and eventually breakdown (4); an intermittent-transition zone where turbulent 

spots form and develop (5); and finally a region of fully developed turbulent flow 

(6). More in-depth studies,45,  51'52'54' 55,57, 75-77,82,96, 101 introduced the concept of re-

ceptivity, which in fact is crucial to the initiation of the transition process in the 

laminar flow region (1) (figure 1.3). There is another case where the various stages 

of the transition process are bypassed due to the flow and environmental distur- 
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bance conditions. This is known as bypass transition and is the case for the discrete 

roughness-induced transition (or turbulent wedges) which are examined in detail in 

chapter 7. 

Figure 1.3: The transition process (top from Schlichting,81  bottom from Kachanov45); 
(1) laminar stable base flow and receptivity region, (2) unstable 2D Tollmien-Schlichting 
waves, (3) 3D waves and vortex formation (`A/hairpin'-structure), (4) vortex decay and 
breakdown, (5) intermittent region: turbulent spots formation, growth and coalescence, (6) 
fully turbulent flow. 

The onset of transition is defined from two different perspectives. The mathe-

matical approach examines the different development stages—linear and non-linear 

growth in space and time 	of a disturbance field within a laminar flow until its 

breakdown and initiation of turbulent spots. This covers the streamwise length 

of [xind, xtr ], where xind  is the position where the first unstable waves occur and 

xi,. is the position of initial spot formation. In this case, the transition onset is ex-

pressed by its location, xind, or more generally by the indifference Reynolds number, 
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Rein d (figure 1.3-top). This approach aims to predict the onset process and loca-

tion of turbulence spots. The engineering approach however, is concerned with the 

intermittent-transition region—covering the streamwise length of [xtr.) Xcrit] where 

xerit is the location where the boundary layer is fully turbulent—to establish cor-

relations between the intermittent-transition zone and freestream and body-related 

parameters. In this case, the transition onset is expressed by its location, xtr , 

or more generally by the transition Reynolds number Ret, (figure 1.3-top). In a 

time-averaged 'heat flux-streamwise distance' curve, the transition onset location 

corresponds to the point where the heat transfer starts to deviate from the laminar 

value (figure 1.4). 

Figure 1.4: Intermittent-transition region (Bertin11 ); the transition onset from an engi-
neering viewpoint. 

In the following sections, the various stages of the transition process, as presented 

above, are described in more detail. 

Receptivity 

Reshotko76  defines receptivity as follows: 

`Receptivity is the process by which a particular forced disturbance en-
ters the boundary layer, the nature of its signature in the disturbance 
flow, and the mechanism of exciting its corresponding free disturbance 
or normal mode in the boundary layer.' 
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The disturbances mentioned here include freestream external and body-related dis-

turbances. The former comprises acoustic disturbances (pressure fluctuations), en-

tropy disturbances (temperature fluctuations), vorticity disturbances (turbulence), 

atmospheric disturbances, and particulate. The latter are formed within the bound-

ary layer and comprise surface roughness and curvature, model vibration, nose blunt-

ness, and wall temperature. The process of receptivity is generally initiated at the 

leading edge (the model nose in the present case) and at any downstream location 

where the boundary layer has to accommodate any changes in surface geometry or 

boundary conditions.76,77  

Linear region 

The disturbances within the laminar boundary layer, depending upon their fre-

quency, wave number and amplitude, could either amplify in space and time and 

hence initiate the transition process—unstable boundary layer—or dwindle and thus 

maintain the stable flow.5°,81  The amplified disturbances cause the well-known 2D 

Tollmien-Schlichting waves (also known as the first instability mode) to form and 

develop in space and time. This stage of the transition process is well described by 

Linear Stability Theory (LST), which is based on the principle that any flow can 

be decomposed into the laminar base flow (being examined) and a superimposed 

perturbation motion. Depending on the body geometry and flow type being in-

vestigated, a set of equations—which contain parameters such as frequency, wave 

number, amplitude and phase—is obtained and, once solved, determines whether 

the boundary layer is stable or unstable. In the simplest case of a 2D flat plate in-

compressible boundary layer, stability is defined by the well-known Orr-Sommerfeld 

equation that yields the Neutral stability curve, from which the transition Reynolds 

number is extracted and, depending on the disturbances parameters (i.e., frequency, 

wave number,...etc), the state of the boundary layer is defined.81  

At hypersonic speeds, higher modes of instability, well known as Mack modes, 

take place in addition to the first mode.45' 53,57,67,76,77,81' 96  This was discovered 
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by Mack53  from his first successful formulation and resolution of the compressible 

stability equations which yielded an infinite number of solutions in the limit of 

infinite Macli numbers. At supersonic and low hypersonic Mach numbers, the second 

mode is considered the most unstable as it often presents the largest amplification 

rates, depending upon flow conditions and disturbance environment. 

Non-linear region 

Three-dimensionality appears in this region where A-shaped vortices form and dis-

tort with streamwise distance, causing their apex to move up to greater vorticity 

levels. These vortices are thus intensified and stretched until bursting.' The break-

down of the laminar boundary layer is still not fully understood as reported by 

Kachanov.45  For weak non-linearity, the Parabolised Stability Equations (PSE) de-

scribe satisfactorily the disturbance field in the boundary layer.' However, for strong 

non-linearity (e.g., hypersonic boundary layers), PSE is not always applicable. 

Intermittent-transition region 

After breakdown of the laminar flow, high frequency regions identifying turbulent 

spots are formed.5°  These spots, of high heat transfer, high skin friction and ar-

rowhead shape (figures 1.5 and 1.6), grow in space and time and eventually merge 

into a fully turbulent flow. In incompressible flows," the propagation speed of the 

spot varies from approximately 0.50U,, at the spot trailing edge to approximately 

0.88U,, at the spot leading edge, a difference that leads to their streamwise growth. 

The spots are contained in the intermittent-transition region which is characterised 

by an intermittency factor, 7, defined as the fraction in time that turbulent flow ex-

ists within a total time window of intermittent flow at a fixed location. This factor 

takes the value of 0 when the flow is fully laminar and the value of 1 when the flow 

is fully turbulent.' 
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Figure 1.5: View of a turbulent spot in an incompressible flow (from Falco26 ). 

--10* Xli'd 

Figure 1.6: Turbulent spot in an incompressible flow (Schubauer and Klebanoff86 ). (top); 
hot-wire signal of an artificially-generated (1) and naturally-occurring (2) turbulent spot. 
(bottom); plan and elevation views of an artificially generated spot; lateral spreading half-
angle, a = 11.3°; spot apex half-angle, 0 = 15.3°; freestream velocity, Uo0  = 10 m/s; 6 is 
the laminar boundary layer thickness. 
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1.3.2 Factors affecting transition 

Pressure gradient 

The presence of an adverse pressure gradient in the streamwise direction (i.e., 

ap/ax > 0, x being the axial direction) hastens transition. Schlichting81  also 

reported a rise in instability level, within a boundary layer in the presence of a 

favourable pressure gradient (ap/ax < 0), with increasing pressure gradient level 

(alp/axe > 0).  

Wall temperature 

Anderson2  suggested that wall cooling (Tv  < Taw , 71, being the wall temperature 

and Taw  the adiabatic wall temperature) stabilises the laminar boundary layer only 

for moderate supersonic speeds. However, Garry,' Kuethe,5° and White1°2  stated 

that the effect of wall cooling is reversed when surface roughness size increases. At 

hypersonic speeds, the transition-wall cooling relationship is less evident. Bertin11  

reported that for fixed freestream Mach and unit Reynolds numbers, cooling first 

stabilises the boundary layer then, as the wall temperature is further reduced, tran-

sition is hastened until certain values where the effected is re-reversed. Finally, at 

sufficiently low wall temperatures, no further effect is encountered on the stability 

of the laminar flow. 

Freestream Mach number (compressibility effects) 

Anderson2  pointed out that the increase in boundary layer edge Mach number delays 

transition particularly for freestream Mach numbers greater than four. Furthermore, 

Kuethe' suggested that the boundary layer becomes more unstable for Mach num-

bers between 1.3 and 4.5. 
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Surface roughness 

Surface roughness is a transition trigger in the way that transition is hastened as the 

roughness size is increased. Moreover, Reda73  reported higher transition Reynolds 

number, based on roughness height, using isolated roughness compared with that 

obtained with distributed roughness. 

Nose bluntness 

Hypersonic flows around blunt bodies are characterised by the presence of a high 

vorticity layer (or entropy layer) which flows downstream of the blunt nose. The 

effect of this layer is to alter the boundary layer edge conditions and therefore the 

transition characteristics of the boundary layer. Many authors such as Anderson,' 

Bertin,11  and Zanchettall' reported that nose blunting delays transition. The tran-

sition Reynolds number, Retr , increases with increasing Reynolds number based on 

nose radius, Ren , up to a certain limit where the effect is reversed; the so-called 

transition reversal. 

Unit Reynolds number and environmental effects 

Unit Reynolds number is a flow property that is able to quantify the level of external 

disturbances which influence the onset and process of transition. Generally, as 

the unit Reynolds number increases, transition is moved upstream.2,11,50,80,81,102 

Bertinll  however, made a comparison between flight and wind tunnel data and 

he ascertained that an increase in unit Reynolds number has a stabilising effect 

according to flight data and a destabilising effect according to wind tunnel data. He 

suggested as a result that the freestream environment plays a significant role as far 

as the stability of the laminar flow is concerned. 
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Cross flow instabilities 

Although not considered in the present study, where axisymmetric configurations 

are used, cross flow instabilities generally present an inflection point in the boundary 

layer profile and hence the laminar flow is less stable.' 

The description given above mainly presented the general trends in transition 

behaviour with these factors. In fact, the influence of each parameter on transition 

may change from case to another depending upon freestream, environmental and 

body-related conditions and the number of factors that are simultaneously involved. 

1.4 	Review of transition research 

1.4.1 Boundary layer stability and transition prediction 

Malik et al.54' 55  conducted in-depth studies on boundary layer stability and tran-

sition modelling and onset prediction in hypersonic flows. They used linear and 

non-linear stability theories together with Large Eddy and Direct Numerical Simu-

lations, LES and DNS respectively. The results were then validated against 'quiet' 

tunnel data (i.e., obtained in a low freestream disturbance environment). They ad-

vocated that the application of the eN  method to high-speed flows ought to consider 

all instability modes (first and higher modes) due to the difference in their nature 

(viscous or inviscid) and growth rate with relation to the freestream Mach num-

ber. It was found that the eN  method (with 9 < N < 11) yielded good agreement 

with the quiet tunnel data, yet it indicated strong sensitivity to freestream distur-

bances. Moreover, the application of simple engineering correlations such as the 

(Re 6 , I Me )t,' method, where Re52  and Me  are the boundary layer edge Reynolds 

number based on momentum thickness and Mach number respectively, is useful in 

very particular cases although it cannot be generalised, as they demonstrated from 

the comparison of 2D and axisymmetric cases. 
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Malik et al.55  also discussed the effect of nose bluntness in delaying the onset 

of transition. The introduction of nose blunting generated a significant increase in 

the transition Reynolds number, Retr , however it remained lower than the predicted 

values using the eN  method. This discrepancy was associated with the fact that 

larger amplification rates for the eN  method were required since nose blunting caused 

rapid growth of the disturbances within the laminar boundary layer. 

Malik54  also examined the effect of favourable pressure gradient on transition 

onset and he discovered that, although it stabilises the first mode, it does not ensure 

the stability of the second mode. Moreover, Kimmel et al.49  found that, in the 

presence of a favourable pressure gradient, the second mode has lower growth rates 

and shifts to lower frequencies . 

The effect of wall temperature on transition was also investigated (see for example 

the work of Malik,' Reshotko76  and Stetson96). It was discovered that wall cooling 

destabilises the higher modes, including the second mode that was found to be the 

transition trigger at hypersonic speeds. Malik54  suggested that if the environment 

was free of high frequency disturbances the effect of wall cooling on hypersonic 

transition may be reversed. 

One of the most critical issues in connection with the experimental study of 

boundary layer stability and transition is wind tunnel noise. In this respect, sev-

eral studies were conducted'' 51,55,76,77,82,96 and reported the effect of environmental 

noise in reducing the transition Reynolds number Retr . It was also suggested that 

transition prediction using the eN  and PSE methods could only be validated against 

data obtained in tunnels with low disturbance level. Malik et al.55  revealed that 

high freestream acoustic disturbances dramatically affects ground facility data, in 

particular transition location and trends. The extent of these effects was found to 

be geometry-dependent in relation with the receptivity mechanism, a fact which im-

plied yet again that stability theory results can merely be useful in a low disturbance 

environment. 
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Perhaps one of the most popular studies on hypersonic transition prediction and 

testing is that due to Stetson et al.96  In their paper, they suggested that ordinary (or 

noisy) tunnels could still provide good source of data comparison. Their argument 

is that, in the hypersonic regime, there are special considerations to the coupling 

between the environmental disturbances and boundary layer disturbances that are 

responsible for transition. It is noted from their paper96  that: 

The critical environmental disturbances are those disturbances of the 
same frequency as the boundary layer disturbances responsible for transi-
tion. Therefore, it is important to identify the dominant boundary layer 
disturbances and the amplitudes of the corresponding environmental dis-
turbances at the same frequency.' 

In other words, environmental disturbances have an effect on transition only if they 

excite the potentially dominant boundary layer disturbances, which are of relatively 

high frequencies. Stetson et al.96  also highlighted the fact that boundary layer 

disturbance mechanisms are still not as well understood at hypersonic speeds as 

at subsonic/supersonic speeds. They reported the work of Mack53  in establishing 

the existence of unstable higher modes and the characteristics of their growth and 

damping which were discovered to be frequency dependent. 

Noise effect was also investigated by Schneider,82  who pointed out that high 

in-flight transition Reynolds numbers are due to the low level of noise and well con-

trolled body surface disturbances. He discovered that in some cases the trend in 

transition data obtained in conventional tunnels was the opposite of those obtained 

in quiet tunnels. The noise in question consists of temperature fluctuations, par-

ticulate, vorticity fluctuations, and acoustic disturbances of which a large fraction 

is radiated from the tunnel-wall turbulent boundary layer.' Schneider argued that 

these disturbances must be measured satisfactorily for good in-flight and ground test 

transition prediction. Schneider' presents an excellent review of the state of hyper-

sonic transition—stability and laminar breakdown—research from an experimental 

point of view. 
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1.4.2 Intermittent-Transition Region 

This section is concerned with the investigations of turbulent spot characteristics 

which have been conducted over the last fifty years since the pioneering work of 

Emmons.' His water-table experiment revealed isolated patches of turbulence that 

were identified as turbulent spots. As a result of this finding, he put forward the well 

known theory of transition which is based on the formation and growth of turbulent 

spots. Since then, tremendous amount of work has been carried out on turbulent 

spot characteristics. 

Turbulent spot average characteristics in incompressible boundary layers 
with a zero pressure gradient 

Schubauer et al.86  were the first to establish the relationship between the behaviour 

of artificially generated and naturally-occurring turbulent spots in relation with the 

transition process. Using hot-wire anemometry to measure artificially produced 

spots in an incompressible flow, they obtained for the first time spot geometrical, 

convective, and growth characteristics (a typical spot is illustrated in figure 1.6). 

Since then, the universal shape of the turbulent spot—with an arrowhead shape in 

the plan-view and a stretched patch with an overhang leading edge and a hump in 

the elevation-view 	was established. Their measurements yielded a constant spot 

trailing and leading edge velocities at the surface across the spanwise extent and were 

equal to 0.50U,0  and 0.88U,x, respectively for a freestream unit Reynolds number, 

Reco , of 6.105  m-1. The spot apex half-angle was 15.3° whereas the lateral spreading 

half-angle was 10° and decreased to 8.6° as Recx, decreased to 2.105  m-1. Schubauer 

et al. also found that the maximum thickness of the spot—defined by the distance to 

the wall of the top of the hump—increased with axial distance in the same manner as 

a fully turbulent boundary layer. They also suggested that the overhanging leading 

edge, with a tip velocity of 1/0o , was created as a result of the slow laminar flow near 

the surface moving in the opposite direction, giving also rise to a 'calmed region' (or 

wake region) behind the spot. 
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More detailed velocity measurements on artificially produced spots in a Bla-

sius boundary layer were made by Wygnanski et al.1°6  They achieved, using the 

ensemble-averaged data, the characteristics of the average spot which was found to 

exhibit conical similarity far downstream of its initiation point. In these regions, 

the average spot had a universal shape that was independent of the type of fluid, 

Reynolds number, Rest  (SI being the laminar boundary layer displacement thickness 

at the spot formation point), or the manner the spot was generated. In contrast 

to Schubauer et a1.86  study , the leading interface of the spot was slightly concave 

and propagated downstream at a velocity which varied between 0.89Uoo  at the spot 

centre-plane and 0.50U,,,,, at the extreme spanwise location. On the other hand, 

the spot trailing edge velocity was constant throughout and was equal to 0.50Uao. 

Wygnanski et al. also obtained a spot apex half-angle of 15.2° and a lateral spread-

ing half-angle of 10°—constant with axial distance—in excellent agreement with 

Schubauer et al.'s' findings. 

A similar investigation of artificial spots was carried out by Mautner et al.59  

using both velocity and surface pressure measurements. Most importantly, they 

obtained an ensemble surface-pressure signal which indicated that the spot surface 

pressure signature had a spanwise growth rate of about 12°, compared with 10° 

obtained from velocity disturbance measurement in the spot wing tip region, and 

did not depict conical similarity as for the velocity disturbance field. The geometry 

of the pressure field in fact evolved with axial distance and thus with the Reynolds 

number. Mautner et al. also obtained spot leading and trailing edge velocities at 

the spot plane of symmetry which were dependent on Re,,, in such a way that, as the 

latter was increased, the spot leading edge velocity, Ui.e , rose whereas the trailing 

edge velocity, Ut. 0 , decreased. The values obtained are summarised in table 1.1. 

Reno 	Ui.clUoa Ut.e IU„,, 
(x10-5  m-1) 

	

5.1 	0.820 	0.55 

	

6.6 	0.845 	0.54 

Table 1.1: Spot leading and trailing edge velocities obtained by Mautner et al.59  
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The values shown above were somewhat lower than Schubauer et al.86  and 

Wygnanski et al.' due to the fact that they represent the leading and trailing 

edges of the spot pressure disturbance field which do not exactly correspond to 

those of the spot velocity field. 

It appeared from the Mautner et al.59  study that some of the ensemble-averaged 

spot characteristics were Reynolds number-dependent. This result was confirmed by 

Wygnanski et al.197  who discovered that the spot ensemble-average speed (or length-

to-time scale ratio) and streamwise growth rate increased with increasing Reo,. At 

the spot centreline near the surface, the leading edge velocity remained unchanged, 

whereas the trailing edge velocity decreased with increasing Reco . Furthermore, far 

downstream of its generation point, the spot was found to grow linearly with axial 

distance in the spanwise direction at a rate of 9.3° at Re00  = 6.5 • 105  m-1  and 

increased to 10° at Rec, = 12.4 • 105  m-1, in good agreement with Schubauer et al." 

More recently, spot behaviour was examined at the body surface by means of 

heat transfer measurement14 '15  and thermochromic liquid crystal visualisation.113  

Ching et al.14  obtained the temperature signature at the wall of naturally-occurring 

spots in an incompressible flow over a flat plate using thin-film heat transfer gauges. 

These allowed them to acquire information on spot dynamics and intermittency dis-

tributions across the intermittent-transition region. The spot mean, average leading 

edge and trailing edge velocities, Umean,  UL, and Ut.e  respectively, were obtained by 

means of cross-correlation analysis for two Rec, conditions. The result is summarised 

in table 1.2. 

Reco 	Ui.e lUco  Ut.elUco Umean/Uoo 
(x10-6  m-1) 

2.4 0.81 0.50 0.68 
4.2 0.86 0.48 0.63 

Table 1.2: Turbulent spot mean, average leading edge and trailing edge velocities obtained 
by Ching et al.14  

Zhong et al.113  identified the initiation of the wake-induced transition process (as 

witnessed in turbomachine blades) with the formation of turbulent spots. The onset 
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point was found to move upstream with increasing level of freestream turbulence 

intensity. The spanwise growth rate of the spots in the region of their initiation 

was equal to 3.5°, compared to 6.5° further downstream of this region (as reported 

by the same authors114 '115 ). This phenomenon was also encountered by several 

investigators such as Schubauer et al.,86 Wygnanski et al.196  and Mautner et al.59  

Chong et al.15  performed flow measurements at, and away from, the surface 

of a flat plate using simultaneously hot-wires and thin-film heat transfer gauges. 

Using velocity perturbation contours, they affirmed the existence of a spot spanwise 

overhang similarly to the spot leading edge in the streamwise direction. This finding 

was considered to be responsible for the smaller spot spanwise growth rates obtained 

at the surface using heat transfer measurement (see above, Zhong et al.113 ) compared 

with those obtained at a finite distance from the surface using velocity measurement 

(e.g., Schubauer et al.86  and Wygnanski et al.196 ). 

Turbulent spot average characteristics in incompressible boundary layers 
with pressure gradients 

The effect of pressure gradient on turbulent spot behaviour was examined by several 

investigators such Katz et al.,46  Zhong et al.114, 115 and Chong et al.15  In their work 

on artificially generated turbulent spots in an incompressible flow over a flat plate 

with the presence of a favourable pressure gradient (Falkner-Skan parameter, f3 = 1) 

using hot-wire anemometry, Katz et al.46  obtained reduced spot growth rates by 

more than 50% in both streamwise and spanwise directions compared with the 

zero pressure gradient case. The spot average shape transformed from the regular 

arrowhead shape into a rounded triangular shape with the trailing edge being nearly 

straight and perpendicular to the streamwise direction. Moreover, the average spot 

length, width and wake region extent were significantly reduced. Katz et al. also 

found that the spot leading and trailing edges propagated downstream at velocities, 

th., and Ut., respectively, approximately proportional to /T3  (x0  being the axial 

distance to the spot initiation point) while Upo  varied linearly with xo. This lead 
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them to conclude that no direct scaling of UL, and Ut.e  with U0,0  was possible in 

the pressure gradient case as for the Blasius boundary layer case. The authors also 

suggested that the velocity profile and integral thicknesses within the spot compared 

well with their counterparts of a fully developed turbulent boundary layer and that 

the turbulent intensity inside the spot was higher than that of the zero pressure 

gradient case. 

The effect of a favourable pressure gradient on spot behaviour was also investi-

gated by Chong et al.15  In their study of artificially generated spots in an incom-

pressible boundary layer over a flat plat, they confirmed the effect of a favourable 

pressure gradient on reducing the streamwise growth rate of spots. They also found 

that both leading and trailing edge propagation rates were virtually the same at the 

surface and at the laminar boundary layer edge. 

Zhong et al.114,115 studied artificially produced spot characteristics in an incom-

pressible water flow over a flat plate at Re,, = 2 • 105  m-1  in the presence of three 

different levels of pressure gradients; 'zero', 'mild adverse' and 'strong adverse'. For 

the first time, pictures of the thermal footprint of the propagating spots were ob-

tained using the thermochromic liquid crystal visualisation technique which allowed 

both qualitative and quantitative analysis of the results. Zhong et al. obtained 

an increasing spot spanwise growth rate, from 6.5° in the 'zero' case to 9° in the 

`mild adverse' case and finally to 12° for the 'strong adverse' case. The authors 

suggested that the fact of these smaller values compared with previous published 

work was due to the difference between the temperature signature of the spot at 

the surface (using heat transfer measurement) and spot velocity disturbance field 

obtained at a certain distance away from the surface (hot-wire measurement), a fact 

which underlined a possible difference in the transition characteristics of momentum 

and thermal boundary layers. Zhong et al. also showed that the effect of increasing 

level of adverse pressure gradient was to increase and decrease the spot leading and 

trailing interface velocities respectively, a fact which resulted in an increase in the 

overall streamwise growth of the turbulent spot. 
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Turbulent spot substructure 

The study of turbulent spot average characteristics revealed the existence of some 

structures within its interior. Increasingly detailed flow measurements and visu-

alisations have been accordingly carried out to resolve these substructures in the 

attempt to understand the mechanisms yielding the growth of the spot across the 

intermittent-transition region. An exhaustive number of investigations have been 

conducted regarding this matter using experiment (e.g., Wygnanski et al.,106,107 

Perry et al.,' Antonia et al.,5  Mautner et al.,59  Itsweire et al.,41  Barrow et al.,7  

Sankaran et al.,79  Johnson et al.," Sabatino et al.,78  and Schroder et al.') and 

most recently, with the advance in computer power, through CFD in particular 

DNS (e.g., Singer et 	94  Das et al.,21  and Johnson'). 

For some time, it was believed that the spot consisted of a singular flow-dominant 

arrowhead vortex tube that resided within the spot.59,106 This vortex tube, which 

narrowed with spanwise distance from the spot plane of symmetry, had a maximum 

vorticity around the spot leading and trailing edge regions in the plane of symmetry. 

This was concluded from surface pressure and hot-wire velocity measurements made 

at, and away from, the wall. However, it was soon realised that the spot was 

composed of an increasingly more complex structure of vortices and streaks through 

entrainment of neighbouring laminar flow as it moved downstream. 

In their experimental investigation of the internal structure of artificially gen-

erated turbulent spots within an incompressible flat plate boundary layer (Rep, c 

54000 in-1) using smoke visualisation, Perry et al.7°  discovered that the turbulent 

spot was composed of an array of 'A-shaped' vortices, which formed initially as one 

undulated vortex filament developed right behind the disturbance location (figure 

1.7-a). This filament stretched and laterally induced a new undulation on each side, 

which in turn evolved and induced new undulations (figure 1.7-b). This cascade 

nature of the process lead to the formation and development of the turbulent spot 

as shown in figure 1.7-c. For a sufficiently grown spot, Perry et al. suggested a 
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near-constant As  (figure 1.7) with axial distance with a value As  = 4.16i, where Si is 

the laminar boundary layer displacement thickness at the location of spot initiation. 

(a) 

ib) 
	 6:9 

Figure 1.7: Turbulent spot substructure according to Perry et al." As  is the distance 
between the centres of two adjacent vortices. 

Wygnanski et al.,107  through the examination of instantaneous velocity data, ob-

served a deeply corrugated free interface separating the turbulent and non-turbulent 

fluids in the spot elevation plan of symmetry. They concluded that the spot com-

prised a finite number of large coherent eddies with trapped non-turbulent flow 

in between. In good agreement with Perry et al.7°  findings, they suggested that 

the spot contained several 'hairpin' eddies which were arranged in an arrowhead 

configuration and grew in number by destabilising and entraining the surrounding 

laminar flow, forming as a result more hairpin eddies at the rear end of the spot as it 

propagated downstream. This was the reason, according to the authors, behind the 

low velocity of the spot trailing interface compared with that of the leading edge. 

Similar entrainment mechanism and eddies generation occurred in the spot wing-tip 

regions, resulting in the spanwise growth of the spot. This result was also obtained 

by Itsweire et al.' through the analysis of the 'statistically most-probable' spot as 

opposed to the 'globally ensemble-averaged' spot, which caused the loss in detail of 

the spot substructure and was the reason behind previous perceptions of a single 

`A-shaped' or 'horseshoe' vortex configuration. 
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More recently, Schroder et al.85  used the PIV technique to determine detailed 

information on artificially generated spot substructures in an incompressible flow. 

In line with previous findings, The average spot substructure was established as 

`hairpin-like' vortices and streaks of strong shear layers, essentially similar to, but 

more organised than, those of fully turbulent boundary layers. This structure was 

recognised to be responsible for the streamwise and spanwise growth of the spot and 

self-similarity of the arrowhead shape. 

With the increase in computer power, more computational investigations of spot 

internal structure have been made in particular using DNS. Of particular interest is 

the work of Singer et al."' 94  which focused on the early formation stages of the spot 

in an incompressible flat plate boundary layer. The result confirmed the existence 

of a substructure of hairpin-like vortices (figure 1.8), which were added near the 

trailing edge of the spot, in good agreement with previous experimental findings 

(e.g., Wygnanski et 	More importantly however, Singer et al. pointed out 

that the streamwise vortices were more intense and more frequent than the large 

spanwise vorticity structure whose importance had been overestimated by previous 

experimental results. The spot obtained showed the usual features that had been 

observed in experimental studies (figure 1.9). 

Figure 1.8: Plan view of a forming turbulent spot including the complex hairpin and 
quasi-streamwise vortex structures, numbered 1 to 4 according to the order of appearance 
(from Singer et al.93). 
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Figure 1.9: Plan and elevation (in the plane of symmetry) views of perturbation vertical 
vorticity and streamwise velocity contours (from Singer et.93). (left), vertical vorticity; 
(right) streamwise velocity. On the left side, the laminar velocity profile is indicated and 
the short horizontal line next to it shows the location of the plan view. 

Turbulent spot average characteristics in low subsonic flows 

De Lange et al.22  carried out experiments on a flat plate boundary layer at a 

freestream Mach number, Moo , of 0.33 and unit Reynolds number, Re,,, of 1.1 • 107  

rn-1. Using thin-film heat transfer gauges, they obtained turbulent spots—from 

different experiments and in different regions of the flow including those travelling 

in the wake region of preceding spots—which presented a heat flux profile that 

was self-similar. Furthermore, the heat transfer within the spot compared very well 

with the fully turbulent boundary layer level obtained in the same conditions. These 

findings interestingly agree with low speed results. 

Schook et al.84  investigated the effect of freestream turbulence intensity on 

turbulent spots in a Mach 0.36 flow over a flat plate. The spots were formed as a 

result of the turbulence present in the freestream, which was created by means of a 

grid positioned upstream of the plate leading edge. The spots were detected through 

their thermal footprints using heat transfer gauges. The analysis of the data using 

signal cross-correlation yielded spot mean speeds which were greatly affected by the 

level of freestream turbulence and higher than those of naturally-occurring spots. 
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Turbulent spot characteristics at hypersonic speeds 

In hypersonic flows, studies on turbulent spot average characteristics are much 

more scarce (e.g., James,42  Nagamatsu et al.,68  Fischer,28,29  Reda,",72  Mee et al.,62  

Mee,63' 64  Zanchetta et al.,' Zanchetta,112  Wijesinghe,' and Huntley et al.39) and 

have been restricted to experiment, which is particularly complex and expensive. 

Full numerical simulation of the flow in the intermittent-transition zone, including 

turbulent spots, in high Macli and Reynolds numbers flows remains unfeasible with 

the computer power currently available. In the present author's knowledge, no type 

of investigation has been conducted up till now on spot substructure in these flow 

regimes. The experimental work has mostly been limited to the use of surface heat 

transfer measurement and flow visualisation with temperature sensitive coating and 

shadowgraph. 

With reference to visualisation work, James42  obtained shadowgraph images of 

roughness-induced turbulent spot planforms and elevation profiles on gun-launched 

slender transparent bodies in free flight. These images allowed the extraction of spot 

geometry, formation, propagation and growth rates in the range of freestream Mach 

number of Moo  = 2.7 — 10, unit Reynolds number of Reco  = 63 — 248 million/m and 

various amounts of surface roughness. The geometry of the fully developed spots 

obtained (e.g., figure 1.10) compared well with those measured at low speeds and 

was found to be independent of the freestream Mach number, unit Reynolds number, 

and surface roughness. In contrast, these parameters, in addition to body shape, 

significantly affected the rate of formation, propagation, streamwise and spanwise 

growth of the spot. The spot leading and trailing edge velocities decreased with 

increasing roughness size and increased with increasing Mc o . The effect of the latter 

on these velocities depended greatly on the amount of roughness used. The spot 

apex half-angle was found to decrease with streamwise distance and the shape of 

the body leading edge had the most important effect on the rate of spot formation 

which was observed to increase with increasing Reco. 
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Figure 1.10: Turbulent spot geometry; (top) plan view; (bottom), elevation view. The 
laminar boundary layer edge Mach and unit Reynolds numbers are Me  = 3.9 and Re, = 
9 • 107  m-1  respectively. 

On his work on sharp slender cones at Moa  = 4.5 in aeroballistics range, Redan- 72  

acquired simultaneous shadowgraph images of propagating spots within a laminar 

boundary layer and a fully developed turbulent wedge (figure 1.11, which is re-

ported in Schneider's work'). On the top half of the model, the boundary layer is 

laminar with the presence of two distinct spots at different stages of their growth. 

The upstream spot on the right of the picture seems in its early formation phases, 

whereas the downstream spot on the left appears to have reached the fully devel-

oped stage with an elevation profile conforming with previous findings at similar 

speeds (e.g., James42) and low speeds (as reported throughout this section). The 

thickness of the downstream spot is clearly greater than the local laminar boundary 

layer thickness over a significant streamwise fraction. The surrounding laminar flow 

travels supersonically with respect to the upper portion of this spot, giving rise to 

the spot trailing edge shock wave (figure 1.11). The second shock wave which is 

visible around the spot leading edge location is in fact formed at the trailing edge 
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of an adjacent preceding spot. The maximum thickness of the spots compares very 

well with the thickness of the fully developed turbulent boundary layer (shown on 

the bottom half of the model) at the same streamwise location. 

Figure 1.11: Shadowgraph of transition on a sharp cone at Mach 4.31 (reported by 
Schneider83  from the work of Reda71,72). 

More recently, new laser techniques have been developed and applied to flow 

visualisation, including the process of laminar-turbulent transition. Huntley et al.39  

investigated transition of a sharp-nosed elliptic cone boundary layer in a Mach 8 flow 

using Filtered Rayleigh Scattering. They obtained streamwise, spanwise, and simul-

taneous spanwise/planform images of the different stages of a transitional boundary 

layer, including laminar, unstable laminar with the presence of unstable waves, in-

termittent, and fully turbulent. 

Nagamatsu et al.68  conducted experiments on a 10° cone in the Mach number 

range of 9.1 to 16. Using thin-film platinum heat transfer gauges, he obtained 

information on spot mean propagation speed, which was found to vary between 0.8 

to 0.9 of the freestream velocity. 
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Fischer' collected data that had been obtained from various types of experiments 

(individual turbulent spots, turbulent wedges, and unstable flows downstream of 

roughness trips) with a wide variation in tunnel disturbance environment and test 

model configuration, different natures of transition inception (naturally-occurring 

and roughness-induced), and different measurement/ visualisation techniques (hot-

film, hot-wire, oil flow pattern,...etc). The result showed a reduction in the spot 

spanwise spreading rate with increasing boundary layer edge Mach number (figure 

1.12), a fact which is responsible for the extensive lengths of intermittent-transition 

region in hypersonic flows. 

Figure 1.12: Fischer's collated data;28  variation of turbulent spot and wedge lateral 
spreading rates with boundary layer edge Mach number Me . 

The theoretical prediction of Doorly and Smith" gave a power function for the 

spot spreading half-angle, as, with the boundary layer edge Mach number, Me , 
,. as being as  = tan-1(3-3/221/2me-1)  This is a hyperbolic function which yields 

a reduction in a, with increasing Me  in good agreement with Fischer's collated 

experimental data.28  
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Mee et al.62  obtained heat transfer signature of naturally-occurring turbulent 

spots in a flat plate boundary layer at Mach 5.6 in a hypervelocity shock tunnel using 

thin-film heat transfer gauges. They estimated the spot trailing edge propagation 

speed at 0.6 of the freestream value at a unit Reynolds number, Rem , of 2.5 • 106  m-1  

and freestream enthalpy, H3 , of 9.3 MJ/kg. Mee et al. emphasised the necessity of 

a minimum averaging time window for satisfactory mean heat transfer distributions 

across the intermittent-transition zone to be acquired. This time window should be 

larger than that required for fully laminar and fully turbulent flows. 

In later experiments on turbulent spots, Mee63'64  measured a lower spot trailing 

edge propagation speed which was estimated at about 0.5 of the freestream value. 

The corresponding leading edge propagation speed was evaluated at approximately 

0.9 of the freestream velocity. These values were obtained at Mo, = 6.2, Re,,,, = 

2.6.106  m-1, and HS  = 6.2 MJ/kg. The estimation of the spot lateral spreading rate 

at approximately 3.5°, in good agreement with much lower enthalpy results (e.g., 

Fischer28 ), suggested its dependency mainly on M. The reasonable comparison of 

the transition length Reynolds numbers obtained with their low speed counterparts 

suggested possible higher spot production rates with increasing Mach number. 

1.4.3 Roughness-induced transition and turbulent wedges 

Work on roughness-induced transition has mostly focused on finding correlations 

between flow properties, roughness trip characteristics and transition onset loca-

tion. This has generally been formulated as a transition Reynolds number based 

upon either boundary layer edge conditions (Reke,tr = Pe Uek/p,,, where k is the 

roughness height) or flow properties at the roughness height location (Rekk,tr = 

PkUkkl pk ), such as the work of Reda"'" and MeeP,64  Other investigators, such 

as Iliff et al.,' Berry et a1.,9,10  Horvath et al.38  and Thompson,' established the 

(Re82 /Me)tr = f (k/415) function for transition correlation (Re62  being the laminar 

boundary layer (1.b.1.) edge Reynolds number based on momentum thickness, Me  

the 1.b.l. edge Mach number, and 6 the 1.b.l. thickness). Reda73  presents a good 
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review of roughness-dominated transition correlations for hypersonic applications. 

With reference to the turbulent wedge, which describes the transition region 

downstream of a discrete roughness element, it manifests itself as either a full patch 

of turbulence 	a fully developed turbulent wedge—in which case the wedge shape 

can be identified at any planform station from the wall, or a cluster of individual 

turbulent spots, in which case the wedge shape is identified only at the wall through 

the signature of the propagating spots. The latter has already been covered in 

section 1.4.2, for the spots which were generated by means of a roughness trip. 

Regarding fully developed wedges, a few important points are briefly reported here. 

In an incompressible flow with different amounts of favourable pressure gra-

dients, Zhong et a1.116  obtained turbulent wedge lateral growth rates, as , using 

temperature-sensitive and shear-sensitive liquid crystals. The result showed similar 

as  using both techniques in the zero pressure gradient case, however a discrepancy 

was identified as a favourable pressure gradient was introduced. The difference was 

estimated at about 30% with the highest gradient level. This result highlighted the 

difference in transition behaviour between the thermal and momentum boundary 

layers. Furthermore, Zhong et al. asserted the existence of a spanwise overhang in 

the wedge profile, which is the reason behind the reduction in spanwise growth rates 

obtained using surface heat transfer measurements compared with those obtained 

with hot-wire velocity measurements (which can be found in Zhong et al. work115 ). 

In his work on blunt cone boundary layer transition at Mach 8.9, Zanchetta112  

examined the characteristics of turbulent wedges, which were produced by means 

of roughness trips of different shapes and sizes, using liquid crystal thermography. 

A typical result is shown in figure 1.13. Zanchetta discovered that the small dis-

tributed roughness (kIS ti 0.12) produced axially aligned wake structures behind, 

which underwent transition at a certain downstream station. He also found that 

a triangular-shaped trip (k/6 ti 0.33) generated two wing-tip vortices which de-

veloped and underwent transition independently of each other possibly at different 

downstream locations. In contrast, a sand grain trip (kIS 	0.33) developed a 

Chapter .1. Introduction 



1.5. The present study 	 57 

symmetrical wake flowfield and transition front downstream. The boundary layer 

located in the supersonic flow zone in the nose and rear-nose regions was established 

to be the most susceptible to roughness-induced transition. 

Figure 1.13: Turbulent wedge thermal footprint on a 5° semi-angle blunt-nosed cone at 
Mach 8.9, obtained using liquid crystal thermography (from Zanchetta112 ). 

1.5 The present study 

This present work is a result of continuing interest in the transition problem at 

the Imperial College Hypersonics Laboratory. This was initiated by Edwards24  in 

1981 with his work on the transition of a flat plate boundary layer. Thereafter in 

1992, Sell89  investigated the transition mechanisms on sharp and blunt-nosed cones 

using time-averaged heat transfer data. In 1996, Zanchettam  continued the work 

of Sell through detailed examination of nose blunting and surface roughness effects 

on transition onset location and region extent in cone flows. For his largest nose 

radius (R = 25 mm, Ren  = 1, 185, 000), Zanchetta obtained very extensive lengths 

of intermittent flow up to 400 mm chord length, only a fraction of the large lengths 

that occurred but not fully covered by his measurements. His time-dependent data 

revealed the presence of turbulent events of time-scales and frequencies that were 

within the range of resolution and accuracy of the experimental equipment available 

(sample frequency of 125 kHz and heat transfer gauge resolution of up to 0.3 mm-1). 

Although the latter was not high enough for fine resolution of the spot interior—

turbulence frequencies typically of 500 kHz, much higher than the average inter- 
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mittent event frequency—it presented a window of opportunity for the examination 

of individual turbulent spot average characteristics. In this respect, Wijesinghe' 

performed some experiments during his undergraduate final year in the Hypersonics 

Laboratory and the result was very encouraging. The present study aims to extend 

his work to a larger scale, in particular, to provide detailed information on spot 

planform geometry, growth and propagation rates. This would contribute to; (1) 

the extension of the sparse engineering database of turbulent spots; (2) the general 

understanding of the transition phenomenon at hypersonic speeds. 
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Chapter 2 

Experimental Apparatus and 
Procedure 

This chapter describes the apparatus utilised for the acquirement of the experimen-

tal data. This includes the gun tunnel facility, flow visualisation and measurement 

techniques, and experimental models. A full description of the experimental equip-

ment used in the present study, including the full tunnel calibration exercise, can 

be found elsewhere.' A new high-accuracy system of measuring and monitoring 

tunnel pre-firing pressures has recently been incorporated. A detailed description of 

these most recent upgrades can be obtained from the work of Williams.105  

2.1 Gun tunnel facility 

2.1.1 Description 

The experiments were carried out in the Imperial College gun tunnel (figure 2.1) 

which uses nitrogen as test gas. The total duration of a single run is 20 ms with a 

steady time window of approximately 6 ms. The tunnel operates at three different 

pressure conditions 	low, medium, and high—providing a nominal Mach number of 

8.9 and unit Reynolds numbers of up to 47 million per metre for the high pressure 

run condition (see table 2.1), which was used to obtain the present data. The 

repeatability of experimental runs is within +2% and +4% in terms of freestream 
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total pressure and total temperature, poco  and Tom , respectively. 

Mc°  dIVIcoldx Rem  ,y,,, pow  Toc., 
(%/m) (/m) (bar) (K) 

8.9 2.7 47.4 x 106  1.4 600 1150 
(+1%) (±6%) (±2%) (±4%) 

Table 2.1: Gun tunnel test section flow conditions; high pressure run as described by 
Mallinson et al.56  

The nozzle, with an exit diameter of 350 mm, generates a highly axisymmetric 

flow with a very slight flow angularity, but somewhat under expanded as a result of 

the turbulent boundary layer formed at the nozzle wall. This produces a test flow 

diamond which extends from the inside of the nozzle and across the test section, 

generating a slight axial gradient in the flow which is expressed as a 2.7% per metre 

increase in Mach number (see Mallinson et al.56  and most recently Williamsl°5  

for an extended description of the gun tunnel calibration). The test section is 

approximately 1 m in length and can incorporates model chord-lengths of up to 

800 mm, very suitable for transition studies where intermittent-transitional zones 

extend over significant distances. 

2.1.2 Operation 

For reasons of safety, the gun tunnel is operated through a control panel located in 

a separated room. A rigorous procedure is followed in conducting a run to ensure 

safety and allow good repeatability of test conditions. The gun tunnel is composed of 

a driver and a barrel separated with a septum chamber, a nozzle at the downstream 

end of the barrel, and a test section which connects with a vacuum tank (figure 

2.1). Three different diaphragms are used for the tunnel operation, of which two are 

inter-positioned at about 100 mm (septum boundaries) 	a first (D1  in figure 2.2) 

separating the driver from the septum and a second (D2) separating the septum from 

the barrel 	and a third diaphragm, D3, made of Melanex separating the barrel from 

the nozzle inlet (figure 2.2). 
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Figure 2.1: The Imperial College gun tunnel facility. (a) 3D Schematic of the facility 
including schlieren system set-up (Sell89 ); (b) Photograph of the tunnel. 
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Prior to each run, the inside of the barrel and the test section are thoroughly 

cleaned to provide uncontaminated test flow and three new diaphragms are mounted 

in the appropriate locations. The high pressure run takes about 40 minutes to 

carry out. At the start of a run, the driver, barrel, and 'nozzle/test section/dump 

tank' 	referred to as gas-expansion section—are isolated from each other via the 3 

diaphragms. The process starts with evacuating air from the dump tank section, to 

guarantee that the 'test flow' starts properly in the nozzle and that, after a run has 

been completed, the section remains at pressures below atmospheric. Normally, the 

dump tank pressure is reduced to about 240 to 293 Pa (1.8 to 2.2 Torr). 

Once 'vacuum' has been achieved in the test section, the process of pressurising 

the driver and barrel—at this stage, the gas supply pipe valves V4 and V1  are open 

and V, is closed (figure 2.2)—is initiated through the 4 stage-compressors unit. Each 

stage compressor has an upper operating pressure limit, which once attained, the 

next stage is activated. When the barrel pressure has reached Pi = 1055 kPa (153 

psi), the barrel valve, V1 , is closed and the driver pressure is continuously increased 

until it attains 44800 kPa (6500 psi), by which point the septum valve, V,, is opened 

to pressurise the septum chamber to 46900 kPa (6800 psi). As soon as the driver 

pressure has attained p4  = 97500 kPa (14140 psi), the pressurisation procedure is 

completed and the tunnel is ready to be fired. To do that, valve V, is opened and 

the septum pressure is instantly increased (due to the large difference in volume 

between the driver and septum) resulting first in the rupture of diaphragm D2 then 

diaphragm D1  (figure 2.2); the tunnel is fired. The large driver-barrel pressure ratio, 

p4/pi , accelerates the piston located inside the barrel and the test gas is compressed 

through a system of reflected shocks to the reservoir pressure, pire, , of 53400 kPa, 

which causes the Melanex diaphragm D3 to burst. The gas then expands through 

the nozzle and the 'test flow' is obtained; the run is now completed. 

The tunnel reservoir condition is captured by means of a Kistler piezo-electric 

transducer positioned just upstream of the nozzle throat. Figure 2.3 shows a typical 

total pressure time history obtained from a high pressure run. 
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Cage compressors um 

Figure 2.2: 2D simplified schematic of the tunnel various sections and positioning of the 
steel diaphragms, D1  and D2, and the Melanex diaphragm D3. Also, a simplified sketch 
of the gas supply connection; V4, driver valve; Vs, septum valve; Vl , Barrel valve. 
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Figure 2.3: Time history for the total pressure signal obtained from a high pressure run. 
The 6 ms window represents the steady run-time. 
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2.2 Flow visualisation and measurement 

The experimental result have been obtained by means of two well-established tech-

niques namely schlieren and heat transfer measurement. The former is qualitative 

and was mainly used for the visualisation of the detached bow shock wave and 

boundary layer. The latter is quantitative and was used for the acquisition of de-

tailed heat flux 2D distributions at the model surface and thus the detection of 

turbulent spot and wedge thermal footprints. 

2.2.1 Schlieren visualisation 

Schlieren is a non-intrusive optical method which is based on the fact that when a 

light beam travels through a flowfield with local density gradients, the rays in this 

beam are deflected towards higher levels of density gradient. The deflected light 

rays are then 'labelled' through either a change in contrast or colour, at a knife edge 

or colour-banded filter. 

The experimental setup of the schlieren system in the gun tunnel facility is 

shown in figure 2.4. The system includes an argon spark source for illumination, 

two concave mirrors, m1  and m2, of 300 mm diameter and 6.1 m focal length, a 450 

mm diameter flat mirror, a colour filter positioned at the second focal plane, and 

a 2 m focal length convex lens used for light focusing onto the camera plate. The 

latter is a Canon EOS and uses a 35 mm 200 ASA colour film. Several types of 

colour filters were used in an attempt to visualise the boundary layer and turbulent 

spots and wedges. However, this was unsuccessful at the low ambient densities and 

density differences across the boundary layer. 
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Figure 2.4: Illustration of the schlieren system set-up in the gun tunnel facility; Exagger-
ated scale of the focal angles O and 02 . 

STEP 1 
	 STEP 2 

STEP 3 
	 STEP 4 

Figure 2.5: Overview of the four stages of manufacture of the thin-film heat transfer 
resistance gauge (Williams1°5). 
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2.2.2 Heat transfer measurement 

Description of instrumentation 

Heat transfer is the main property being investigated in the present study as it 

represents a critical design parameter for hypersonic vehicles and, in particular, 

an excellent boundary layer transition detector. For this reason, considerable care 

was taken in the design, manufacture, and calibration of the heat transfer modules 

used for measurement. These modules incorporate a multiple array of thin-film 

resistance gauges, hand-painted onto an insulating substrate which is made of a 

machinable glass ceramic known as MACOR. The substrate is machined integral 

to the model to ensure good surface continuity, very critical for transition. The 

thin-film is made of platinum which adheres very well to the MACOR ceramic and 

provides small temperature sensitivity and a good figure of merit' aR.\ ,/ , R (oz R  being 

the temperature coefficient and pR  the resistivity). The process of manufacture of 

a typical thin-film heat transfer gauge is summarised schematically in figure 2.5. 

The thin-film gauge is particularly suitable for short duration experiments and 

has been studied in detail by several researchers (e.g., Vidal' and Schultz and 

Jones"). It has been extensively used since its original development by Vidal'°°  

forty years ago, in particular for hypersonic experiments in the Imperial College gun 

tunnel such as the work of Sell," Zanchetta,112  and most recently Creighton' and 

Williams.' The considerable expertise of the laboratory workshop has resulted in 

significant improvement in gauge quality and resolution. 

Data reduction 

The platinum thin film is used to monitor the instantaneous variation of surface 

temperature and, using the thermal properties of the substrate, heat transfer is 

extracted following the expression given by Schultz and Jones:' 

tot)  = pck [71  v(tt ) + _2_1 	T((tt) — 7 (r) 
)
T

3/2 d7  ; T(0) = 0 (2.1) 
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where q1, is the required heat transfer; p, c and k are the substrate density, specific 

heat and thermal conductivity respectively; T is the measured temperature function 

of time t. For the MACOR ceramic substrate, pck is equal to 0.2 J cm-2  K-1  s-1/2 . 

The time histories for temperature are derived from the voltage imbalance, 

AVM, measured across a Wheatstone bridge connected to the gauge, which cap-

tures the change in sensor resistance caused by surface temperature variation during 

a run. The formula for this is given as: 

4 AV(t)  (_. ,,AV(t))-1  
T(t) 

— 

	Vb 	4 Vb 

where Vb  is the supply voltage and a, is the thermo-resistivity of the film deter-

mined from gauge calibration. This is achieved my submerging the gauge into a 

thermostatic water bath, maintained at a series of temperatures in the range of the 

expected experimental data, and recording the corresponding resistance. The result 

yields a resistance-temperature curve, R = f(T), that allows us to extract a, from 

equation 2.3. 
1 OR 

ar 	R aT 

After digitisation of the temperature signal through the Micro link data logger 

(discussed in the following section), the heat transfer rate is obtained using the 

algorithm due to Cook and Felderman,19  which is based on the assumption that the 

temperature distribution in time is piecewise linear (equation 2.4). This assumption, 

although it leads to acceptable result, introduces a certain amount of noise into the 

data which is of great significance when it comes to the detection of small scale 

turbulent spots (detailed discussion will be given in chapter 4). 

T(ti) — T(ti-i) 	_ — tj 1) ; T(T) = T(ti-i) 	ti — ti_i 	 E 	ti] (2.4) 

substituting the above equation into equation 2.1, the following expression for 
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heat flux is obtained: 

qt ,„(t,2 ) = (2.5) 

Measurement uncertainties 

The expected experimental uncertainties associated with using the heat transfer 

gauges are summarised in table 2.2. 

Substrate thermal properties +5% 
Thin-film thermo-resistive properties +1% 
Signal amplification +1% 
Gauge calibration +2% 
Spatial +1% 
Runs repeatability +3% 
Total uncertainty +13% 

Table 2.2: Breakdown of heat transfer measurement uncertainties. 

2.2.3 Data acquisition system 

The data acquisition system (figure 2.6-top) is composed of a signal amplifier unit, 

a 12-bit analogue-to-digital converter (the Microlink unit), a time-delay unit and 

a personal computer. The system includes 30 channels for signal record, of which 

one is used for the total pressure signal and the remaining 29 are connected to the 

tunnel test section (figure 2.6-bottom). The system is triggered by the rise in total 

pressure, output from the Kistler piezo-electric transducer which is mounted at the 

nozzle inlet, when the tunnel fires. This also sets off the schlieren argon spark with 

a controlled time delay. The analogue outputs from the Kistler transducer and heat 

transfer gauges are amplified and low-pass filtered, using the Microlink modules, at 

a frequency of 50 kHz in order to prevent anti-aliasing of the digitised signals. These 

are obtained at a sample rate of 125 kHz for each channel, providing 750 data points 

within the run steady time window. The digitised signals are then downloaded to a 

PC for post-processing. 
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Personal computer 

Figure 2.6: Data acquisition system. (a) Photograph of the Microlink, signal ampli-
fier, and time delay units; (b) Schematic of the network between the tunnel test section, 
schlieren spark source and data acquisition system (Creighton20). 
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A new 'user-friendly' software, HYLDAA (the HYpersonics Laboratory Data 

Acquisition Application), has been developed during this study by Williamsl°5  to 

improve data acquisition accuracy. A detailed description of the software develop-

ment and integration is found in his work. The source code implicitly comprises the 

temperature and pressure functions derived from the voltage signal outputs, so that 

they can be readily obtained through the software graphical user interface (figure 

2.7). The latter allows full gauge calibration and data viewing and recording of 

all channels to be carried out automatically. It also enables straightforward selec-

tion of the number of operating channels, data type (either pressure, temperature 

or voltage), range and gain of the amplification procedure, and data labelling and 

saving. Work on integrating heat transfer data reduction into the source code has 

been initiated but remains to be achieved. 

rde Test Help 
'f.. Channel Setup- 

Leitel (%1 Range 	Type 	Gin 	Gauge ID,  Enabled. 	Lev6t19.1. Range 	Type 
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Figure 2.7: Data acquisition system software; GUI of HYLDAA (the HYpersonics Labo-
ratory Data Acquisition Application). 
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2.3 Experimental models 

2.3.1 Description 

The model used in the experiments is a blunt-nosed cylinder with an afterbody 

diameter of 74.75 mm (figure 2.8). The model consists of; a forebody nosepiece of 25 

mm radius spherical nose (figure 2.9); a range of non-instrumented interchangeable 

cylindrical afterbody segments of 66 mm, 132 mm, 187 mm, and 200 mm length; 

and two instrumented afterbody cylinders with an axial array and circumferential 

array of heat transfer gauges respectively (figures 2.10 and 2.11). The 25 mm radius 

nose and cylindrical afterbody are blended with a 273 mm radius arc. 

The axial heat transfer module (figure 2.10) consists of 31 thin-film gauges (which 

have been described earlier) spaced at 3.4 mm pitch. Only the downstream 23 

consecutive gauges were used for experiments as the remaining ones were damaged. 

The circumferential module (figure 2.11) comprises 18 'W-shaped gauges spaced at 

4 mm (or 6.1 degrees) pitch around the circumference. The spatial resolution of the 

gauges is approximately 2.5 mm and the frequency response is 100 kHz. The gauge-

to-gauge spacing, whether axial or circumferential, was deliberately designed to 

allow simultaneous sampling of all sensors over a measurement interval which would 

cover the expected turbulent spot size entirely. The objective of the two different 

sets of gauge arrays was to capture as much data as possible on the streamwise and 

spanwise scales of turbulent events as detected by their thermal footprint. 

2.3.2 Configuration 

Various model configurations were designed for three main experimental categories; 

streamwise measurement of turbulent spots, spanwise measurement of turbulent 

spots, and finally spanwise measurement of turbulent wedges. Although the basic 

model geometry (as illustrated in figure 2.8) was the same in all cases, various types 

of model surfaces and instrumentation arrangements were used. 
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Turbulent spot streamwise measurement 

For this case, two model configurations were employed: 

Smooth nose. In this case, the entire model surface is polished and measurements 

are made between x = 446.2 mm and x = 521.0 mm distance from the model 

apex using the axial heat transfer module. 

Rough nose. In this case, distributed surface roughness is applied to the nose by 

means of silicon carbide paper and the rest of the model is polished. The 

roughness size is estimated at about 1.6 pm (2% of the local CFD laminar 

boundary layer thickness). Measurements are made between x = 406 2 mm 

and x = 481.0 mm using the axial module. 

Turbulent spot spanwise measurement 

For this case, the whole model surface is polished and measurements are made at 3 

different axial positions, x = 213 mm, 279 mm, and 334 mm, using the circumfer-

ential heat transfer module. 

Turbulent wedge spanwise measurement 

For this case, the entire model surface is polished and measurements are made at 

4 different axial positions, x = 147 mm, 213 mm, 279 mm, and 334 mm, using the 

circumferential module. The turbulent wedge is generated with a diamond-shaped 

roughness-trip laid at a nominal axial position, xk , of 37.75 mm. The roughness-trip 

size varies for different runs and will be described later in chapter 7. 
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X = 0 mm 	 x=102.4 mm 

Figure 2.8: Schematic of the overall model, comprising a spherical nose with radius, R, of 
25 mm, a cylindrical afterbody with diameter, d, of 74.75 mm, and a blending section with 
a constant arc radius, Rb, of 273 mm. The afterbody parallel section starts at x = 102.4 
mm. 

Figure 2.9: Photograph of the assembled non-instrumented model; Nosepiece and various 
interchangeable cylindrical afterbody segments. 
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Figure 2.10: Photograph of the afterbody cylinder with the axial heat transfer module; 
Includes 31 gauges spaced at 3.4 mm. 

Figure 2.11: Photograph of the afterbody cylinder with the circumferential heat trans-
fer module; Includes 18 'IP-shaped gauges spaced at 4 mm (or 6.1 degrees) around the 
circumference. 
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Chapter 3 

Computational Methodology and 
Simulation 

The computational procedure assisted the design of the nosepiece geometry as well 

as the determination of the necessary laminar and turbulent flowfield characteristics 

which support the analysis of the heat transfer data. 

3.1 Methodology 

The computational simulations used an in-house code which has been documented 

in the work of Sell89  and Hillier et al.33  The computational method is based upon 

`convection-diffusion' splitting used on a structured mesh, whereby the convective 

(i.e., Euler) terms use an explicit second-order upwind Godunoy-type method and 

the diffusive (viscous) terms are expressed with centred differencing and implicit 

time integration for the thin shear-layer Navier Stokes formulation. The overall 

solver is second order accurate in space and time. The turbulent calculation uses 

the one-equation Menter's variant of the two-equation k — e model.' 

3.1.1 Governing equations 

The general conservative formulation of the Navier-Stokes equations for a three-

dimensional compressible flow, derived from the conservation laws of mass, momen- 
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turn, and energy, is as follows: 

Qt + F(Q)x + G(Q)y + H(Q), = 0 	 (3.1) 

In equation (3.1), Q is the conserved vector containing the conserved variables 

and F(Q), G(Q), and H(Q) are the flux vectors, which are functions of the con-

served vector Q, in the x, y, and z directions respectively. The subscripts t, x , y, 

and z  represent the partial derivation with respect to these respective dimensions. 

The flux vectors comprise both the convective (i.e., inviscid, indicated in super-

script in Eq. 3.2) and diffusive (i.e., viscous, indicated in superscript d) terms and 

thus equation (3.1) can be rewritten as: 

Qt + 	+ 

where the conserved and flux vectors are 

= Fdx  

given 

pu 

+ Gyd  + Hzd 	 (3.2) 

by: 

Q = pv 
pw 

(3.3) 

pu 
put  +p 

E 

pv 
puv 

Pw 
puw 

Fe = puv 
puw 

Gc  = pv2  + p 
pvw 

HC = pvw 
pw 2 + p 

(3.4) 

u(E + p) v(E + p) _ _ w(E + p) 

0 
T xx 

Fd = Txy (3.5) 
T" 

UT xx 	VTxY 	WT xz  - q1  

0 
Tyx 

Gd TYY  (3.6) 
Tyz 

uTYx + vT" + wrYz — q2  _ 

Chapter 3. Computational Methodology and Simulation 



3.1. Methodology 	 77 

Hd  = 

0 
T" 
T zY  
T" 

UT" + Vr zY  WT" - q3  

(3.7) 

   

where p is the density, u, v, and w are the velocity components in the x, y, and z 

directions respectively, p is the static pressure, E is the total energy per unit volume, 

q2, and q3  are the heat fluxes due to conduction in the x, y, and z directions 

respectively, and Tip are the viscous stresses. 

For an axisymmetric flow, the Navier-Stokes equations are expressed in the cylin-

drical coordinates and are reduced to: 

aQ aFeaGc 	aFd aGd +  	sc = 	+d 
at 	ax 	ar 	ax 	ar +s  

where SC and Sd  are source terms, algebraic functions of the flow variables. 

The conserved, flux, and source vectors are given by: 

pu 
Q = pv 

E 

(3.8) 

(3.9) 

Fc = 

pu 
put  p 

puv 
- u(E p) 

Ge 

pv 
puv 1 se = — pv2  +p' 

v(E p) 

pv 
puv 
pv2  

v(E + p) 

(3.10) 

     

0 
T xx 
Txr 

UT xx  VT xr  - q x  

0 

Trr 

UT rx  + VT" - qr  
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Sd = 
1 
7' 

0 

7-TX 

Trr — TOO 

Ur rx  + VT" — qr  

(3.13) 

     

where u and v are the axial (x) and radial (r) components of velocity respectively. 

The total energy per unit volume, E, is the sum per unit volume of the kinetic and 

internal energies: 
1 

E = —
2

p(u2  + v2 ) + e 

The heat fluxes are defined as: 

OT 
qx = —kr, 

ax 

aT 
qr = —ki, ar 

(3.14) 

(3.15) 

(3.16) 

where kL  and T are the thermal conductivity and the static temperature of the 

fluid respectively. 

Using the Stokes hypothesis, which postulates that the bulk viscosity of a New-

tonian fluid is equal to zero, the viscous stresses can be expressed as: 

Txx ii, (2  aaux  _ 52 div 71) 
(3.17) 

itt  (2aavr — 
52 div 77) Trr = 	 (3.18) 

	

T"  = it (272  — —
2 

div II) 	 (3.19) 
3 

au av TXT 	Trx p,  ( 
al' ±aX 	

(3.20) 

where: 

	

div 11 = 
au 
— 

+ av 
—
ar 

+ v 
	

— 	 (3.21) 
ax 	r 
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It should be noted that the above system of equations must be closed by as-

suming an equation of state. In the present study, the fluid used is nitrogen (the 

experimental test gas) and considered to be thermally and calorically ideal, which 

means that c p  and ct, are constant and that: 

p = pRT 	 (3.22) 

e = pc,T -= 	 
7 — 1 

(3.23) 

The dynamic viscosity, Et , is given by Keyes law as a function of temperature: 

itref 	1 + aT-110-ba 	
(3.24) 

where: 

itref  = 1.418.10-6  kg/ms , a = 116.4 , b = 5 

The conductivity of the gas, kL , is extracted from the Prandtl number, Pr, which 

is considered constant over the temperature range of the computations carried out 

in the present study and is defined as: 

Pr = 	= 0.72 ; for a laminar flow 	 (3.25) 

3.1.2 Flow solver 

The flow solver is based upon the convection-diffusion splitting technique which 

treats the convective and diffusive parts independently, hence using different appro-

priate numerical schemes, in terms of both accuracy and efficiency, for the solution 

of each part. The end result is a highly efficient overall flow solver, which also offers 

prospects for improvement of both parts separately. 

In this method, the evolution in time is divided into partial steps of convection 

and diffusion (Eq. 3.26). Indeed, the solution vector of equation (3.8) at the new 

time iteration n 1, Qn+1, is obtained by applying to the solution vector at the 
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preceding time iteration n, Qn, first the diffusive operator, Od, over half a time step, 

then the convective operator, 0,, over a full time step, and finally once more the 

operator Od  over half a time step. The procedure is applied in a symmetrical manner 

so that the second order accuracy of the overall numerical scheme is preserved. 

Qn+1  = [Od  E 
At

) 0, (AO Od (
At  
---2--)] Qn 
	

(3.26) 

• 0, is the convective operator, 
• Od  is the diffusive operator. 

The above operators are formulated from the convection-diffusion splitting of 

equation (3.8) which results in the following two equations: 

aQ aF ,  acrc + — + = se 
at ax Or 

aQ 	aFd aGd = sd  
at ax Or 

(3.27) 

(3.28) 

Euler solver 

The convective equation (Eq. 3.27) is again solved by operator splitting into a 

sequence of 'one dimensional passes' in which the equation is solved in the two 

`quasi-normal' directions of the mesh, and ri, the body-tangent and body-normal 

respectively. The procedure which allows the update of the solution vector, Q, in 

both mesh directions, and 77, through one time step, At, is given by: 

( At 	 At) 	(At 
Qn+1  = [On (

At
)  Oe T) 08  (At) Oe  (-

2 
077 —

2
)] Qn 
	

(3.29) 

• 071  is the operator which advances in the body-normal direction, 
• Oe  is the operator which advances in the body-tangent direction, 
• Os  is the operator which advances the source term. 
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The above operators are determined using an explicit second order accurate 

method developed by Hillier" and based on the Generalised Riemann Problem pro-

posed by Ben-Artzi.8  This method uses a second order discretisation in space, which 

implies a piecewise-linear interpolation of flow variables across a cell using the fluxes 

at cell interfaces. 

Viscous solver 

In the diffusive equation (Eq. 3.28), the mass conservation equation is reduced to 

a constant density through the partial viscous time step, and thus the solution is 

required only for the momentum and energy equations. Using the thin shear-layer 

approximation, these two equations can be decoupled and solved separately. The 

resolution of the x and r-momentum equations generates the new velocities, which 

are then used to solve the energy equation. The equations are solved implicitly in 

time using a centred differencing discretisation in space. 

Turbulence modelling 

Although there has been no fully turbulent simulations carried out in the present 

study, in the chapters to come the experimental data have been compared to results 

obtained from the fully turbulent CFD computations performed by Hillier.35  His 

calculations used the one-equation variant of the k—c eddy-viscosity model proposed 

by Menter65  to provide closure to the time-averaged Reynolds stress equations. In 

this case, the compressibility effects are taken into account using the compressibility 

corrections due to Wilcox.'" In the eddy-viscosity approach, the terms of eddy 

viscosity, ,aT , and turbulent heat flux, q2-3 , are added directly to their laminar coun-

terparts in the Navier-Stokes equations (Eqs. 3.9 to 3.13), which are then solved in 

the same manner as described previously. 

Heat Flux: 

( qi  = qij  + qT;  — 	
pcp ± [tT c p  aT 
Pr 	prT  ) axe  

(3.30) 

Chapter 3. Computational Methodology and Simulation 



3.1. Methodology 	 82 

where the subscripts L  and T refer to laminar and turbulent respectively, T is the 

Reynolds-averaged static temperature, and PrT  is the turbulent Prandtl number 

which is set equal to 0.9 in the present study. 

Viscous Stresses: The total viscosity coefficient, i, is expressed as the sum of 

molecular and eddy viscosities: 

= fi + 
	

(3.31) 

The transformation from a two-equation k — c eddy-viscosity model to a one-

equation model is based on Bradshaw's assumption that the turbulent shear stress 

is proportional to the specific (i.e., per unit mass) turbulence kinetic energy k. In 

the standard k — € model, this is equivalent to:65  

Productionk  = Dissipationk  

The second assumption is that the diffusion coefficients in the turbulence kinetic 

energy and dissipation rate equations, 0-k  and cr,, are the same:65  

ak = = 

3.1.3 Mesh generation 

Initial mesh 

A structured mesh is constructed around the body after specification of the num-

ber of grid points used in both body-tangent and body-normal directions, i and j, 

respectively. The mesh outer boundary is estimated from experiments in order to 

optimise the capture of the shock wave and minimise the number of j-cells used in 

the freestream. In the i direction, the cells are uniformly distributed around the 

hemi-spherical nose then constantly stretched downstream using a constant stretch-

ing factor. In the j direction however, the cells are clustered right from the wall 

boundary towards the outer domain. Several mesh configurations are used, in terms 

of cell number around the nose, stretching factors in both the i and j directions, and 
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the extent of the outer domain, in order to acquire the best possible computational 

solution. 

Mesh reform 

After a first converged solution is obtained, a new mesh is constructed with maxi-

mum clustering around the shock wave location and across the boundary layer near 

the wall. The number of cells in the j direction across the boundary and shock 

layers is kept constant along the body-tangent direction i, allowing better capture 

of the shock and boundary layer streamwise growth. The mesh reform procedure is 

performed for better resolution of the inviscid region (particularly around the nose 

region whereby high flow gradients take place across the shock) and the viscous 

region for improved flow property profiles at the wall. 

3.1.4 Boundary and initial conditions 

Boundary conditions 

No-slip and isothermal wall conditions are set at the body surface (i.e., ui, = vu, = 

0, Till  = 298 K) and symmetry condition is set along the stagnation line (i.e., 

01 Or = 0). The remaining boundary conditions are set to in-flow and out-flow as 

appropriate. 

Initial conditions 

The flowfield is initiated with both unifoi 	n and real tunnel-gradient freestream 

conditions as follows: 

• Uniform freestream 

This is summarised in table 3.1. Moo  = 8.8 is taken as an approximate average 

of the actual value which varies along the axis of the tunnel test section. 
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Moo  To,„ Pow 	71.0 	Poo 	Uc, 	No 	e 
(K) (Pa) (K) (Pa) (m/s) (kg/m3) (J/m3 ) 

8.8 	1150 60 x 106  69.75 3296.58 1491.03 	0.16 	8241.44 

Table 3.1: Uniform freestream conditions implemented in the laminar CFD simulations. 

• Real tunnel-gradient freestream This consists of a freestream with an 

axial gradient along the tunnel test section,56  defined as a 2.7% per metre 

increase in Mach number and a 19% per metre decrease in static pressure. 

3.1.5 Solution procedure and convergence process 

As described in section 3.1.2, the flowfield is obtained by time marching the solution 

vector until the convergence condition is verified. The blunt-body hypersonic flow 

problem is of elliptic and hyperbolic nature at the same time. Elliptic in the subsonic 

region around the hemi-spherical nose and hyperbolic downstream in the supersonic 

region. In the former, the solution is dependent upon the whole computational 

domain as information propagate in all directions. In the latter however, there 

is a weak upstream influence only within the boundary layer and information is 

mainly propagated downstream. Therefore, the computation is first restricted to 

the block of cells containing mainly the subsonic region such that the downstream 

end of this block is supersonic. Once converged, the computation is continued in a 

new block, with a supersonic upstream end, with one or more cells overlap between 

the downstream end of the first block and the upstream end of the new block. The 

procedure is then repeated until the whole computational domain is converged. This 

technique is known as block marching and allows efficient resolution of the flow, not 

only because the computation is no longer performed in the already converged first 

block, but also due to the fact that the computation is marched at larger time steps 

controlled by the local minimum cell size in the block in question rather than the 

smallest cell size in the whole computational domain. 
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3.2 Laminar flow computational simulation 

This section describes the laminar CFD results obtained using the methodology 

described previously. The results are presented in terms of contour plots, surface 

data, and boundary layer profiles and edge conditions. Three various levels of mesh 

resolution, namely coarse (250 x 60), fine (500 x 120), and ultra-fine (800 x 320) (the 

latter being provided by Hillier35) were used in the computations to demonstrate 

the mesh independency of the solution acquired. The results shown below are those 

obtained using the fine mesh, considered to be mesh-independent as will be discussed 

in more details in section 3.2.5 (i.e., grid dependency analysis). 

3.2.1 Mesh configuration and flow properties contours 

Figure 3.1(a) illustrates the mesh around the model using 500 and 120 cells in the 

i and j directions, the body-tangent and body-normal directions respectively. This 

mesh included 90 cells around the nose, uniform in the i-direction along with the 

subsequent 110 downstream cells. Downstream of i > 200, the cells are stretched 

continuously using a constant stretching factor (w„ > 1). This approach was used 

to make sure that the first block of computation, containing the subsonic region 

with a supersonic downstream end, uses the finest possible local mesh resolution. 

Figure 3.2(a) shows a close view of the mesh configuration in the nose region. In the 

j-direction however, the mesh is clustered across the boundary layer and around the 

bow shock wave location, both determined from a first converged solution using a 

`good trial' mesh. The mesh is then reconstructed in a way that the shock wave and 

boundary layer edge are aligned with pre-set i-mesh lines across the entire wetted 

length of the body. The final computation is then performed using the interpolated 

fiowfield distribution of the first converged solution as the new initial condition. 

The most important feature of hypersonic blunt body flows is the existence of 

the vorticity or 'entropy' layer which spreads across a significant portion of the 

body length, in this case, the entire length. Figure 3.1(b) presents contours of 
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relative entropy increase with respect to the freestream. The drastic variation in 

flow properties across the 'high-angled' portion of the bow shock around the nose 

region flows downstream to form the entropy layer, which is of significant thickness as 

a result of the high freestream Mach number. At the furthest downstream distance, 

the entropy layer appears to remain much thicker than the boundary layer, shown 

in red in figure 3.1(b), thus far from being swallowed by it. 

Figure 3.2 illustrates a close view of the flowfield within the nose region up to 

an axial distance x = 2R (R being the nose radius). Figure 3.2(b) reveals smooth 

constant density lines around the stagnation point and further downstream demon-

strating the efficiency of the solution obtained. The shock wave lies at a distance 

of 115 cells from the body surface. The sonic line (M = 1), limiting the subsonic 

region within the inviscid flow, is found to be located within the hemi-spherical nose 

region (figure 3.2(c)). 

3.2.2 Flow properties surface distributions 

One of the main reasons for using a blended blunt cylinder in transition experimen-

tation is the presence of a continuous favourable pressure gradient along the whole 

body length as shown in figure 3.3. This figure shows the variation of density, static 

pressure, and heat transfer with wetted distance, S, along the surface of the body. 

The over expansion of the flow across the nose followed by the presence of an adverse 

pressure gradient, witnessed in blunt cone flows such as the work of Zanchetta,112  are 

disposed of by incorporating the blending region. The respective values of density, 

static pressure, and heat transfer are highest at the stagnation point then decrease 

with wetted distance as a result of flow expansion over the curved surfaces of the 

model forebody (figure 3.3(a), (b), and (c)). The rate of decrease is strongest across 

the nose, reduces along the blending zone, then asymptotically approaches zero in 

the afterbody region. 

Chapter 3. Computational Methodology and Simulation 



3.2. Laminar flow computational simulation 	 87 

3.2.3 Shock and boundary layers profiles 

Figures 3.4 to 3.7 present shock layer and boundary layer profiles in the direction 

normal to the body surface at x = 500 mm, a location around the downstream 

end of the heat transfer measurement interval. The abscissa represents various 

flow properties normalised by their freestream values, whereas the ordinate, y,,, I R, 

represents the normal distance from the wall, yw , normalised by the nose radius R. 

The shock is located at a distance, ys, of approximately 5.1R at this axial position, 

right outside the domain shown in figures 3.4 and 3.5. 

Because of the curved bow shock wave and boundary layer, flow properties such 

as the total pressure vary continuously from the body surface to the shock wave. 

Figures 3.4 to 3.7 (for the location of x = 500 mm) show a very rapid variation 

from the body surface (y,, = 0) to the position of approximately mil  = 0.15R; this 

is the boundary layer. Outboard of this the properties continue to change, though 

at a reduced rate. This is pure entropy layer effect, and inviscid effect associated 

with the curvature of the bow shock. Although the entropy layer is referred to as 

a 'layer', it really occupies the complete space from the boundary layer up to the 

shock wave. Due to the presence of this entropy layer therefore, flow properties do 

not recover to uniform values at the edge of the boundary layer (figures 3.4 and 

3.5) and thus the common definition of total velocity recovery can no longer hold. 

Instead, since the total temperature must recover to the freestream value outside 

the viscous layer (as demonstrated in figures 3.4 and 3.6), the edge is defined as the 

location, y6, where (T0  — Tw) is recovered to 99.5% of (T0  — T,„). 

3.2.4 Boundary layer edge conditions 

Using the definition of total temperature recovery described above, boundary layer 

edge conditions were determined and are presented in figures 3.8 and 3.9. The 

boundary layer displacement and momentum thicknesses, 61  and (52  respectively, are 

determined as follows:11°  
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61  + (2- = ( 1 Pu  (1 + 2 	dYw d 	0 	 pe , 	d 

	

6  2 	b pu  

(52 ± 2  = 	 (1 — 	(1+ 2w ) dv 

	

d 	0  NU, 	U, 	d 

(3.32) 

(3.33) 

The result is shown in figure 3.8(a) along with boundary layer thickness, 6, as 

a function of wetted distance, S, along the body surface. The 'adjustment' for 

axisymmetry in equations 3.32 and 3.33, represented by the extra terms (612/d), 

(622/d), and (1 + 2w/d) compared with the 2D case, is very small considering 

the values of displacement and momentum thicknesses obtained. The latter are 

estimated at about 1.25 mm and 0.33 mm respectively at x -= 500 mm compared to 

the model afterbody diameter, d, of 74.75 mm. At x = 500 mm, the boundary layer 

edge-to-freestream ratio of unit Reynolds number, Mach number, velocity, and total 

pressure are estimated at 5.58% (Re, = 2.73 million! metre), 42.4% (Me  = 3.73), 

88.3%, and 0.58% respectively. The latter hardly changes across the entire length 

of the model (figure 3.9(c)), demonstrating that the boundary layer edge conditions 

are essentially governed by the streamlines passing through the normal portion of 

the bow shock around the stagnation line. It also indicates that the total pressure 

is far from recovering to the sharp-body value, thus the entropy layer is far from 

being swallowed by the boundary layer at these axial locations. 

3.2.5 Mesh dependency analysis 

The laminar CFD solution was obtained on three different mesh resolutions; coarse 

(250 x 60), fine (500), and ultra-fine' (800 x 320) (figure 3.10). This section discusses 

the dependency of the computational result, as presented in sections 3.2.1 to 3.2.4, 

on the resolution of the mesh used. 

The discrepancy in surface heat transfer—a sensitive indicator of mesh indepen-

dency and the crucial flow property as far as the experimental results are concerned— 
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is estimated at about 0.6% variation in the coarse-to-fine refinement and about 0.2% 

in the fine-to-ultra-fine refinement at the most downstream measurement location 

= 521 mm (figure 3.11). Clearly, at this level of discrepancies, the CFD solu-

tion in general and the heat transfer solution in particular are regarded as mesh 

independent. 

The examination of shock layer profiles and boundary layer profiles and edge 

conditions, shown in figures 3.12 to 3.14 for the three different mesh resolutions, 

confirms the mesh independency of the solution obtained. Indeed, the maximum 

discrepancy in flow properties presented in these figures, which display property 

distributions virtually identical on the 3 mesh configurations, is found to be less 

than 1% between the coarse and the ultra-fine mesh. 

3.2.6 Uniform versus real tunnel freestream 

The laminar CFD simulations were carried out using the uniform freestream and 

the real tunnel freestream with axial gradient. The result in terms of boundary 

layer edge conditions and surface heat transfer distribution is presented in figures 

3.15 and 3.16 respectively. The consideration of the axial flow gradient (2.7% per 

metre in Moo ) resulted in approximately 5% increase in boundary layer thicknesses, 

6, Si, and 62, at the most downstream measurement location, x, of 521 mm (figure 

3.15(a)). It also introduced less than 2% increase in boundary layer edge velocity 

and Mach number (figure 3.15(b)), and about 5% decrease in unit Reynolds number. 

Of most importance to the analysis of the experimental heat transfer in the later 

chapters, the effect of tunnel axial gradient on the computational laminar heat flux 

was to reduce it by approximately 8% at x = 521 mm compared with the uniform 

freestream simulation (figure 3.16). 
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3.3 	Comparison of laminar CFD versus schlieren 

Figure 3.17 presents, in exactly the same scale, the laminar CFD density contours 

in the top half and the experimental schlieren image in the bottom half. The direct 

comparison of the bow shock wave location obtained from the laminar CFD and 

experiment shows an excellent agreement with less than 5% discrepancy in terms of 

normal distance to the wall of the shock wave location. This is verified at a number 

of stations along the length of the model. 

Schlieren was also used for the visualisation of the boundary layer whether it be 

laminar, fully turbulent (or existence of turbulent wedges), or transitional (existence 

of individual turbulent spots). Unfortunately, this was not successful, primarily due 

to the axisymmetric nature of the model—that significantly reduces the schlieren 

contrast of the wall/flow edge compared with a planar configuration—in combina-

tion with the very modest thickness of the boundary layer, the negligible difference 

between the wall and boundary layer edge density values as a result of the entropy 

layer effect (as seen in section 3.2.3), and the low fiowfield density (particularly 

within turbulent spots and wedges) which decreases the optical sensitivity. Further-

more, the high level of background noise and freestream turbulence (figure 3.17), 

produced random patterns of pressure change which made the detection of more 

regular pressure waves that would be generated from the interaction of turbulent 

spots and wedges with the surrounding laminar flow—as reported by Schneider83  

from the work of Reda71' 72—virtually impossible. 

3.4 Figures 

Chapter 3. Computational Methodology and Simulation 



(a) 

3.4. Figures 	 91 

200H 
150= 
100= 

50H 
0 I 

0 100 200 300 	400 
x (mm) 

500 600 700 

200H 
- 0.00 0.11 	0.23 0.34 0.45 0.56 0.68 	0.79 0.90 

150H' 
100 = (b)  

50H 

1 0 —1 
0 100 200 300 400 500 600 700 

x (mm) 

Figure 3.1: (a) mesh configuration, (b) contours of entropy increase (s — so0)/sc,o. 
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Figure 3.2: Zoom into the nose region; (a) mesh configuration, (b) density contours, (c) 
Mach number contours. 
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Figure 3.3: Variation of flow properties with wetted distance, S, along the model surface; 
(a) density, (b) static pressure, (c) heat transfer. 
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Figure 3.4: Shock layer flow properties profiles in the direction normal to the model 
surface at x = 500 mm; yu, is the normal distance from the wall and R is the nose radius. 
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Figure 3.5: Shock layer flow properties profiles in the direction normal to the model 
surface at x = 500 mm; yu, is the normal distance from the wall and R is the nose radius. 
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Figure 3.7: Boundary layer flow properties profiles in the direction normal to the model 
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body surface. (a) boundary layer thickness 6, displacement thickness 61, and momentum 
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thicknesses, Real  and Real , respectively. 
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Figure 3.9: Variation of boundary layer edge conditions with wetted distance, S, along the 
body surface. (a) unit Reynolds number Ree  I m; (b) velocity and Mach number, Ue /U0,,, 
and Me /Mc„,, respectively; (c) total pressure Poe  /Paco  • 

Chapter 3. Computational Methodology and Simulation 



30 
0 

-10 
	

10 	20 

x (mm) 

	 aw,st4, 	  
.• 

20 
E 
L 

10 

(a) 

40 

30 

x (mm) 

-10 	0 	10 	20 	30 	40 	50 

x (mm) 

50 

3.4. Figures 	 98 

Figure 3.10: Mesh configuration; zoom into the nose region. (a) 250x60, (b) 500x120, 
(c) 800 x 320. 
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Figure 3.11: Variation of heat transfer with wetted distance, S, along the model surface. 
o, 250x60; ❑, 500x120; A, 800x320. 
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Figure 3.12: Data profiles in the direction normal to the model surface at x = 147 mm 
and x = 500 mm; y,, is the normal distance from the wall and R is the nose radius. (a) 
density, (b) static pressure, (c) static temperature. o, 250x60; ❑, 500x120; A, 800x320. 
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Figure 3.13: Boundary layer profiles in the direction normal to the model surface at 
x = 147 mm and x = 500 mm; y„, is the normal distance from the wall and R is the nose 
radius. (a) density, (b) static pressure, (c) static temperature. o, 250 x60; El, 500 x120; 
A, 800 x 320. 
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Figure 3.15: Variation of boundary layer edge conditions with wetted distance, 8, using 
the uniform and real tunnel freestreams. (a) boundary layer thickness 6, displacement 
thickness 61, and momentum thickness 62; (b) velocity and Mach number, Ue /U„„ and 
Me /MOO , respectively. A, uniform freestream; o, real tunnel freestream. 
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Figure 3.16: Variation of heat transfer with wetted distance, S, along the model surface, 
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Figure 3.17: Direct comparison of the detached bow shock location obtained from the 
laminar CFD density contours (top) versus schlieren image (bottom). 
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Chapter 4 

Streamwise Time-Dependent Heat 
Transfer Database 

As described in chapter 2, the axial module allowed heat transfer measurements 

in the streamwise direction to be made. The emphasis was upon measuring the 

instantaneous surface heat transfer fluctuations at each gauge location. This was 

considered as a good method for detecting laminar-turbulent transition, includ-

ing in particular intermittency variations. Furthermore, it enabled the streamwise 

description of heat transfer profiles of turbulent events as well as their dynamic 

characteristics. 

4.1 Basic time-dependent data 

The data obtained from each experiment is illustrated in terms of temperature rise 

time-histories of the resistance gauges. The heat transfer is then derived following 

the algorithm which was described in detail in chapter 2. The signals spread over 

approximately 20 ms of tunnel running-time, of which only a 6 millisecond window 

is taken as a steady state freestream. Figure 4.1 illustrates the total pressure, Po., 

time-history of a typical tunnel run. The steady state interval is located between 

approximately 9.9 ms and 15.9 ms from the start of the run (t=0 ms). 

The steady flow window of 6 ms, obtained from each experiment, is only long 

enough to provide a 'stationary' data record sample for time-averaged heat transfer 

106 
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if the flow is fully laminar or fully turbulent. In effect, the 6 ms interval covers 

flow convection distances of several thousand times the local laminar (or turbulent) 

boundary layer thicknesses. With intermittent-transitional flows however, the single 

6 ms window is not sufficiently long to provide 'stationary' data record sample due 

to the low turbulent event formation rates, which categorised this set of experiments 

as attractive in the first place. These low production rates, in particular, allow data 

acquisition of individual events from single runs which, in turn, provide information 

on turbulent spot characteristics. Although the 6 ms window represents steady flow, 

it yet shows some oscillations in the total pressure signal (figure 4.1). These have 

been found to have no effect as far as the spot formation rate is concerned, as will 

be discussed in detail later in this chapter. 

Typical temperature signals obtained from one experiment (e.g., run 4840) at 

two different 'x' axial locations (x = 446.2 mm and x = 521.0 mm distance from the 

model apex) are shown in figure 4.2 for purpose of illustration. A delay of approx-

imately 1 ms was applied to the temperature rise signals in order to synchronise 

them with the steady flow window of the total pressure signal. This is the time 

that the flow takes to travel between the nozzle throat, where the poor, transducer 

is located, and the positions where the heat transfer measurements are made. Two 

distinct trends in terms of temperature level are revealed. The first trend represents 

an increase in the average temperature of the resistance gauges across the 6 ms 

time window due to the aerodynamic heating effect (figure 4.2). The second trend 

shows local temperature rises which represent turbulent events, as will be discussed 

in more detail in the next section. 

In the following sections, the data is presented in two parts as follows: 

Set A; Smooth nose. In this series, the entire model surface is polished and mea-

surements are made between x = 446.2 mm and x = 521.0 mm distance from 

the model apex (covering a length of 74.8 mm) using the axial heat transfer 

module. This set contains 21 repeated runs; 
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Set B; Rough nose. In this series, distributed surface roughness is applied to the 

nose by means of silicon carbide paper and the rest of the model is polished. 

The roughness size is estimated at about 1.6 pm (2% of the local CFD laminar 

boundary layer thickness). Measurements are made between x = 406.2 mm 

and x = 481.0 mm (covering a length of 74.8 mm) using the axial module. 

This set contains 21 repeated runs. 
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Figure 4.1: A typical total pressure, poo., time-dependent signal, indicating the 6 ms 
steady flow window (from run 4840). 
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Figure 4.2: Typical time-dependent signals of the heat transfer gauge temperature rise 
(run 4840). (left) x = 446.2 mm; (right) x = 521.0 mm, distance from the model apex. 
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4.2 Real-time heat transfer signal 

The time-dependent heat transfer signals are acquired by integrating the basic tem-

perature histories using the algorithm due to Cook and Felderman,19  described in 

detail in chapter 2. In all the analysis presented in this chapter and the next, gauge 

06 data was in effect excluded because of damage. 

4.2.1 Set A (smooth nose) heat transfer time-histories 

Figure 4.3 presents time-histories for heat transfer at 12 of the 22 measurement 

locations (covering a length of 74.8 mm) obtained from a typical tunnel run (in this 

case, run 4840). The signals are clearly intermittent and show two distinct heat 

transfer levels which characterise the laminar flow (low level) and the turbulent flow 

(high level). 

The 'turbulent events' (or turbulent spots) are characterised by a sharp increase 

in heat transfer up to a maximum value, followed by a plateau-like region, depending 

on the event size, then a sharp decrease which becomes more gradual through the 

spot wake region as it again approaches the laminar level. 

It is possible to 'match' the turbulent events, labelled (a) to (e), across the mea-

surement length (figure 4.3). Careful inspection of these 'matching events' reveals 

a time delay and growth with axial distance, demonstrating the downstream prop-

agation and the spatial-temporal growth of the spots. A possible classification of 

these turbulent events can be made according to their magnitude and time scale 

as labelled in figure 4.3-(top). Event (a) is an 'emerging-type' event, suggesting ei-

ther a 'newly' born spot crossing the gauge array at it centreline (case (B) in figure 

4.4), or an already 'developed' spot sweeping alongside the heat transfer module 

and gradually, via its lateral growth, covering it (case (A) in figure 4.4 which illus-

trates the dynamics of an 'emerging-type' event with respect to the heat transfer 

module spanwise position). No possible distinction can be made between these two 

situations using 1D-type measurements. Event (b) consists of three amalgamating 
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spots (as distinguished with the two minima inside the event) with increasing in-

teraction as they propagate downstream, to form a large turbulent event. Event 

(c) illustrates an emerging event coalescing with an already grown spot. Event (d) 

represents two amalgamated spots with a merging third spot, either newly formed 

or sweeping alongside the sensor array. Finally, the large scale event (e) reveals 

either a grown spot generated, or two different spots combined, further upstream of 

the measurement region. 

Figure 4.3 also reveals some level of fluctuations in the laminar fraction of the 

signals. This is attributed to several factors namely: 

Data acquisition and reduction. These introduce noise from three different 

sources; the analogue-to-digital conversion of the low frequency-filtered ana-

logue electrical signal at 50 kHz to the high 125 kHz frequency digital signal; 

the thin-film resistance gauge response; and the extraction of heat transfer 

from gauge temperature-rise (the assumption of piecewise linear gauge tem-

perature distribution in time, as described in detail in chapter 2); 

Laminar flow instabilities. These represent the unstable disturbances grow-

ing within the laminar boundary layer after reception of the external (to the 

boundary layer) disturbances. These include temperature spottiness, pressure 

and vorticity fluctuations, freestream turbulence, particulate, and acoustic 

noise generated from the turbulent boundary layer of the tunnel nozzle wall; 

High vorticity medium. This identifies the region of high rate turbulence dif-

fusion between the laminar flow and turbulent spots. The presence of the 

latter causes a continuous destabilisation and entrainment of the surrounding 

laminar flow; 

`Emerging' turbulent events. These are characterised by a low heat transfer 

level, similar to that of the noise maximum peaks mostly predominant in the 

laminar regions (e.g., event (a) at x = 446.2 mm in figure 4.3). 
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Figure 4.3: Time-dependent heat transfer distributions inside the 6 ms window at 12 of 
the 22 measurement locations, obtained from run 4840 (smooth nose case). The different 
interesting regions are labelled; (a) emerging event (either a centered newly born spot or 
a grown spot edge sweeping sideways), (b) three amalgamating spots, (c) emerging event 
coalescing with an already grown spot, (d) two amalgamated spots with a merging third 
spot, and (e) a grown spot generated, or two different spots combined, further upstream. 
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Figure 4.4: Illustration of the propagation of an 'emerging-type' event with respect to 
the heat transfer module position. (top) case (A), a grown spot sweeping sideways of the 
heat transfer module; (bottom) case (B), a newly born spot propagating at its centreline 
along the heat transfer module. 

In order to better analyse the data and extract sufficiently accurate information 

on turbulent events, the level of noise is reduced. This is achieved using three-point 

data averaging which consists in replacing each heat transfer value, (4, at a time, 

ti, with a new averaged value qwi  = (Qi„-1  Qi„ + Q1)/3. The result is shown in 

figures 4.5 and 4.6 which present time-histories for heat transfer and intermittency 

signals obtained from two different runs, at axial locations of x = 446.2 mm and 

x = 521.0 mm, the most upstream and most downstream measurement locations 

respectively. The runs of concern here are 4840 (figure 4.5) and 4849 (figure 4.6) 

which reveal different rates of turbulent events. The intermittency signal is defined 

as a square function, I, which is equal to 0 for the laminar fraction of the flow and 

1 for the turbulent fraction of the flow. The average intermittency, Iav9 , is defined 

as: 

7

' L 	T 0vg  = f I (t) dt = 
nmax E

/(ti) rtmax i=i  (4.1) 

where T is the 6 ms run window and nmax  is the number of data points included in 

this time window. 
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Figure 4.5: Time-dependent heat transfer and intermittency signals from run 4840; (left) 
x = 446.2 mm, the first gauge location; (right) x = 521.0 mm, the last gauge location. 

Figure 4.6: Time-dependent heat transfer and intermittency signals from run 4849; (left) 
x = 446.2 mm, (right) x = 521.0 mm. 
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Figures 4.5 and 4.6 allow the evaluation of the laminar heat transfer level as 

approximately 0.85 W/cm2  at x = 446.2 mm dropping to 0.75 W/cm2  at x = 521.0 

mm. The turbulent value however is more difficult to estimate due to the associated 

high level fluctuations. The latter is evaluated (+15% fluctuations) at approximately 

5 W/cm2  at x = 446.2 mm decreasing to 4.5 W/cm2  at x = 521.0 mm. These 

experimental values agree within +10% (laminar) to ±15% (turbulent) of the CFD 

predictions discussed in chapter 3. 

It is important to emphasise that the definition of the intermittency function 

(i.e., I = 0 for laminar and I = 1 for turbulent) can only be applied if a dis-

tinct boundary and assessment criterion between the laminar and turbulent levels is 

available. Therefore, the effect of the remaining noise (after three-point averaging, 

figures 4.5 and 4.6) is disposed of by using conditional data sampling, in which a 

pre-specified threshold of e = 1.7 times the predicted steady laminar CFD value is 

considered as the frontier between the laminar and turbulent flows. This results in 

an intermittency function I defined as (where glom,  is the predicted laminar CFD 

value): 
I = 0, if qw  < E Dam  

I = 1, if qw  > T am  

The value of e = 1.7 is chosen only for convenience to dispose of any noise 

of amplitudes below the corresponding value of heat transfer. The optimum value 

would be just above 1 where the signal would present no fluctuations at all. Although 

the value of E = 1.7 partially conceals the detection of 'emerging' events (presented as 

type (a) in figure 4.3 and illustrated in figure 4.4), that have lower heat transfer than 

the threshold value, the data acquired after threshold sampling is considered better 

for analysis, particularly for the determination of spots fronts and backs. These are 

defined in the way that the change in intermittency from 0 to 1 identifies the front 

of the spot, whereas the change back from 1 to 0 identifies the back of the spot. 

Indeed, in this respect, the choice of the threshold value has no tangible effect due 

to the dramatic jump in heat transfer level across the spot front. Moreover, the spot 
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back lies somewhere ahead of the wake region, which presents large uncertainties due 

to the gradual decrease in heat transfer level, and hence a change in the threshold 

value has hardly any contribution to these uncertainties. 

The use of the laminar CFD value as a reference is merely to unify the analysis 

of the data with respect to a 'steady' solution instead of the experimental value, 

which varies particularly in the vicinity of the turbulent events where the laminar 

`unsteadiness' can be significant. 

The inspection of the 'matching events' (in figure 4.5 for run 4840 and in figure 

4.6 for run 4849) yet again reveals a time delay and growth between the two gauge 

locations for each separate run. Although the turbulent events describe thermal 

footprints of different spots convecting downstream, there is no way of determining 

the spanwise position of a spot as it crosses the heat transfer module. That is, a 

short duration turbulent event could either represent a spot with short axial scale 

centred with the gauge or a larger spot which is offset laterally from the gauge (as 

depicted in figure 4.4). This, in fact, suggests that discrepancies will be associated 

with the determination of spot streamwise geometrical and dynamic characteristics. 

The high level fluctuations in heat transfer present in the large turbulent events 

(such as events (b) and (d) in figure 4.3) suggest the existence of turbulent fluctua-

tions (labelled (c) in figure 4.5) and possible spot internal structures (more details 

are presented in chapter 6). However, the significant variation between the maxima 

and minima of the fluctuations within these large events (such as those labelled (a) 

and (b) in figure 4.5) indicates the presence of several amalgamated spots which 

evolve with distance into a larger spot. 

4.2.2 Set B (rough nose) heat transfer time-histories 

Figure 4.7 presents time-histories for heat transfer at 12 of the 22 measurement 

locations (covering a length of 74.8 mm) obtained from a typical tunnel run (in this 

case, run 4861). The signals are clearly intermittent and show two distinct heat 
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transfer levels which characterise the laminar flow (low level at approximately 0.875 

to 0.775 W/cm2  between the first and last gauges) and the turbulent flow (high level 

at approximately 6.5 to 5.0 W/cm2  +25% fluctuations between the first and last 

gauges). Similarly to set A data, it is possible to match turbulent events between 

each 2 successive stations and demonstrate the time delay and growth from one 

location to another of these matching events. 

The rough nose data shown in figure 4.7 present similar types of events as clas-

sified previously for set A (the smooth nose case shown in figure 4.3). The first 

striking difference however, is the number of turbulent events captured in the 6 ms 

time window between the most upstream and most downstream stations (x = 406.2 

mm and x = 481.0 mm respectively) in this case compared with the previous exper-

imental set. Although the average intermittency level, /avg  (as defined in equation 

4.1), obtained from the two different runs selected here (run 4840 in figure 4.3 and 

run 4861 in figure 4.7) is within 20% difference, the structure of the intermittent 

signal is clearly dissimilar. Type (a) events (as illustrated in figure 4.4) are more 

predominant in this case, suggesting the effect of surface roughness in the nose re-

gion (k/6 = 2%; k being the roughness height and 8 the local laminar boundary 

layer thickness) on this 20% increase in intermittency level. This is translated as a 

higher rate of spot formation either immediately downstream of the nose, in which 

case the spikes in the heat transfer signal represents already evolved spots crossing 

the sensor array off their centrelines, or within the measurement location, in which 

case the turbulent spikes represent newly born spots crossing the gauge array on 

their centrelines. Clearly the roughness height of k = 0.026 appears to be sufficient 

to dramatically hasten the transition process. Further discussion regarding surface 

roughness effect is given in section 4.4 and in chapter 5. 

Figures 4.8 and 4.9 present time-histories for heat transfer and intermittency 

signals obtained from two different runs (run 4869 in figure 4.8 and run 4861 in 

figure 4.9). In each case, data are shown at two axial positions, x = 406.2 mm and 

x = 481.0 mm, the first and last measurement locations respectively. 
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Figure 4.7: Time-dependent heat transfer distributions inside the 6 ms window at 12 of 
the 22 measurement locations, obtained from run 4861 (rough nose case, k16 = 0.02; k 
being the roughness height and 8 the local laminar boundary layer thickness). 
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Figure 4.9: Time-dependent heat transfer and intermittency signals from run 4861; (left) 
x = 406.2 mm, (right) x = 481.0 mm. 
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The figures demonstrate the large difference in the average intermittency level, 

obtained at the same location x from each run (in the same manner to figures 

4.5 and 4.6 for the smooth nose case). Figure 4.8 shows a high intermittency flow at 

the front gauge (x = 406.2 mm), with lavg  = 0.62, developing into an almost fully 

turbulent flow, with /c,„ = 0.86, over a distance of 74.8 mm, that is the distance 

between the first and last measuring gauges. Over the same distance on the other 

hand, figure 4.9 reveals a lower value of average intermittency, /avg  = 0.20, at the 

first gauge rising to /avg  = 0.51 at the last gauge. 

4.3 Streamwise heat transfer distribution 

The time-dependent data allow the extraction of instantaneous axial heat trans-

fer distributions at fixed times, thus the capture of instantaneous spot streamwise 

profiles as illustrated in figures 4.10 and 4.11. The figures show axial distributions 

obtained from 3 different runs (runs 4840 and 4849 for the smooth nose case, set 

A, and run 4861 for the rough nose case, set B; the same runs discussed in section 

4.2) and around different times, that in turn, describe different scales of turbulent 

events. These distributions are given at 3 times with a time interval At of 0.04 ms, 

however, are not necessarily obtained along the centreline of the spot. 

Figure 4.10-left presents heat transfer evolution along the heat transfer module 

length (x = 446.2 mm to 521.0 mm) at three different times surrounding t1  = 1.5 

ms—i.e., 1.46 ms, 1.50 ms, and 1.54 ms—of run 4840 (t1  is indicated in figure 4.5). 

The profile shows no significant change with time, suggesting the presence of a large 

scale (time and length scales) turbulent event. The event has a time scale larger 

than 0.08 ms (2At), as demonstrated in figure 4.5, and a length scale larger than the 

measurement length of 74.8 mm. On the other hand, figure 4.10-right—presenting 

heat transfer evolution along the heat transfer module length (x = 446.2 mm to 

521 0 mm) at three different times surrounding t2  = 5.5 ms (i.e., 5.46 ms, 5.50 ms, 

and 5.54 ms) of run 4849 (t2  is indicated in figure 4.6)—reveals a change in heat 
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transfer axial distribution from a decreasing trend at t = 5.46 ms to an increasing 

trend at t = 5.54 ms. This demonstrates, in effect, the downstream propagation of 

the turbulent event, which in this case is partially captured, along the heat transfer 

module. 

Figure 4.11 presents heat transfer axial evolutions of two different events—one, 

shown on the left, at three times surrounding t3  = 2.92 ms (i.e., 2.88 ms, 2.92 ms and 

2.96 ms) and the other, shown on the right, at three times surrounding t4  = 3.42 ms 

(i.e., 3.38 ms, 3.42 ms and 3.46 ms), as indicated in figure 4.9 obtained from run 4861 

(experimental set B; rough nose case). In addition to their downstream propagation, 

there is an evident growth, both in scale and magnitude, of the turbulent events, 

identifying their type as 'emerging' events (type (a)). The event shown in figure 

4.11-right emerges within the measurement length and shows significant growth in 

scale and magnitude with distance. 

It is clear from figures 4.10 and 4.11 that the instantaneous axial scale of a turbu-

lent event is longer than the 74.8 mm measurement length. In future experiments, 

it would be desirable to lengthen this if possible. 
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Figure 4.10: Streamwise heat transfer distributions across a turbulent event at various 
times t + At; (left) run 4840, t = t1 = 1.5 ms (as indicated in figure 4.5); (right) run 4849, 
t = t2  = 5.5 ms (as indicated in figure 4.6); Experimental set A. 
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Figure 4.11: Streamwise heat transfer distributions across a turbulent event at various 
times t At obtained from run 4861 (as indicated in figure 4.9); (left) t = t3  = 2.92 ms; 
(right) t = t4  = 3.42 ms; Experimental set B. 

Chapter 	Streamwise Time-Dependent Heat Transfer Database 



4.4. Turbulent spot average speed 	 122 

4.4 Turbulent spot average speed 

4.4.1 Space-time heat transfer contours 

The axial distribution of the instantaneous heat transfer signals obtained from the 

43 runs (e.g., figures 4.3 and 4.7) are converted into spatial-temporal contour plots 

of heat transfer. This allows a better visualisation of the convective characteristics 

of turbulent events as well as their fronts and backs according to the threshold 

criterion defined earlier. An example of the result obtained is shown in figures 4.12 

to 4.15 which present `x-t' contour plots of the three-point average time-dependent 

heat transfer data (shown as a function of time in figures 4.5, 4.6, 4.8, and 4.9). 

The darker regions in the plots represent the turbulent high heating levels sur-

rounded by the lighter low heating level laminar flow. The figures most importantly 

reveal a positive slope (dx/dt) of the edges between the laminar and turbulent re-

gions, which once again demonstrates the downstream propagation of the spots. 

The figures also demonstrate the slight but apparent growth in time and space of 

the already existing turbulent regions but rather more significant growth in scale 

of 'emerging' events (e.g., events (a) and (b) in figure 4.15-top). The difference in 

the intermittency level obtained from each set of runs is better highlighted, par-

ticularly demonstrating the effect of nose roughness on the rate of production of 

turbulent spots and the fast subsequent coalescence. As a result, the intermittent 

region lengths appear to be much less substantial compared to smooth nose data. 

The effect of the threshold selection, discussed in section 4.2.1, can be better seen 

in figure 4.12. Two different threshold levels are shown, namely 1.7 qi„,, used for 

data sampling in the present work, and 1.0 T am , which would define the boundary 

between the laminar and turbulent flows in a more realistic manner. A number 

of interesting flow features, labelled (a') to (e'), are illustrated in the bottom plot 

of figure 4.12 (e = 1.0). (a') represents an individual spot growing with distance 

and time; (b') illustrates an emerging event (either a newly born spot traversing the 

gauge arrays at its centreline, or an already developed spot leading edge sweeping 
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sideways upon the heat transfer module) as the contours become increasingly darker 

with distance; (c') corresponds to a bulk of several amalgamated spots, shown in 

figure 4.3 as event (d); (d) reveals the wake region behind the turbulent event (event 

(e) in figure 4.3); and finally (e') which characterises either high level noise or an 

emerging event (as it appears with a similar slope compared to the main events). 

Clearly, the dark regions are virtually identical in both plots. In effect, the increase 

in the threshold value results in the exclusion of the emerging events (b'), the event 

wake zone (d'), and the uncertain nature of region (e'), which is the reason for using 

this sampling technique in the first place. 

The variation in threshold value also underscores, at least qualitatively, the vari-

ation in the resulting average intermittency level (i.e., lavg) • The latter has no big 

significance as far as experimental set A is concerned (see figures 4.12 and 4.13) 

because of the associated low spot formation rates. In set B however, this varia-

tion becomes more important as higher number of spots is produced (figures 4.14 

and 4.15). This is a direct consequence of the increase in turbulent fractions of 

the flow produced by reducing threshold values. Indeed, figure 4.14 illustrates a 

large variation in intermittency of approximately 30% as a result of 0.7 Tam  differ-

ence in threshold. This would have a significant effect if intermittency functions for 

the intermittent-transition region are to be determined (further discussion regard-

ing this issue is given in chapter 5). However, for the purpose of this study, the 

threshold technique is merely used to facilitate the definition of the spot streamwise 

extent, including fronts and backs, and spot convective properties as described in 

the following section. 
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Figure 4.12: x-t plot of heat transfer (run 4840 from set A; smooth nose); (top) E = 
1.7; (bottom) E = 1.0. (a') individual spot, (b') emerging event, (c') bulk of several 
amalgamated spots, (d') spot wake extent, and (e') discrete noise or emerging event. 
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Figure 4.13: x-t plot of heat transfer (run 4849 from set A; smooth nose); (top) E = 1.7; 
(bottom) e = 1.0. 
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Figure 4.14: x-t plot of heat transfer (run 4869 from set B; rough nose); (top) e = 1.7; 
(bottom) e = 1.0. 
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Figure 4.15: x-t plot of heat transfer (run 4861 from set B; rough nose); (top) E = 1.7; 
(bottom) e = 1.0. 
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4.4.2 Spot front and back propagation speeds 

After demonstrating the downstream convection of turbulent spots, it is necessary to 

determine the convection velocity. To achieve this, the fronts and backs of each and 

every turbulent event encountered in the heat transfer and, consequently, intermit-

tency signals are determined. The fronts and backs are defined using the variation 

of the square intermittency function through time from 0 to 1 for the fronts and 

from 1 to 0 for the backs respectively. 

The data acquired from both experimental sets, A and B, provide a large number 

of turbulent spots, which varies in each run. Since the change in intermittency from 

0 to 1 and vice-versa takes place at exactly 1.7 T am , that can be situated between 

any two successive data points defining a finite lapse of time—i.e., for a spot front, 

ti < t front < t y+1 corresponding to q, < 1.7 glom < qt+1—the actual temporal location 

of fronts and backs, t - front and tback , are determined by interpolation between the 

surrounding points (i.e., t i  and ti+1). Consequently, the end result greatly depends 

upon the local heat transfer gradient aqw /at, which, in turn, is affected by noise. 

Figures 4.16 to 4.19 present spot front and back trajectories respectively in the 

x-t plane, obtained at various locations in time and from different runs from both 

experimental sets, A and B. The plots are acquired assuming a reference time t=0 

for a spot passing through the most upstream gauge (gauge 01 at x = 446.2 mm 

for set A and x = 406.2 mm for set B) of the axial heat transfer module. A large 

number of events (over 200 from both experimental sets) were studied separately in 

order to minimise undesirable effects and achieve sufficiently accurate event dynamic 

characteristics. The final result (which is presented in figures 4.16 to 4.19) takes into 

consideration a limited number of events (about 30 events from set A and 45 events 

from set B) that spread over a large fraction of the measurement distance (over 50%) 

and suffice acceptable uncertainties. The process of determining the spot front and 

back propagation speeds and the related issues is discussed in detail in this section. 
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The average spot front and spot back speeds are determined using the least-

squares fit technique applied to the set of data points gathered in the x-t plane. 

This assumes that there is no variation of spot leading and trailing edge speeds with 

axial distance. Indeed, the streamwise measurements only cover a distance of 74.8 

mm at a time, which is insufficient in defining the trend of spot speeds. Ideally, the 

longer the measurements interval, the better the chance to properly establish the 

nature of spot propagation speed. Nevertheless, the analysis presented in section 

4.4.1 predominantly demonstrated the linear nature of the spots leading and trailing 

edges identified by their x-t plots. 

For the smooth nose case (i.e., experimental set A), the spot front and back 

average speeds, U f1  and Ub„ are estimated at 1050.4 m/s and 536.4 m/s (±2%) 

respectively, which correspond to approximately 0.80 and 0.41 of the boundary layer 

edge velocity, Ue, obtained from the laminar CFD prediction. For the rough nose 

case (i.e., experimental set B), the average front and back speeds, U f2  and Ube, 

are estimated at 1000.0 m/s and 528.4 m/s (+1%) respectively, which correspond 

to approximately 0.76 and 0.40 of Ue. The difference between the front and back 

speeds (by a factor of 2) confirms the growth of the spot as it moves downstream. 

The mean spot convection speeds, Uci  and Ue2 , are considered as the arithmetic 

mean of the front and back values and are estimated at approximately 793.4 (±2%) 

m/s and 764.2 (±2%) m/s for set A and set B respectively, equivalent to 0.60 tie 

and 0.58 Ue. 
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Figure 4.16: x-t plot of the fronts of turbulent spots determined from experimental set 
A. Average spot front speed estimated at Uh  = 1050.4 m/s = 0.80 ET, (±2%). 
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Figure 4.17: x-t plot of the backs of turbulent spots determined from experimental set 
A. Average spot back speed estimated at Ub1  = 536.4 m/s = 0.41 U, (±2%). 
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Figure 4.18: x-t plot of the fronts of turbulent spots determined from experimental set 
B. Average spot front speed estimated at U f2  = 1000.0 m/s = 0.76 Ue  (±1%). 
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Figure 4.19: x-t plot of the backs of turbulent spots determined from experimental set 
B. Average spot back speed estimated at Ube  = 528.4 m/s = 0.40 Ue  (+1%). 
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The results obtained from the two different sets of experiments (set A and set B) 

show a good agreement with a 3.4% discrepancy in terms of spot average convection 

speed. This is barely greater than the experimental uncertainties (which are about 

2%). The discrepancy is attributed to larger errors in defining fronts and backs in the 

`near-amalgamated' spots regions which occurred at a larger scale in set B compared 

with set A. The discrepancy obtained is small enough to suggest the independency 

of spot average propagation speed of small distributed roughness (k/6 0.02). 

Despite this similarity in events dynamics, it is crucial to point out that the 

average spot speeds included all sorts of events in terms of scale, onset location, 

transverse location with respect to the heat transfer gauges, and local interaction 

between different events. All these parameters affect individual event analysis and 

the resulting individual and average dynamic characteristics obtained from the two 

different experimental sets. Furthermore, they partly affect scatter clearly present 

in the data plotted in the x-t reference frame. 

The scatter in the spot front data is partly attributed to measurement uncer-

tainties and noise, but most importantly to the fact that spots are most likely to 

cross the gauges at different transverse stations, hence capturing different spanwise 

locations of the actual spot front. The true value of the front speed would vary 

around the average as a function of the spanwise position across the spot—as dis-

covered by several investigators on their work on spot dynamics at incompressible 

speeds (e.g., Wygnanski et 	The scatter is also associated with the spot-to- 

spot interaction, in the way that spots that are situated right behind others tend 

to travel faster due to less flow resistance associated with the wake region of the 

proceeding spot—that is particularly the case in experimental set B where large 

spot formation rates take place. The presence of this data scatter is partly behind 

the discrepancy in spot average speed (about 3.4%) acquired from the two different 

experimental sets, A and B. The scatter in the spot back data is in part associated 

with large uncertainties across the spot wake region, which is characterised by small 

heat transfer gradients and large fluctuations. 
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4.5 Cross-correlations 

4.5.1 Cross-correlation functions 

The cross-correlations of the time-dependent signals are obtained at pairs of gauges. 

This is carried out in order to determine the spot average convection speed from 

the heat transfer and intermittency time-dependent signals, qw(t) and I (t), respec-

tively. This is achieved by determining the shift in time, T, at which the maximum 

correlation between the signals of each pair of gauges takes place. 

The cross-correlation function, Ru(f), of a time-dependent signal, such as heat 

transfer q,(t), between two i and j gauge locations, is defined as: 

1 1 
Rii(T)= qry =- 

qi
—
T  0

Ri(t)q fj (t T)dt 
.i   

qii (t) is the fluctuation defined by (where qi  is the signal mean): 

gat) = qi (t) — gi 

The root mean square is defined as: 

T 1/2 

q'i  = 
T 0 

f (qat))2  dt] 

T is a time period chosen long enough so that the result obtained could be re-

garded as statistically average. However, the data record sample of individual runs-

6.144 ms which corresponds to approximately 768 sampling points at 125 kHz—is 

not sufficiently long to provide a statistically average set of data for an individual 

run with low intermittency. To overcome this, the correlations are calculated for 21 

separated runs, and then averaged. 

The final cross-correlation plots of heat transfer and intermittency data are 

achieved for both experimental sets, A and B, by averaging the outcome from each 

run (figures 4.20 to 4.23). The correlation function takes the maximum value of 
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1 (i.e., auto-correlation of the gauge-pair (1,1)) since the two signals are perfectly 

identical. It then gradually decreases between gauge-pair (1,1) and (1,23) demon-

strating the gradual change with axial distance in the signal, more specifically, in 

the scale and magnitude of the turbulent events. Lower correlations are witnessed 

in the intermittency data, compared to those of heat transfer, due to the square-

function property of the intermittency signal—that is, at each position in time there 

is either full correlation (i.e., IN = /(t T) = 0 or 1) or no correlation at all (i.e., 

/(t) /(t +T); /(t) = 0 and /(t T) = 1, or vice-versa), in contrast to heat transfer 

signal where intermediate values exist between full correlation and no correlation. 

Inspection of the correlations plots (figures 4.20 to 4.23) shows that the rate at 

which the maximum correlation, ./31imax , decreases with increasing distance from 

gauge 01 is higher in set B than in set A—by comparison of both heat transfer cor-

relations (figure 4.20 versus 4.22) and intermittency correlations (figure 4.21 versus 

4.23). This is associated with the higher rate of small scale emerging events (type 

(a), as illustrated in figure 4.4) captured in set B compared with that in set A, which 

are also characterised by higher growth rates in scale and magnitude. 
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Time shift ti (ms) 

Figure 4.20: Cross-correlation of heat transfer signal qt, (experimental set A; smooth 
nose). 
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Figure 4.21: Cross-correlation of intermittency signal I (experimental set A; smooth 
nose). 
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Figure 4.22: Cross-correlation of heat transfer signal q,„ (experimental set B; rough nose). 

Time shift ti (ms) 

Figure 4.23: Cross-correlation of intermittency signal I (experimental set B; rough nose). 
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4.5.2 Spot average convection speed 

The time shift and the corresponding distance between the maximum correlation 

values at each pair of heat transfer gauges, (1,1) to (1,23), provides the basis for 

the spot average speed to be obtained. The result derived from cross-correlation 

performed on heat transfer and intermittency signals is different due to the differ-

ence in nature of the basic time-dependent signal. The x-t plot of the maximum 

correlations obtained from heat transfer and intermittency data of sets A and B is 

shown in figures 4.24 to 4.27. The average spot speed is estimated from the graphs 

and summarised in table 4.1. 

Set A Set A Set B Set B 
Intermittency I Heat transfer gin  Intermittency I Heat transfer qw  

LT, (m/s) 909.2 870.5 844.0 874.1 
Ue /Ue  0.691 0.661 0.643 0.666 

Table 4.1: Spot average speed determined from signal cross-correlation analysis. 

There is an excellent consistency in the average speed determined from heat 

transfer cross-correlations in both sets A and B, which is estimated at approximately 

0.66 Ue. This result demonstrates, once again, the independency of spot dynamics 

of roughness. The value of 0.66 Ue  is still somewhat higher than those determined 

by 'geometrical means' in section 4.4.2., estimated at approximately 0.60 Ue  and 

0.58 Ue  in set A and set B respectively. This difference is attributed to the fact that 

a well selected set of turbulent events (fully developed distinct individual spots) 

were considered in the first approach, whereas, in the cross-correlation approach, all 

sorts of turbulent events, including newly formed, fully developed, and amalgamated 

spots, as well as noise, are taken into account. In spite of the consistency in the 

spot average speed obtained from heat transfer correlations between set A and set 

B, the intermittency figures reveal two distinct values namely 0.69 Ue  and 0.64 Ue  

in set A and set B respectively. As mentioned in the previous section, there is less 

signal correlation in set B associated with high spot formation rates, and as a result, 

a lower average speed. 
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Figure 4.24: Average spot speed obtained from cross-correlations of heat transfer signal 
qv, (experimental set A) 

Time (ms) 

Figure 4.25: Average spot speed obtained from cross-correlations of intermittency signal 
I (experimental set A) 
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Time (ms) 

Figure 4.26: Average spot speed obtained from cross-correlations of heat transfer signal 
qz, (experimental set B) 

Time (ms) 

Figure 4.27: Average spot speed obtained from cross-correlations of intermittency signal 
I (experimental set B) 
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The variation in the spot average speed determined using the two different ap-

proaches (i.e, geometrical and cross-correlation techniques), is estimated at approx-

imately 9.7% in set A and 13.8% in set B. Although these figures are somewhat 

acceptable, the analysis of individual well selected spots is necessary if accurate 

representation of spots dynamics is required. Clearly, the cross-correlation method 

provides a quick and good approximation of events dynamics, however, with a cer-

tain level of uncertainty particularly with regard to the associated roughness effects. 

4.5.3 Comparison of spot convection speed for present and 
previous studies 

The spot front and back average propagation speeds determined in the present study 

compare extremely well with their counterparts at incompressible, low subsonic and 

supersonic speeds obtained by other investigators. Table 4.2 summarises some of 

the findings. 

study spot type Me  Re, U f  IU, Ub lUe  Ud /U, 
(X10-5111-1) 

Schubauer et al.86  artificial 0.03 6 0.88 0.50 0.69 
Wygnanski et al.'°6  artificial 0.03 6 0.89 0.50 0.70 

Mautner et al.59  artificial 0.03 5.9 0.83 0.55 0.69 
Ching et al.14  natural 0.11 24 0.81 0.50 0.68 
Ching et al.14  natural 0.19 42 0.86 0.48 0.63 
Clark et al. natural 0.24 0.71 
Clark et al. natural 0.55 0.69 
Clark et al. natural 1.32 0.70 
Clark et al. natural 1.86 0.68 

present natural 3.70 27.7 0.76 - 0.80 0.41 0.58 - 0.69 

Table 4.2: Comparison of spot propagation speed for present and previous studies at a 
range of boundary layer edge Mach and unit Reynolds numbers, Me  and Red , respectively. 
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Chapter 5 

Streamwise Time-Averaged Heat 
Transfer Database 

The time-averaged heat transfer data allows the quantification of heat transfer and 

intermittency increase with axial distance through the intermittent-transition region. 

It also enables the prediction of transition onset using extrapolation methods. This 

chapter presents time-averaged heat transfer and intermittency axial distributions 

from both experimental sets, A and B. The averaging process was performed for 

the 6 ms steady flow window provided by the gun tunnel. As discussed in detail 

in chapter 4, this window is considered short for run-to-run stationary averages to 

be acquired due to the low frequency and physical scale of the turbulent events 

obtained. Several repeated runs, as a result, were performed in order to extend the 

data record sample and improve the statistics of the total averaged data set. 

139 
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5.1 Time-averaged heat transfer distribution 

The streamwise heat transfer distributions are obtained by averaging the instanta-

neous data, presented in chapter 4, over the steady flow window of 6 ms. This is 

obtained from equation 5.1 which is given by: 

f0
T 

qt, = -T 	qw(t)dt =  	qw . 	 (5.1) 

where T is the 6 ms window that includes nmax  data points and q„, is the measured 

heat transfer. 

The result is shown in figures 5.1 and 5.2 for experimental sets A and B respec-

tively (set A; smooth nose and set B; rough nose). 21 different repeated runs for each 

set are illustrated alongside the fully laminar and fully turbulent CFD predictions 

(presented in chapter 3). The data cover an axial distance of 74.8 mm extending 

between 446.2 mm to 521.0 mm in set A and between 406.2 mm to 481.0 mm in 

set B. The data are located between the laminar and turbulent CFD predictions as 

they represent an intermittent flow. 

There is a large run-to-run variation as a consequence of low intermittent fre-

quencies. The smooth nose data (i.e., set A) reveal a heat transfer level variation 

from a near-laminar value to approximately 40% of the expected fully turbulent 

value. The rough nose data (i.e., set B) however, show higher heat transfer levels 

of up to 70% of the expected fully turbulent value. Again, as discussed in chap-

ter 4, this increase is a direct consequence of nose roughness which hastened the 

susceptibility of the boundary layer to transition. 

The scatter in the data is partly due to manufacturing imperfections of the heat 

transfer gauges and related errors generated from the calibration and data acqui-

sition, and partly due to the noise (temperature spottiness, pressure and vorticity 

fluctuations) generated from the shock compression process taken place ahead of 

the tunnel nozzle inlet, as well as the turbulent boundary layer formed at the nozzle 

wall (as pointed out in chapter 4). 

Chapter 5. Streamwise Time-Averaged Heat Transfer Database 

1 flmax 

nmax i=1 



6.0 1 , 	 . 
• Run 4819 c.) • Run 4821 • Run 4828 5.0 IP. Run 4830 
4 Run 4831 • Run 4832 • Run 4834 4.0 — 1:1 Run 4835 
A v Run 4836 

Run 4837 
1> Run 4838 

3.0 — .1 Run 4839 
O Run 4840 
0 Run 4841 
0 Run 4842 

ct) 2.0 — A Run 4843 
1:3 V 

1> 
Run 4844 
Run 4847 
Run 4848 

1.0 — 0 Run 4849 
0 Run 4850 

Laminar CFD 
	 Turbulent CFD 

1 	 
.......... 

I   it 

......... ................ 

5.1. Time-averaged heat transfer distribution 	 141 

0.0 

     

350.0 	400.0 450.0 
I 

500.0 
x axial position from the leading edge (mm) 

Figure 5.1: Time-averaged heat transfer axial distribution together with the fully laminar 
and fully turbulent CFD predictions (21 repeated runs in experimental set A). 
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Figure 5.2: Time-averaged heat transfer axial distribution together with the fully laminar 
and fully turbulent CFD predictions (21 repeated runs in experimental set B). 
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5.2 Intermittency distribution 

In order to better visualise what takes place in the mean sense in terms of intermit-

tent events, the intermittency factory is introduced. It is defined here as: 

= 
qtur glum 
qw glum 	 (5.2) 

where q„ is the time-averaged measured heat flux and qiam, and qt ,ib are the pre-

dicted fully laminar and fully turbulent CFD heat fluxes respectively (as illustrated 

in figures 5.1 and 5.2). This function is different from the average intermittency 

function, /ayg , described in chapter 4 for three principal reasons associated with the 

characteristics of /avg , namely: 

• Due to 'noise', the assumed change from laminar to turbulent in the calculation 

of /(t) in the time-dependent signals takes place at a threshold value, 1.7 qi ctm ; 

• For the unsteady flow in the vicinity of a spot, the 'non-turbulent' value is 

probably different from the predicted mean laminar value; 

• The variation in heat transfer in the turbulent (or `non-laminar') flow is not 

taken into account in the calculation of /avg  but does affect 'y. 

Therefore, 

Iavg iavg  = 
1  0 

f I(t)dt 

Figures 5.3 and 5.4 present the axial distributions of intermittency 7 obtained 

from each individual run of set A and set B respectively, as well as the runs-averaged 

distribution '7 in each set. The runs-averaged data could potentially represent a 

single experiment with a record sample window of about 126 ms for each set. 
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Figure 5.3: Intermittency (7) axial distribution (experimental set A). 
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Figure 5.4: Intermittency (y) axial distribution (experimental set B). 
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The clear increase in -y with distance demonstrates the spatial-temporal growth of 

the turbulent events. The intermittency, -y, varies from a minimum of approximately 

1% to a maximum of approximately 31% in set A. This variation is even higher in 

the data of set B varying from a minimum of about 6% to a maximum of about 66%. 

The resulting runs-averaged intermittency function 7 is found to vary between 10% 

to 18% in the smooth nose case (i.e., set A) compared with 25% to 48% in the rough 

nose case (i.e., set B). These figures yield a rate of increase (87/8x) of approximately 

0.11%/mm and 0.31%/mm in set A and set B respectively. Table 5.1 summarises 

critical intermittency values. 

'Ymin 7max 1 min 7max 87/ax (/m) 
Set A (smooth nose) 0.01 0.31 0.10 0.18 1.1 
Set B (rough nose) 0.06 0.66 0.25 0.48 3.1 

Table 5.1: Critical intermittency values (experimental sets A and B). 

5.3 Experiment-intermittency relationship 

The large variations in intermittency level between different runs might suggest 

that it is associated with continuous damage of the model. However, the plots 

of space-averaged intermittency (averaged over the 74.8 mm measurement length) 

distribution against chronological order of runs (figures 5.5 and 5.6 for set A and set 

B respectively), show no evident rise in run-to-run intermittency level, particularly 

true in the smooth nose case. In the rough nose case, two relatively distinct regions 

are present (figure 5.6) due to some incurred damage that was witnessed during 

experimentation. Yet, the remaining data of each region reveal no apparent trend 

throughout the run-window of this experimental set (see figure 5.6). This random 

run-to-run variation demonstrates the randomness of the transition process and 

the possible variation in the triggering events in this specific set of experiments. 

It also highlights the significance of the data record sample time length used in 

the averaging process, specifically in this type of study where large variations in 

turbulent event physical scales and frequency of occurrence are involved. 

Chapter 5. Streamwise Time-Averaged Heat Transfer Database 



5.3. Experiment-intermittency relationship 	 145 

0.7 	_ 	1 	 

0.6 — 

0.5 — 

0.4 — 

0.3 — 

0.2 — 

0.1 — 

0.0 	 --, 
20 	24 

Run number 

Figure 5.5: Space-averaged (over the 74.8 mm measurement length) intermittency varia-
tion with run number (experimental set A). 
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Figure 5.6: Space-averaged (over the 74.8 mm measurement length) intermittency varia-
tion with run number (experimental set B). 
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5.4 Surface roughness effects 

The two experimental sets A and B enabled the achievement of two distinct inter-

mittent behaviours. As shown in chapter 4, there is an increase in spot production 

rate with increased surface roughness not only in the nose region but also down-

stream along the length of the model up to the locations where the measurements 

were made. In spite of the fact that roughness was only present in the nose section, 

its effect is apparently encountered across the whole length of the boundary layer. 

The significant similarity in terms of spot average speeds determined from both sets 

A and B (see section 4.4.2 of chapter 4) indicates consistency in the rate of event 

streamwise spatial-temporal growth. Consequently, the difference in the rate of in-

crease in intermittency (ay/ax), obtained from sets A and B, must be associated 

with the high production rate of turbulent events in set B, along the total length up 

to the measurement location (figures 5.3 and 5.4). The attempt to predict the on-

set of transition in this case (i.e., rough nose) using simple extrapolation methods is 

virtually impossible due to the short spatial interval within which the measurements 

were made. A simple linear upstream extrapolation of the data yields onset loca-

tions in set B downstream of those obtained in set A (figures 5.7 to 5.10), which is of 

course unacceptable with the argument of roughness effect so far put forward. It is, 

therefore, more probable that (aVax) takes smaller values at upstream locations 

for the earlier stages of the transition process. This is illustrated by a suggested 

schematic in figure 5.11, where the intermittency distribution obtained from set A 

(smooth nose case) adopts slope 1, whereas that obtained from set B (rough nose 

case) adopts slope 2. 
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Figure 5.7: Time-averaged heat transfer axial distribution together with the laminar CFD 
prediction; linear extrapolation for onset prediction (experimental set A). Run 4835, low 
intermittency; run 4834, high intermittency. 
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Figure 5.8: Time-averaged heat transfer axial distribution together with the laminar CFD 
prediction; linear extrapolation for onset prediction (experimental set B). Run 4859, low 
intermittency; run 4873, high intermittency. 
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Figure 5.9: Intermittency axial distribution; linear extrapolation for onset prediction 
(experimental set A). Run 4835, low intermittency; run 4834, high intermittency. 
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Figure 5.10: Intermittency axial distribution; linear extrapolation for onset prediction 
(experimental set B). Run 4859, low intermittency; run 4873, high intermittency. 
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Figure 5.11: Schematic of intermittency distribution with streamwise distance. 

It emerges from the above analysis that the receptivity mechanisms in the pres-

ence of distributed roughness (k/S = 0.02) are different from those in the presence 

of smooth nose surface. It appears that two separate signatures of the disturbance 

environment (roughness) on the boundary layer arise; one mode involves the im-

mediate breakdown to turbulence right behind the nose region and a second mode 

consists of growing instabilities and late generation of turbulent events. The former 

hastens the latter through extended regions of disturbed laminar flow in the event 

vicinity. 

5.5 Transition onset and region extent 

Although the heat transfer measurements could successfully capture the dynamics 

of individual spots, the instrumented distance in each set of experiments is not 

sufficient for a detailed time-averaged analysis to be made of the transition onset 

location and the extent of the intermittent-transition region. Nevertheless, some 

qualitative and approximate estimations are extracted from the data. In effect, the 

data clearly reveal small axial slopes of the intermittency rise, suggesting substantial 

lengths of transition flow. The measurements only permitted the detection of the 
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early to middle stages of the transition process. The smooth nose data predict 

intermittent distances of order of 600 mm, whereas the rough nose data give a lesser 

value of order of 300 mm, a consequence of the higher spot formation rates. These 

elongated intermittent distances are a direct consequence of nose bluntness and the 

associated entropy layer effects in significantly reducing the boundary layer edge 

conditions as demonstrated in chapter 3. 

The prediction of the onset locations with acceptable accuracy is not possible. 

Nonetheless, very approximate estimations can be made if simple linear extrapola-

tions are used (figures 5.7 to 5.10). Clearly, the discrepancy in such an approach 

is larger in the rough nose data (set B) as higher intermittency levels are encoun-

tered. These describe the mid-zone of the intermittent-transition region which is 

defined with a different intermittency equation 	described by slope 2 in figure 5.11— 

compared with that defining the lower intermittency levels (set A)—described by 

slope 1 in figure 5.11. The actual onset locations lie somewhere upstream of the 

predicted values due to the nonlinearity of the intermittent curve at the beginning 

of the process. Using the intermittency distributions (figures 5.9 and 5.10), the on-

set location is found to lie between approximately x = 180 mm and x = 440 mm 

in set A and between 270 mm and x = 390 mm in set B (a difference in onset 

location between the low and high intermittency runs for each set). This extrapola-

tion approach is clearly not adequate for the data obtained in set B experiments for 

the reasons mentioned above. However, it illustrates the variation in onset location 

between the low and high intermittency runs (runs 4835 and 4834 respectively in set 

A and runs 4859 and 4873 respectively in set B). The runs-averaged distributions 

suggest an onset location of approximately x = 330 mm in both cases (i.e., sets 

A and B). However, since the intermittency equation slope is different in both sets 

(with slope 2>slope 1), the onset location moves upstream with surface roughness. 
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Chapter 6 

Circumferential Heat Transfer 
Database 

This chapter presents spot planform geometrical characteristics, streamwise and 

transverse spatial development, and spot internal structures obtained at the model 

surface. This was achieved using the circumferential heat transfer module (de-

scribed in chapter 2) positioned at three different axial locations, namely x = 213 

mm, x = 279 mm, an x = 334 mm distance from the model apex. The measurement 

covered a distance of 68 mm around the model circumference using 18 `V'-shaped 

heat transfer gauges which provide a gauge-to-gauge spatial resolution of 4 mm. 

The experiments aimed to gather as much individual turbulent spots as possible in 

order to acquire statistically average spot characteristics at each axial location. A 

significant number of tunnel runs were performed for each measurement location 

(around 160 runs in total). A fraction of these runs resulted in heat transfer histo-

ries which did not exhibit individual spots. The analysis presented in this chapter 

only includes the data which produced individual spots well contained within the 

spanwise measurement distance of 68 mm. 
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6.1 Time-dependent heat transfer signal 

Figure 6.1 presents time-histories for heat transfer signals through the 6 ms steady-

run time window of the tunnel run, for all the spanwise gauges at x = 334 mm for 

one sample run. There is a finite number of captured travelling turbulent events 

at each spanwise location labelled (a) to (f). A number of these events spread 

over the whole spanwise distance (e.g., events (b), (d), and (f)), whereas others are 

restricted only to a finite number of gauges (e.g., events (a), (c) , and (e)). The 

latter are interpreted as the spots that only partially cover the spanwise array. The 

events represent either discrete individual turbulent spots (e.g., event (f)) or an 

amalgam of spots (e.g., events (b) and (d)). The 'matching' of these events across 

the spanwise measurement length shows no time delay from one spanwise location 

to another. Indeed the variation rather occurs in terms of event time-scale and 

magnitude, indicating different streamwise profiles at each transverse location. 

6.2 'w-t' heat transfer contours 

To have a better visualisation of the turbulent events shown in the time-dependent 

data (figure 6.1), heat transfer contour plots are obtained in the 'w-t' plane, where w 

is the spanwise distance, and are shown in figure 6.2. The heat transfer rate increases 

from blue to red, a convention which is used in all heat transfer contour plots 

presented in this study. The data are acquired from two different tunnel runs (runs 

5139 and 5140), which exhibit different intermittency levels. The figure displays 

individual turbulent events of different sizes (e.g., events (f), (g), and (h)), fractions 

of discrete events (e.g., events (a), (c), and (e)), amalgamated events contained 

within the measurement distance (e.g., event (i)), and amalgamated events which 

spread outside the measurement window (e.g., events (b) and (d)). The events 

labelled (a) to (f) in figure 6.2-bottom correspond to the events previously indicated 

in figure 6.1 (obtained from the same run; run 5140). 
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Figure 6.1: Time-dependent heat transfer signals across the circumferential gauges (68 
mm distance) at x = 334 mm (Run 5140). 
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Figure 6.2: w-t plot of heat transfer contours at x = 334 mm. (top), Run 5139; (bottom), 
Run 5140 which is shown as heat transfer time histories in figure 6.1. Blue corresponds 
to the lowest heat transfer rate and red corresponds to the highest, a convention used in 
all heat transfer contour plots. 
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Figure 6.3: w-t plot of heat transfer contours at x = 334 mm (Run 5140). Zoom into the 
0.75 ms windows, (1), (2), (3), and (4), indicated in figure 6.2 (bottom). 
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The discrete events represent individual turbulent spots as demonstrated in figure 

6.3, which represents a zoom into the four different 0.75 ms time windows (1 to 4) 

indicated in figure 6.2-bottom (run 5140). The time scale is scaled in such a way 

that it can be interpreted approximately as a physical length scale. Once again, the 

events labelled (a) to (f) correspond to the same events shown in the two previous 

figures (i.e., figures 6.1 and 6.2). Events (f), (h), and (f2) represent full individual 

turbulent spots; events (a), (c), and (e) illustrate fractions of discrete spots; whereas 

events (5) and (d) depict amalgamation of turbulence. 

6.2.1 Turbulent spot thermal footprint 

The data from the 160 tunnel runs, obtained using the circumferential heat transfer 

module positioned at the three various axial locations (i.e., x = 213 mm, 279 mm, 

and 334 mm), was treated in the same manner as above. As a result, a large number 

of isolated spots was obtained, some of which are shown in figures 6.4 to 6.9. These 

figures illustrate thermal footprints (heat transfer contours) of 12 different individual 

spots for each axial measurement location, x = 213 mm (figures 6.4 and 6.5), x = 279 

mm (figures 6.6 and 6.7), and x = 334 mm (figures 6.8 and 6.9). 

The plots are presented in a 'w-L' (i.e., spanwise-streamwise) reference frame, 

with a point of origin (w=0 and L=0) arbitrarily taken as the approximate location 

of the 'centre' of the turbulent spot. The streamwise length scale, L, is obtained from 

multiplication of the time-scale by the spot average convection speed, t/c, obtained in 

chapter 4—that is L = —Uct. This represents a convenient non-dimensional scaling 

(when divided by 81; the laminar displacement thickness) of time. The length scale, 

L, would only represent the true streamwise scale if the spot convection speed was 

constant (i.e., the spot convects as a frozen structure). In fact, it not only varies 

(slightly) from one spot to the next, but more importantly from spot apex (leading 

edge) to spot trailing edge. Therefore, the spot planforms shown in figures 6.4 to 

6.9 do not represent the exact spatial geometry. 
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Figure 6.4: Typical thermal footprints of turbulent spots obtained from heat transfer 
contour plots at x = 213 mm. The length scale L = —tUe  is achieved assuming a frozen 
spot average convection speed U, = 0.6U, = 793.4 m/s. 
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Figure 6.5: Typical thermal footprints of turbulent spots obtained from heat transfer 
contour plots at x = 213 mm. The length scale L = —tUe  is achieved assuming a frozen 
spot average convection speed U, = 0.6U, = 793.4 m/s. 
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Figure 6.6: Typical thermal footprints of turbulent spots obtained from heat transfer 
contour plots at x = 279 mm. The length scale L = —tUe  is achieved assuming a frozen 
spot average convection speed U, = 0.6U, = 793.4 m/s. 
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Figure 6.7: Typical thermal footprints of turbulent spots obtained from heat transfer 
contour plots at x = 279 mm. The length scale L = —tUe  is achieved assuming a frozen 
spot average convection speed U, = 0.6U, = 793.4 m/s. 
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Figure 6.8: Typical thermal footprints of turbulent spots obtained from heat transfer 
contour plots at x = 334 mm. The length scale L = —tU1  is achieved assuming a frozen 
spot average convection speed U, = 0.6Ue  = 793.4 m/s. 
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Figure 6.9: Typical thermal footprints of turbulent spots obtained from heat transfer 
contour plots at x = 334 mm. The length scale L = —UT, is achieved assuming a frozen 
spot average convection speed U, = 0.6U, = 793.4 m/s. 
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The first and most important observation to make is the considerable similarity 

of the turbulent spot general shape obtained in these flow conditions (Me  P---- 3.5) 

compared to those reported at incompressible speeds (see for example Falco's work26  

reported by Schlichting81  and shown in figure 1.5). The spot shape also compares 

well with that obtained by James' in similar flow conditions (shown in figure 1.10). 

The spot depicts an 'elongated heart-like' or 'arrowhead' geometry which includes 

`wedge-like' leading edges, a maximum width region, and a wake region. These three 

different parts of the spot grow with axial propagation, resulting in the growth of 

the entire turbulent spot. The heat transfer level is highest within the interior of 

the spot and decreases in all directions towards the surrounding laminar flow. The 

hot interior displays a 'cellular' pattern which represents internal spot structures 

(further discussion will be presented later in this chapter). The boundaries of the 

spot exhibit irregular lines which grow in scale as the spot grows with axial distance. 

6.2.2 Spot geometrical parameters 

The thermal footprint (heat transfer contour plot) of a typical spot is shown in 

figure 6.10, which also indicates the definition of the spot geometrical parameters, 

namely width, ws , length, is, and apex half-angle, Os. The spot planform geometry 

shown in the figure does not represent the true spatial geometry (as discussed in 

the previous section). However, provided that the spot physical scale is assessed at 

the mid-point of its time history (midway between the spot apex and base reaching 

the sensor location), the length Is  is in fact close to the actual physical length of a 

spot at a fixed instant (figure 6.11). If T, is the time elapsed between the spot apex 

(convecting at a velocity Uf  ) first attaining a gauge location—at a time tf —and the 

spot trailing edge (convecting at a velocity Ub ) just passing it—at a time tb , then: 

Ts  = tb — tf 	 (6.1) 

X f  = 0.571s U f 	 (6.2) 
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Xb = 0.5T5 Ub 
	

(6.3) 

Thus, 

Xb = 0.5Ts(Uf Ub) = [0.5(U f Ub)]Ts  = UcTs 	(6.4) 

Therefore, multiplying time by mean convection speed, as carried out in figure 

6.10, provides a close estimate of the spot length provided, as stated above, that 

the estimate is made at the mid-point of the spot time history. It is useful to note 

that if the spot length is estimated at the instant that the spot apex or spot base, 

respectively, reach the sensor, the equivalent spot lengths would be given by the 

scalings if  = UbT, and 1b = UfTs  (figure 6.11). 
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Figure 6.10: Thermal footprint (heat transfer contours) of a typical turbulent spot, indi-
cating the spot length, is, width, ws, and apex half-angle, Os. 
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gauge location 

Figure 6.11: Schematic of a spot convecting across a gauge location including the various 
spot lengths, /f  , 11, and I. 

The experimental uncertainties associated with the spot parameters are evalu-

ated as + 4 mm in terms of w, (4 mm being the spacing between two neighbouring 

gauges), + 6.35 mm in terms of I s  (125 kHz frequency of measurement x 	= 793.4 

m/s) in addition to ± 5% uncertainty associated with the determination of the spot 

back due to the presence of the wake region, and approximately + 4.0 to 5.5 degrees 

in terms of 9, (combination of all the errors described above). 

The examination of the large number of spot thermal footprints, similar to those 

of figures 6.4 to 6.9, determined from the accumulated circumferential heat transfer 

data obtained at the three measurement locations, x = 213 mm, x = 279 mm, and 

x = 334 mm, allowed the extraction of the associated geometrical characteristics. 

The average spot geometrical parameters together with the fully laminar and fully 

turbulent CFD predictions of the boundary layer thicknesses are summarised in 

table 6.1. 
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parameter x = 213 mm x = 279 mm x = 334 mm 
(mm) 1.984 2.379 2.712 

bl  (mm) 0.613 0.780 0.917 
(mm) 0.196 0.233 0.262 

61,T (mm) 1.121 1.573 1.957 
(52,T (mm) 0.379 0.499 0.593 
ws  (mm) 39.9 (±10.9%) 54.9 (±7.8%) 66.0 (±6.6%) 
1, (mm) 88.6 (±13.1%) 117.3 (±11.1%) 136.2 (±10.3%) 
(9, (deg) 23.1 (±24.0%) 23.4 (±18.9%) 23.9 (±16.8%) 

ws ll s  0.450 (±24.0%) 0.468 (±18.9%) 0.484 (±16.8%) 
w816 20.10 (±10.9%) 23.06 (+7.8%) 24.33 (±6.6%) 
i s /8 44.67 (±13.1%) 49.31 (±11.1%) 50.23 (±10.3%) 

ws/81  65.06 (+10.9%) 70.34 (±7.8%) 71.96 (+6.6%) 
is/(51 144.56 (±13.1%) 150.40 (+11.1%) 148.54 (±10.3%) 
ws/J2 203.47 (±10.9%) 235.49 (+7.8%) 251.87 (±6.6%) 
is/(52 452.13 (±13.1%) 503.49 (±11.1%) 519.89 (±10.3%) 
w+ 6144 (+10.9%) 7302 (±7.8%) 7956 (±6.6%) 

S 13652 (+13.1%) 15611 (+11.1%) 16423 (±10.3%) 

Table 6.1: Average spot geometrical parameters, width w5 , length l s , and apex half-angle 
Os . (5, 61 , and 82  are the laminar boundary layer thickness, displacement thickness, and 
momentum thickness respectively. 61,T  and 62,T  are the fully turbulent displacement and 
momentum thicknesses respectively. w -81" and is are the average spot width and length in 
wall scale units as predicted by the turbulent CFD simulation. 

6.3 Spot spatial development 

6.3.1 Spot width and length 

The variation of the spot width, 1118 , and length, l s , with axial distance are plotted 

in figures 6.12 and 6.13. The data include both fully captured spots, i.e., located 

well within the spanwise measurement window such as those presented in figures 6.4 

to 6.9, and partially captured spots where over half of the spot width is detected. 

In the latter case, the total width is equivalent to twice the transverse distance 

between the edge and the 'centreline' of the spot. The scatter in the data illustrates 

the difference in spot size obtained at each axial location, not only emphasising the 

level of measurement uncertainties, but also the difference in the location where each 

individual spot forms and the manner it subsequently evolves. 
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Figure 6.12: Variation of spot width, ws, with axial distance. Open symbols, individual 
spot width estimates; solid symbols, spot average width estimates. a, is the spot lateral 
spreading half-angle. 
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Figure 6.13: Variation of spot length 1, with axial distance. Open symbols, individual 
spot length estimates; solid symbols, spot average length estimates. 
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Despite the measurement uncertainties involved with the determination of the 

spot parameters, the figures show a clear growth with distance in the average spot 

length and width, confirming the general growth of the spot. The discrete points 

show an overlap in width and length estimates from one location to another. This 

means that some of the spots obtained at x = 213 mm are bigger than those obtained 

at x = 279 mm and, in the same way, the ones at 279 mm compared to those at 334 

mm. Consequently, as all the spots are assumed to evolve within the same flow and 

model conditions in each individual run (i.e., good repeatability of the experiments), 

the bigger spots captured at x = 213 mm are produced at axial locations further 

upstream of the smaller spots captured at x = 279 mm. 

Figure 6.12 allows the estimation of the spot half-angle lateral spreading rate, 

as, at approximately 6.2 ± 1.45 degrees, assuming a linear growth with distance. 

This trend also indicates a main spot production region near the model apex, ex-

tending from x = 0 to approximately x = 60 mm. The linear growth assumption is a 

good approximation since the variation in boundary layer edge conditions across the 

measurement length (i.e., between x = 213 mm and x = 334 mm) is not very signif-

icant. The latter is estimated from the laminar CFD predictions at approximately 

6% increase in terms of boundary layer edge Mach number, Me, and about 25% de-

crease in terms of boundary layer edge static pressure pc  (presence of a streamwise 

favourable pressure gradient, ap/ax <0). In the author's knowledge, no study of 

streamwise pressure gradient effects on turbulent spot growth has been performed 

in the hypersonic regime. Therefore, no formulation exists in the literature which 

relates spot lateral spreading rate half-angle, a, to the amount of streamwise pres-

sure gradient ap/ax. On the other hand, studies at incompressible speeds, such as 

Narasimha69  and Zhong,116  reported a reduction in spot and wedge lateral growth 

rates in the presence of a favourable pressure gradient, compared with their coun-

terparts at zero pressure gradient. This reduction becomes more significant as the 

gradient level intensifies. Furthermore, Clark et al.16'17  and Seifert et al.88  reported 

increased spot spreading rates in the presence of an adverse pressure gradient in 
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both incompressible and compressible boundary layers. 

With regards to the effect of boundary layer edge Mach number, Me , the theo-

retical work of Fischer28  and Doorly et al.23  suggest a slight reduction with distance 

in the lateral spreading rate associated with the increase in the boundary layer edge 

Mach number. 

The spot spreading half-angle, as, estimated from figure 6.12, is somewhat higher 

than that suggested, at the corresponding boundary layer edge Mach number range 

(3.43 < Me  < 3.61), by Fischer28  of between 3.3 to 5.5 degrees and Doorly et 

al.23  predictions 	as  = tan-1(3-3/221/2.Me 1)—of approximately 4.4 degrees. It 

is unclear whether this difference is of significance since Fischer's tabulated data 

took into account both individual spot and wedge growth rates, which have been 

found to be different in low speed (e.g., Schubauer86). While the lower band of 

the experimental value obtained (taken into account measurement uncertainties, 

4.7 < as  < 7.6 degrees) is still located within Fischer's interval, it is most likely that 

this difference is related to the presence of a streamwise pressure gradient, weak in 

the region of measurements but stronger in the spot production zone near the model 

apex. The difference might also be attributed to the intricacy in defining an exact 

boundary of a spot, which is bounded by the resolution of the measurements made. 

The evolution of the spot length, I s , with axial distance appears to follow the 

same trend as the spot width, ws, along the measurement region (figure 6.13). On 

the forebody zone however, the growth trend is not known, but clearly the effects 

of large flow gradients, in terms of both streamwise pressure and Mach number, are 

significant. 

6.3.2 Dimensionless spot width and length 

Figures 6.14 and 6.15 represent the same data illustrated in figures 6.12 and 6.13, 

but this time, in wall scale units obtained from the fully turbulent CFD simulation. 

The figures highlight the large physical scale of the measured spots at large distances 
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from the model apex. This is further emphasised in figures 6.16 and 6.17, which 

illustrates the average values of the spot width and length normalised by the local 

laminar boundary layer thickness, displacement thickness, and momentum thickness, 

6, 61, and (52 respectively. The large physical scale of the spots, in addition to the 

good comparison of the heat transfer distribution obtained from the fully CFD 

prediction with that across the turbulent spots (the peak heating rates in the time-

dependent signals; e.g., figure 6.1), implies some similarities in structure between 

fully developed turbulent flows and sufficiently grown turbulent spots. 

Given the associated experimental uncertainties, the spot average width and 

length, expressed in terms of the displacement thickness, 61, seem to barely vary 

with axial distance (figures 6.16 and 6.17), at least at these distances from the 

model apex where the spots are sufficiently developed. Indeed, the spot thermal 

footprints shown in figure 6.18 appear to have similar widths and lengths, w, and 1, 

respectively, at all three measurement locations. This result translates itself as self-

similar or 'near' self-similar streamwise and spanwise growths of a turbulent spot. 

It concludes that for sufficiently developed spots far downstream of their inception 

point, the spot maximum streamwise and spanwise scales and growth directly scale 

with the local laminar displacement thickness; that is: 

ws  
=C1 

01 

/ s  
= C2 

01 

ws 	81  
2tan ce, = — = Ci 7 x  

/, 	, bi  
— = U2--  
I 	I 

(6.5) 

(6.6) 

(6.7) 

(6.8) 

where C1  and C2 are constants which depend on flow conditions. This result illus-

trates the reduction in spot growth rates with increasing model nose radii. 
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Figure 6.14: Variation of spot width in turbulent wall scale units, /vs+, with axial distance. 
Open symbols, individual spot estimates; solid symbols, average estimates. 
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Figure 6.15: Variation of spot length in turbulent wall scale units, Is+, with axial distance. 
Open symbols, individual spot estimates; solid symbols, average estimates. 
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Figure 6.16: Variation of spot width normalised by the laminar boundary layer thick-
nesses, ws /6", ws /61 and w3 /82, with axial distance. 
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Figure 6.17: Variation of spot length normalised by the laminar boundary layer thick-
nesses, 1,16, 4161 and /s /62, with axial distance. 
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Figure 6.18: Heat transfer contour plots at; (a) and (b) x = 213 mm; (c) and (d) x = 279 
mm; (e) and (f) x = 334 mm. The ordinate is w/oi, the spanwise distance normalised by 
the local boundary layer displacement thickness (51. The abscissa is L = —ttle151 , where t 
is time and U, is the spot average convection speed. 
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6.3.3 Spot apex half-angle 

The evolution of the spot average apex half-angle, Os , displays a very small increase 

with axial distance (figure 6.19). The variation of the spot width to length ratio, 

w5 /18 , depicts similar trend but at a slightly higher growth rate. This suggests 

that the spanwise growth rate of the spot is greater than its streamwise counter-

part. The direct comparison of the two slopes of figure 6.19 (i.e. d(tan0s )/dx versus 

d(ws  I WI dx) suggests that the fraction of the spot that contains the triangular front 

grows in length with axial distance, an observation which is further supported by 

examination of spot planforms presented in figure 6.18. It is important however, to 

emphasise that these trends are observed in the presence of experimental uncertain-

ties which are larger than the actual amount of change in these parameters over the 

measurement length (see figure 6.19 and table 6.1) and therefore their occurrence 

cannot be conclusively established. 

Figure 6.19: Variation of spot width-to-length ratio, ws // s , and spot apex half-angle, 0,, 
with axial distance. 
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6.4 Spot inception 

Figure 6.12 suggests a spot production region near the model apex, extending from 

the hemi-spherical nose up to approximately x = 60 mm. The transition trigger can 

be related to either surface roughness, freestream disturbance environment or both. 

The latter comprises freestream noise (i.e., temperature, pressure, and vorticity 

fluctuations), particulates, and turbulence intensity. These factors define and shape 

the disturbance environment which the laminar flow has to accommodate leading 

eventually to its breakdown to an intermittent flow. 

The formation of turbulent spots within the model apex region suggests high re-

ceptivity of the boundary layer to disturbances (both freestream and surface rough-

ness). The boundary layer thickness in this region, obtained from the laminar CFD 

predictions, is estimated to vary between approximately 0.08 mm at the stagnation 

point to about 0.4 mm at x = 60 mm. It is clear that discrete surface roughness 

resulting from particulates hitting the model during experimentation can be con-

sidered as the transition trigger. As mentioned in chapter 5, there is no apparent 

correlation between the accumulated damage of the model after each run and the 

run-to-run variation in intermittency level. This implies that the presence of random 

sizes and shapes of roughness has a different effect on the transition onset location, 

either immediately behind the roughness location or further downstream, thus on 

the resulting physical scale of the spots measured downstream. 

The external disturbances mentioned earlier no doubt contribute to the instabil-

ity of the laminar boundary layer. However, it is important to emphasize that the 

noise generated from the nozzle wall in particular is most likely to occupy the whole 

circumference surrounding the model. In this case the turbulence would manifest 

itself as a large amalgam of various spots, which covers the entire model circum-

ference, rather than discrete events. In effect, some experiments demonstrated the 

presence of these amalgams of spots, which were disposed of by changing the location 

of the model in the test section. 
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The discussion given above relied upon observations made from experimental 

data that were obtained at distances well downstream of the spot inception region. 

This did not allow the resolution of the actual process of spot formation, but at 

these measurement distances, spots are well developed and thus they are expected 

to be independent of the mechanisms by which they were produced. 

6.5 Spot substructure 

Despite the uncertainties associated with the experimental resolution, the spot ther-

mal footprints presented in figures 6.4 to 6.9, revealed spatial variation in heat 

transfer level across the turbulent spots. This variation represents actual internal 

`cellular' structure within the spots rather than possible gauge-to-gauge variation. 

To better reveal these structures, some of the spot thermal footprints presented in 

figures 6.4 to 6.9 are illustrated in figure 6.20, but now indicating the streamwise and 

spanwise locations where heat transfer profiles are taken and shown in figures 6.21 

to 6.32. The spots are presented in a length scale normalised by the local computed 

laminar boundary displacement thickness 61. The number of these hot cells, the 

magnitude and scale of the spot leading edge irregularities, and the streamwise ex-

tent of the delta-like fraction and wake region of the spot increase with the increase 

in overall scale of the spot with axial distance (figures 6.4 to 6.9 and 6.20). 

Figures 6.21 to 6.32 illustrate heat transfer profiles of spots obtained at the 

three various axial locations, x = 213 mm (figures 6.21 to 6.24), x = 279 mm 

(figures 6.25 to 6.28), and x = 334 mm (figures 6.29 to 6.32). There is an increase 

with axial distance in the overall heat transfer level across the spot with respect 

to the computed laminar value. Once again, this conforms to the trend of the 

laminar and fully turbulent CFD predictions presented in chapter 3. The streamwise 

distributions show a sharp increase in heat transfer level from the laminar value to 

the turbulent value which somewhat varies according to the corresponding spanwise 

location (figures 6.21, 6.23, 6.25, 6.27, 6.29, and 6.31). The heat transfer then 
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drops to a level higher than the laminar value at the spot trailing edge, which 

approximately corresponds to the start of the spot wake region. The heat transfer 

level continues to decrease gradually across the wake region until it reaches back to 

the laminar value. 

The figures mentioned above generally display a larger slope in heat transfer in 

the spot forward region compared to its counterpart in the rearward region. The 

peak value in heat transfer varies from one 'hot' cell to another in the spanwise 

direction. The turbulent peak value appears to be around the spot centreline (figures 

6.22, 6.24, 6.28, and 6.32), but occasionally takes place at other transverse locations 

(figures 6.26 and 6.30). 

The 'cellular' structure inside the spots is further emphasised in figures 6.21, 6.23, 

6.25, 6.27, 6.29, and 6.31. The transverse profiles demonstrate peak heating across 

the cells which increase in number from the spot leading edges towards the trailing 

edges. This number increase and the overall heat transfer spanwise distributions do 

not occur symmetrically across the spot. The plots, once more, show the increase 

in cell numbers as the spot grows with axial distance. 

The important observations made regarding the spot 'cellular' internal struc-

ture, leading edge irregularities, and wake region extent, agree with the theory put 

forward by Perry et al.' In their experimental work on the internal structure of 

turbulent spots within an incompressible flat plate boundary layer, Perry et al.7°  

discovered that a turbulent spot is composed of an array of A-shaped vortices which 

form initially as one undulated vortex filament developed right behind the distur-

bance location (figure 6.33-a). This filament stretches and laterally induces a new 

undulation on each side, which in turn evolve and induce new undulations (figure 

6.33-b). This cascade nature of the process leads to the formation and development 

of the turbulent spot as shown in figure 6.33-c. 

Although the boundary layer edge conditions in the present study and Perry's 

work are completely dissimilar (present study Me  ti 3.5 and Re, ti 3.1 million/m, 

Perry et al. Me  0 and Re, 53125Im), it appears that the mechanisms which 
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drive the development of the turbulent spot once formed are independent of the flow 

regime. This conclusion is based merely upon the qualitative assessment performed 

on spot planforms, hence excluding the mechanisms contributing to the birth of the 

spots (i.e., instability and laminar breakdown). 

To further support this conclusion, a quantitative assessment of the cellular 

structure of the measured spot planforms is made, allowing the estimation of the 

`cell parameter', As, which is defined in figure 6.33 (Perry et al. work') and fig-

ure 6.34 (two examples of the present study). The estimates of the parameter As  

together with the laminar and fully turbulent CFD boundary layer thicknesses are 

summarised in table 6.2. These estimates are given in absolute value, normalised 

value by the laminar CFD boundary layer thicknesses, and in wall scale units as pre-

dicted by the fully turbulent CFD simulations. The associated experimental errors 

include gauge-to-gauge spatial resolution, value-estimation (including anti-aliasing 

effects) and value-averaging errors. 

parameter x = 213 mm x = 279 mm x = 334 mm 
(mm) 1.984 2.379 2.712 

Sl  (mm) 0.613 0.780 0.917 
(52 (mm) 0.196 0.233 0.262 

(51,T (mm) 1.121 1.573 1.957 
62,T (mm) 0.379 0.499 0.593 

As  (mm) 16.0 (±38%) 21.1 (+32%) 23.4 (±30%) 
As/6 8.0 (+38%) 8.9 (±32%) 8.6 (±30%) 
As/Si 26.0 (+38%) 27.0 (±32%) 25.5 (+30%) 
As /62 81.4 (+38%) 90.4 (±32%) 89.4 (±30%) 

A+ 2458 (±38%) 2802 (±32%) 2823 (±30%) 

Table 6.2: Average dimensions of the spot internal cells As. 6, 61 , and (52 are the computed 
laminar boundary layer thickness, displacement and momentum thicknesses respectively. 
81,T and 62,T  are the computed fully turbulent displacement and momentum thicknesses. 
As is the cell parameter expressed in computed fully turbulent wall scale units. 

The evolution of As  with axial distance is presented in figure 6.35 and, in wall 

scale units as predicted by the fully turbulent CFD simulations, in figure 6.36. The 

average value of As  depicts a growth with axial distance in line with the growth in 
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overall scale of the spot. This growth however is not as apparent in As /61  estimates, 

which represent cell scales normalised by the computed laminar displacement thick-

ness 61  (table 6.2), as they slightly vary with axial distance. Earlier in this chapter 

(section 6.3.2), the average spot scale was found to exhibit a self-similar or 'near' 

self-similar growth with axial distance. This, in addition to the fact that the spot 

internal cell numbers increase with axial distance, imply that the scale of the cells 

normalised by the laminar displacement thickness, As /61, has to decrease with axial 

distance. At incompressible speeds, Perry et al.Th  suggested a near-constant As  with 

axial distance, after sufficient downstream development of the spot, a fact which 

implies a decrease in As/61  with distance in line with the above proposition. On the 

other hand, the evolution with distance of the absolute scale of the spot internal 

structure, As , appears to differ between the present case and Perry's findings. 

The average values of the spot internal cells scale, As , estimated from both the 

present study and Perry's work, are given in table 6.3. The latter includes normalised 

values by the local laminar displacement thickness, As /8i , and values expressed in 

turbulent wall scale units, A. The table also shows the corresponding Reynolds 

number based on the laminar displacement thickness. 

parameter 	As /(51 	As 	Res, Res, Pc:-  Res, I (As I Si) 
Perry et al.70  4.1 < 93 449 > 4.9 109 

Present study (+33%) 26.2 2694 2360 0.9 90 

Table 6.3: Average dimensions of the spot internal cells, normalised by the laminar dis-
placement thickness, As /51, in turbulent wall scale units, As+, and normalised by the local 
Reynolds number based on the laminar displacement thickness, Res, /As+ and Res, I (A, ISO 

The normalised cell scale, As /61, is estimated at approximately 26.2, an average 

over the three axial positions. This value is substantially higher than that reported 

by Perry et al.,' estimated at approximately 4.1. This large difference is further 

emphasised in terms of turbulent wall scale units, presented in figure 6.36, which 

gives an average value, As+, of approximately 2694 compared to less than 93 in Perry's 
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case (table 6.3). This large scale of the internal structure is believed to be Reynolds 

number related (Ree  c--z_-1 3, 100, 000/m in the present study versus ti 53125/m in 

Perry's work). While the data show no correlation between the two studies in terms 

of turbulent wall scale units, Re6, /As+ (4.9 in Perry's case compared to 0.9 in the 

present case), the normalised scale by the laminar displacement thickness relative 

to the Reynolds number, Reji  1(A5161), correlates very well (90 in the present study 

versus 109 in Perry's case). In view of the measurements uncertainties, this result 

is very encouraging and supports a direct scaling between the internal structure of 

sufficiently developed turbulent spots and the properties of the surrounding laminar 

flow. It is fairly appropriate to put forward the following formulation: 

6 i Re6 , 
,--z1 constant 	 (6.9) 

A5  

The implication of this finding is that, at sufficiently downstream positions of 

their inception point, the spot internal structure and the resulting overall spot belong 

rather to a surrounding laminar flow scaling, than to a fully turbulent wall sub-layer 

flow. Perry et al." provide no fully turbulent data and hence no conclusion can be 

drawn regarding the scaling with respect to the turbulent 'outer flow'. 
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Figure 6.20: Heat transfer contour plots, at (a) and (b) x = 213 mm, (c) and (d) x = 279 
mm, (e) and (f) x = 334 mm. The ordinate is w/61 , the spanwise distance normalised by 
the local boundary layer displacement thickness 61 . The abscissa is L = —tUe l(51 , where t 
is time and U, is the spot average propagation speed. 
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Figure 6.21: Heat transfer spanwise distribution at three various streamwise locations xi, 
x2 , and x3  as shown in figure 6.20 (a); x = 213 mm. 
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Figure 6.22: Heat transfer streamwise distribution at four various spanwise locations w1, 
w2, w3, and w4  as shown in figure 6.20 (a); x = 213 mm. w2  is the spot centreline. 
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Figure 6.23: Heat transfer spanwise distribution at four various streamwise locations x1, 
x2, x3, and x4  as shown in figure 6.20 (b); x = 213 mm. 
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Figure 6.24: Heat transfer streamwise distribution at four various spanwise locations w1, 
w2, w3, and w4  as shown in figure 6.20 (b); x = 213 mm. w2  is the spot centreline. 
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Figure 6.25: Heat transfer spanwise distribution at four various streamwise locations xl, 
X2, x3, and x4  as shown in figure 6.20 (c); x = 279 mm. 
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Figure 6.26: Heat transfer streamwise distribution at four various spanwise locations wi, 
w2, w3, and w4  as shown in figure 6.20 (c); x = 279 mm. w3  is the spot centreline. 
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Figure 6.27: Heat transfer spanwise distribution at four various streamwise locations xi, 
x2, x3 , and x4  as shown in figure 6.20 (d); x = 279 mm. 

Figure 6.28: Heat transfer streamwise distribution at four various spanwise locations w1, 
w2, w3 , and w4  as shown in figure 6.20 (d); x = 279 mm. w3  is the spot centreline. 
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Figure 6.29: Heat transfer spanwise distribution at three various streamwise locations xi, 
x2, and x3  as shown in figure 6.20 (e); x = 334 mm. 
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Figure 6.30: Heat transfer streamwise distribution at five various spanwise locations wi, 
w2, w3, w4, and w5  as shown in figure 6.20 (e); x = 334 mm. w3  is the spot centreline. 
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Figure 6.31: Heat transfer spanwise distribution at four various streamwise locations xi, 
x2 , x3, and x4  as shown in figure 6.20 (f); x = 334 mm. 

Figure 6.32: Heat transfer streamwise distribution at four various spanwise locations w1, 
W2,103, and w4  as shown in figure 6.20 (f); x = 334 mm. w3  is the spot centreline. 
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Figure 6.33: Turbulent spot internal structure according to Perry et al.70  As  is the 
distance between the centres of two adjacent vortices. 
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Figure 6.34: Thermal footprints of turbulent spots obtained at x = 213 mm and x = 334 
mm. A, is the evaluated distance between the centres of two adjacent vortices, also referred 
to in the text as cell parameter or cell size. 
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Figure 6.35: Variation of spot internal cell size, As, with axial distance. Open symbols, 
individual spot values; solid symbols, spot average values. 
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Figure 6.36: Variation of spot internal cell size expressed in turbulent wall scale units, 
At, with axial distance. Open symbols, individual spot values; solid symbols, spot average 
values. 
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Chapter 7 

Turbulent Wedge Analysis 

The study of turbulent wedges was conducted as a result of two distinct outcomes of 

the individual spots analysis. Firstly, the lateral spreading rate (as) of the naturally-

occurring spots (obtained in chapter 6) was higher than that documented by Fis-

cher' and that predicted by Doorly et a1.23  Fischer tabulated data acquired from 

both naturally-occurring and roughness-induced individual spots, as well as tur-

bulent wedges and unstable flows formed downstream of a roughness trip. The 

comparison of the wedge spreading rates, which would be obtained from the present 

study, with Fischer's and Doorly et al. work, was therefore seen to be valuable. Sec-

ondly, the heat transfer contours of the circumferential data occasionally revealed 

trains of near-amalgamating spots when large discrete damage was encountered in 

the nose region. Previous work by Zanchetta112  showed the existence of a turbu-

lent wedge downstream of a discrete roughness trip of adequate shape and size. The 

combination of these two results suggested a possible relationship between turbulent 

spots and the structure of fully developed turbulent wedges. Accordingly, turbulent 

wedge experiments were designed to investigate these effects. 
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The experiments were performed using a diamond-shape roughness trip at a 

nominal position, xk , of 37.75 mm ±2% (figure 7.1). This location was chosen 

downstream of the nose where the boundary layer is sufficiently developed, in order 

to adequately contain the different sizes of the trip used without affecting the ex-

ternal inviscid flow (roughness parameter (k/6),,ax  = 0.64, where k is the roughness 

trip height and 6 is the local laminar boundary layer thickness). The corresponding 

factor (Re52 /Me )k  is estimated at approximately 157 from the laminar CFD pre-

diction (Me  is the boundary layer edge Mach number and Rej, = peUe62/Ue is the 

boundary layer edge Reynolds number based on the momentum thickness 62). The 

transverse location of the trip is approximately aligned with the centre of the circum-

ferential measurements region that lies downstream. The trip is made of different 

types of tapes with various thicknesses, namely 0.12 mm, 0.06 mm, and 0.04 mm. 

The required trip height is achieved using multiple layers of appropriate thickness. 

The shape and width of the trip are obtained manually using a cutter and a high 

precision ruler (with 0.5 mm graduation). 

Three different sets of experiments were carried out using various roughness trip 

sizes (variation in terms of trip width to, and height k), as summarised in table 7.1. 

Set 1 was designed for effective tripping, thus generating a fully developed turbulent 

wedge. Sets 2 and 3, however, were designed, to gradually reduce the trip size 

(in terms of both width and height). The circumferential data covered a distance 

around the circumference of 68 mm at four various axial locations from the model 

leading edge, namely x = 147 mm, x = 213 mm, x = 279 mm, and x = 334 mm. 

x (mm) wk  (mm) k (mm) (+ 10%) kl6 (± 10%) 
Set 1 147, 213, 279, 334 1.900 + 9% 0.24 0.64 

Set 2 279 1.950 + 9% 0.24, 0.12, 0.08, 0.04 0.64, 0.32, 0.21, 0.11 

Set 3 279 1.075 +18% 0.12, 0.06 0.32, 0.16 

Table 7.1: Turbulent wedge experimental setup. x is the measurement location, wk  and 
k are the roughness trip width and height respectively, k/(5 is the relative trip height with 
respect to the local laminar boundary layer thickness J. 

Chapter 7. Turbulent Wedge Analysis 



7.1. Effective roughness trip 	 191 

Figure 7.1: Roughness trip configuration. (Left) trip geometry; xk  is the axial distance 
between the model leading edge and the trip leading tip; k and wk are the trip height and 
width respectively. (Right) positioning of the trip. 

7.1 Effective roughness trip 

The first experimental set was designed in order to enable the production of a 

fully developed turbulent wedge right behind the roughness trip (i.e., effective trip-

ping). The choice of the trip size, in terms of (k/6), was made by comparison to 

previous work9'10,38,73'98  where effective tripping was achieved on blunt-body con-

figurations using a trip height (k/8)effective  of around 0.4 at the corresponding value 

(Re82 /Me )k  = 157. Zanchettam  achieved effective tripping with a trip height of 

the order of the local boundary layer thickness. In the present study however, with 

the pre-fixed tape thicknesses provided, the effective trip height was set at k = 0.24 

mm which corresponds to klj = 0.64. This value was taken higher than that put 

forward by Berry9,1° (to include a safety margin), but still lower than Zanchetta's 

value. Table 7.2 summarises the characteristics of the trip and the corresponding 

critical boundary layer parameters. 

x (mm) 	wk  (mm) k (mm) k/S k/S1  k/S2  Rek k Mk Rekk /Mk  
147, 213, 279, 334 	1.900 	0.24 	0.64 2.96 4.42 	1620 2.24 	724 

Table 7.2: Experimental set 1 (effective trip). x is the measurement location. wk  and k 
are the roughness trip width and height respectively. b, Si, and 62  are the local laminar 
boundary layer thickness, displacement thickness, and momentum thickness respectively. 
Rekk = PkUkkl 1.1k is the Reynolds number based on the roughness height k. Mk is the 
local Mach number at the trip height. 
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7.1.1 Time-dependent heat transfer 

Figure 7.2 presents time-histories for heat transfer signals across the spanwise array 

of gauges at x = 279 mm obtained from a single run (run 5240, with k/o = 0.64 

and wk  = 1.9 mm). The analysis also holds for the rest of the axial positions. 

The spanwise location, z = 0, approximately corresponds to the station which is 

immediately downstream of the roughness trip. Three flow regions at different heat 

transfer levels are witnessed, including laminar/near-laminar (as shown at z = —34 

mm, —30 mm, +30 mm, and +34 mm), intermittent with fractions of laminar and 

turbulent (at z = —26 mm, —22 mm, +22 mm, and +26 mm), and fully turbulent 

(e.g., z = —14 mm, —6 mm, +2 mm, and +14 mm). The latter constitutes what will 

be referred to as the core of the turbulent wedge in the remainder of this chapter . 

The laminar region occasionally reveals turbulent events which are associated with 

individual turbulent spots generated from sources other than the roughness trip 

(further discussion will be presented subsequently). The intermittent flow region, 

which occupies a finite distance joining the core of the wedge and the fully laminar 

flow, displays a structure similar to that observed in individual spots heat transfer 

signals, however, with much higher intermittency levels. This suggests possible 

significant flow interactions between the highly vortical fluctuating turbulent core 

and the surrounding laminar flow. It might also depict individual spot-like internal 

structures within the intermittent zone or the turbulent core. 
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Figure 7.2: Typical time-dependent heat transfer signals across the circumferential gauges 
(68 mm distance) at x = 279 mm (Run 5240; effective tripping). z = 0 is the spanwise 
station immediately downstream of the trip. Note: (+) represents a spike associated with 
the schlieren spark taken simultaneously with the measurements. 
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7.1.2 Time-averaged heat transfer 

Figure 7.3 illustrates the spanwise distribution of the time-averaged heat transfer 

data together with the laminar CFD predictions, T am , at the axial locations x = 147 

mm, 213 mm, 279 mm, and 334 mm from the model leading edge. The data were 

averaged over the 6 ms steady time interval of the tunnel run. Two to three repeated 

runs were carried out for each measurement position in order to demonstrate the 

repeatability of the experiments and confirm the validity of the result obtained. 

There are two distinct levels of heat transfer; the low level laminar flow and the high 

level turbulent flow. The acquired experimental data compare within ±10% of the 

laminar computational value and within ±15% to ±20% of the fully turbulent CFD 

prediction. The edge of the turbulent wedge is defined by the location where the 

heat transfer level increases from the laminar to the turbulent level. This increase 

takes place over a finite space that represents a region of intermittent flow. The 

boundary between the fully laminar and intermittent zones is identified as the wedge 

outer boundary, whereas the boundary between the intermittent and fully turbulent 

zones is referred to as the wedge core or inner boundary. 

The figure also shows a decrease in heat transfer level with axial distance, as 

predicted by the fully turbulent CFD calculation. This decrease is accompanied by 

a rise in width of the wedge core and intermittent zone. The latter is associated with 

the development of the turbulent core itself, hence larger flow interaction with the 

laminar surrounding, and/or the growth in scale of the wedge internal structures. 

The experimental laminar level is, in some cases (e.g., run 5244 at x = 213 mm and 

run 5240 at x = 279 mm), slightly higher than its CFD counterpart. This is due to 

the presence, at a low rate, of individual turbulent spots either naturally-occurring 

or generated from model damage around the nose (e.g., illustrated as individual 

turbulent events in figure 7.2 at z = —34 mm, —30 mm, +30 mm, and +34 mm). 

The heat transfer trend of the turbulent core reveals a concave-like distribution with 

spanwise distance, with a maximum value situated around the core boundaries and 
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a minimum value at the wedge centreline. These features are more likely to be 

associated with the internal structure of the wedge, which will be discussed in more 

detail in section 7.1.4. 

Figure 7.3: Spanwise time-averaged heat transfer distributions together with the laminar 
CFD values; x = 147 mm, 213 mm, 279 mm, and 334 mm. Experimental set 1 with 
wk  = 1.9 mm, k/5 = 0.64. 
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7.1.3 Wedge geometrical characteristics 

The variation of the wedge outer and core spanwise extents with axial distance 

is presented in figure 7.4. The wedge outer boundary (i.e., the margin between 

the intermittent and fully laminar regions, described by the width we) and the 

wedge inner boundary (i.e., the margin between the intermittent zone and the wedge 

core, described by the width we) are defined in figure 7.5. The experimental errors 

associated with the definition of the wedge core and outer edges are constrained 

by the resolution of the heat transfer gauges, established as ±4 mm. The relative 

magnitudes of these errors with respect to the inner and outer wedge widths, we  and 

we  respectively, become less significant with axial distance as the spanwise size of 

the turbulent wedge increases. The maximum and minimum values of these errors 

are estimated at ±25% (at x = 147 mm) and ±5.1% (at x = 334 mm) respectively. 

The intersection point defining the wedge outer edge uses the laminar CFD value 

instead of its experimental counterpart—the latter being difficult to determine in the 

presence of discrete turbulent events within the laminar region, which are generated 

from sources other than the roughness trip (e.g., figure 7.2 at z = —34 mm and —30 

mm). The consideration of this laminar value introduces a negligible additional 

error evaluated at approximately ±1% of the wedge outer width. 

The evolution of the wedge width with axial distance is determined using the least 

squares fit method, which assumes a linear function (figure 7.4). Indeed, previous 

work on turbulent wedges112,116 reported linear evolutions of wedge lateral growth 

with axial distance in the presence of a zero pressure gradient, which is relatively 

the case in the afterbody region. In any case, the number of measurement points 

achieved in the present study (4 axial locations) is not sufficiently large to prove 

otherwise. However, across the blending region, the wedge lateral growth is more 

likely to exhibit a non-linear trend due to the presence of axial flow gradients. The 

linear approximation function obtained results in a wedge onset location, xori„t, of 

between approximately 35 mm and 40 mm, very close to the actual location of the 
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roughness trip xk  = 37.75 mm. This result confirms the effectiveness of the trip with 

the height, k/ S, of 0.64, a value which corresponds to a Reynolds number based on 

the roughness height, Rekk  (where Rekk = PkUkklitk), of 1620. The wedge lateral 

growth or spreading rate is expressed in terms of both core and outer half-angles a, 

and a, respectively. The wedge outer spreading half-angle a, is estimated at 6.9 ± 

0.95 degrees, whereas the wedge core spreading half-angle a, is estimated at 4.3 ± 

0.83 degrees. A schematic representation of the wedge is illustrated in figure 7.6. 

x distance from the model leading edge (mm) 

Figure 7.4: Variation of the wedge core (we) and outer (we) widths with axial distance. 
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Figure 7.5: Definition of turbulent wedge core and outer boundaries. 

Figure 7.6: Schematic of the turbulent wedge footprint including the wedge core and 
outer spreading half-angles a, and a, respectively. 
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The direct comparison of the core and outer spanwise spreading rates of the 

turbulent wedge, a, = 4.3 + 0.83 degrees and ae  = 6.9 ± 0.95 degrees respectively, 

with that of a discrete turbulent spot, as  = 6.2 + 1.45 degrees (obtained in chapter 

6), reveals that in the same flow conditions, a spot grows at a rate between that 

of the wedge core and outer edges (as sketched in figure 7.7). Schubauer et al.86  

also reported smaller spanwise growth rates for turbulent wedge cores compared 

with discrete turbulent spots in incompressible flows. The high a, however, may be 

associated with the complex flow structure taking place around the roughness trip 

(such as flow separation, vortex generation and shock wave formation in the super-

sonic region of the boundary layer), which flows downstream along the measurement 

locations. Further discussion regarding the wedge formation process and internal 

structure will be presented in section 7.1.4.. 

z 

Laminar region Flow  

wedge core edge  

X 

Figure 7.7: Schematic of the turbulent wedge and spot spanwise spreading rates ac, ae  
and c respectively. 
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The turbulent core spreading rate achieved is located well within the interval 

suggested by Fischer' of 3.3 to 5.5 degrees. Although he reported data which 

included both individual spot and wedge growth rates, it appears that his spots were 

probably roughness-induced. The result also agrees with the theoretical prediction 

of Doorly and Smith'—spanwise spreading rate angle a = tan'(3-3/221/2 /14:1) 

that yields a spreading half-angle of approximately 4.5 degrees over the measurement 

distance (i.e., between x = 147 mm and x = 334 mm with a corresponding Me  of 

between 3.6 and 3.3 respectively). On the other hand, the wedge outer spreading 

half-angle, ae , lies outside the margins of Fischer's charted data. This is perhaps 

due to the difficulty in properly defining the outer boundary of the wedge (in his 

data), where the flow is no longer turbulent but increasingly low intermittent. 

Figure 7.8 presents time histories for heat transfer signals at three spanwise 

locations (ai , a2, a3), (b1, b2, b3), (ci , c2, c3), and (d1, d2, d3) at the axial positions 

x = 147 mm, x = 213 mm, x = 279 mm, and x = 334 mm respectively (as 

indicated in figure 7.6, with k/6 = 0.64 and wk  = 1.9 mm). Stations 1 describe 

a laminar flow with the presence of occasional discrete turbulent events; stations 2 

illustrate a typical intermittent signal where fractions of laminar and turbulent flow 

coexist; and finally, stations 3 show a fully turbulent flow. Of importance here is 

the intermittent signals (a2 , b2, c2, and d2), which reveal a structure similar to that 

observed in individual spot time-dependent heat transfer signals, however with much 

higher intermittency levels. This, in addition to the good comparison between the 

wedge and individual spot spreading rates, suggest a possible relationship between 

turbulent spots and the structure of fully developed turbulent wedges. 
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Figure 7.8: Time-dependent signals al , a2, a3  at x = 147 mm; b1, b2, b3  at x = 213 mm; 
Cl, c2 , c3  at x = 279 mm; d1, d2, d3  at x = 334 mm (as shown in figure 7.6). Roughness-
trip size; k/b = 0.64, wk  = 1.9 mm. Stations 1, laminar or near-laminar; stations 2, 
intermittent; stations 3, fully turbulent region. Note: (+) represents a spike associated 
with the schlieren spark taken simultaneously with the measurements. 
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7.1.4 Wedge internal structure 

Figure 7.9 illustrates the 'z-t' plots of heat transfer contours at x = 147 mm, 213 

mm, 279 mm, and 334 mm distance from the model leading edge (with k/(5 = 0.64 

and wk  = 1.9 mm). There are three distinct flow regions, as was shown in figures 7.2 

and 7.3, including fully laminar, intermittent, and fully turbulent. The laminar zone 

occasionally reveals discrete turbulent events which are either separated or coalesced 

with the turbulent wedge. These individual events are more apparent at x = 147 

mm and x = 213 mm, where the laminar flow occupies a more significant fraction of 

the spanwise measurement window. The turbulent core extends over an increasing 

transverse space as it grows with distance. In effect, at x = 334 mm, the outer 

boundaries of the wedge are not fully captured, displaying a wedge outer width, we, 

greater than the actual 68 mm circumferential measurement length. The variation 

in heat transfer level throughout the wedge core suggests internal structures at the 

model surface. The intermittent zone is, in fact, a result of the temporal irregularities 

of the wedge boundaries, which are illustrated as intermittent turbulent events in 

the time-dependent data (figure 7.2) and a steady change in heat transfer level in 

the time-averaged data (figure 7.3). 

A better visualisation of the wedge structure and the occasional individual spots 

is obtained from figure 7.10, which presents a zoom into the 0.75 ms indicated in each 

plot of figure 7.9. The time scale is chosen in such a way that it can be interpreted 

as a physical length scale by comparison with the actual length scale displayed 

in the spanwise axis. This is achieved by considering the individual spot average 

speed, determined in chapter 4, as the factor in scale of the two different axis. Once 

again, the idea behind this is only to obtain an approximate representation of the 

physical scale of the internal structures of interest rather than the global picture of 

the turbulent wedge itself. The discrete turbulent events (at x = 213 mm and 279 

mm) take a shape similar to individual spots, including the delta-like leading edges, 

internal structure, and wake region. 
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Figure 7.9: 'z-t' plot of heat transfer contours at x = 147 mm, 213 mm, 279 mm, and 
x = 334 mm (top to bottom). Roughness-trip size; k/8 = 0.64, wk = 1.9 mm. 
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Figure 7.10: 'z-t' plot of heat transfer contours (zoom into the 0.75 ms window indicated 
in figure 7.9) at x = 147 mm, 213 mm, 279 mm, and x = 334 mm (top to bottom). 
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The irregularities observed in figure 7.9 take the form of rather irregular undu-

lations (figure 7.10) and do not show a particularly clear periodic motion. At first 

sight, these undulations suggest characteristic shapes similar to those around the 

maximum width region of individual spots, as sketched in figure 7.11, where a possi-

ble scenario of the wedge flow is represented. Two 'trains' of amalgamated turbulent 

spots of different centrelines, each with a width w,,, are generated downstream of 

each side of the roughness trip (with a diagonal of N/wk  ti 2.7 mm), with a pos-

sible third 'train' of the same centreline as the wedge, of width we, generated from 

the flow separation and reattachment behind the trip. The rate of spot production 

is so high that the spots of each 'train' coalesce immediately aft of the trip. The 

spanwise growth with axial distance eventually yields the amalgamation of the spot 

internal structures into one wedge structure at a certain distance downstream. Dur-

ing this process, parts of the spot boundaries are retained (figure 7.11) and depict 

the external shape of the resulting wedge edge. 

The formation of two flow structures of different centrelines behind an isolated 

roughness element was also reported by Zanchetta.' He suggested that two trail-

ing vortices form at the triangular trip rear corners. The two vortical structures 

underwent transition at a downstream distance 'x' (negligible in the case of effective 

tripping), which depended upon the trip size and local flow conditions. Transition 

first occurred in one structure, then by some contamination mechanism, spread to 

the other resulting in a larger spanwise growth with distance, which eventually led 

the two structures to merge into one turbulent wedge. 

Figure 7.10 also shows that the maximum amplitude of the undulations increases 

with distance as demonstrated with the increase in the intermittent region extent 

shown in figure 7.3. An approximate physical length scale of these undulations can 

also be estimated directly from figure 7.10. 

Figure 7.11 suggests a relationship between the various characteristic widths we, 

we, and w, as being w, = (we  + we)/2, resulting in a lateral spreading half-angle 

as  = (a, + ac)/2. Using the spreading half-angles obtained in section 7.1.3, as  is 
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estimated at 5.6 + 0.89 degrees, a value slightly lower than that reported in chapter 

6, yet within Fischer's interval.28  This suggests that the spreading rate of spots 

varies initially according to the cause of their formation. The offset between the two 

spot-trains centrelines is evaluated as being Aw, = (w, — we)/2, which corresponds 

to a half angle Aas  = (a, — ac)/2 = 1.3 + 0.89 degrees. 

Figure 7.12 shows a representation of the turbulent wedge shape which would be 

observed. Two distinct lines (continuous and dashed) are shown, representing the 

spatial location of the wedge boundaries at two different times t and t + At. The 

actual wedge edges would oscillate between the two spatial positions at a certain 

`frequency' f t,. This frequency, and as a result the corresponding 'wave number', 

appear to decrease with distance as can be seen from the time and length scales 

of the undulations (figures 7.10 and 7.12). Due to the high irregularity of these 

undulations (as demonstrated in figure 7.9), no estimation of their frequencies was 

possible neither from the time-dependent heat transfer signals (e.g., figure 7.2), 'z-

t' contour plots (e.g., figure 7.10), nor power spectral densities (PSD) of the time 

signals. 

Figure 7.11: Schematic of a suggested internal structure of a turbulent wedge. we  is the 
wedge outer width, w, is the wedge core width, and w, is the spot width. 

Chapter 7. Turbulent Wedge Analysis 



Laminar region 

Turbulent core 

Intermittent region 

Wedge outer boundary  

Wedge core boundary 

7.1. Effective roughness trip 	 206 

Physical edge of the turbulent wedge 
at time (t) 	at time (t+At) 

Flow 

x 

Figure 7.12: Schematic of the turbulent wedge footprint with a simplistic function of the 
wedge physical boundaries. 
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Figure 7.13: Heat transfer spanwise distribution at three various times ta , tb, and t1, (as 
shown in figure 7.10); x = 147 mm. 
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Figure 7.14: Heat transfer spanwise distribution at three various times t0 , tb, and t, (as 
shown in figure 7.10); x = 213 mm. 
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Figure 7.15: Heat transfer spanwise distribution at three various times ta , tb, and t, (as 
shown in figure 7.10); x = 279 mm. 
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Figure 7.16: Heat transfer spanwise distribution at three various times ta , tb, and t, (as 
shown in figure 7.10); x = 334 mm. 
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The undulation of the wedge boundaries is further demonstrated in figures 7.13 

to 7.16, which present the spanwise distributions of heat transfer at three various 

times, to , tb , and te , for each axial location. The first observation to make is the 

clear lateral shift with time of the turbulent wedge. Through this time shift, the 

transverse length scale of the wedge is virtually maintained, suggesting a somewhat 

organised wedge edge structure at least at a local level. The figures also reveal a 

variation in heat transfer level across the wedge similar to individual spots spanwise 

heat transfer distributions reported in chapter 6 (e.g., figures 6.23, 6.25, 6.27, 6.29 

and 6.31). This variation does not only represent large turbulent fluctuations, but 

also internal structures as their scale and magnitude vary quite dramatically with 

axial distance (as discussed in chapter 6). The figures also show a clear local peak 

heating around the wedge edges (also observed in the time-averaged distributions 

shown in figure 7.3). 

The wedge internal structure is a result of a highly complex flow pattern which 

takes place in the vicinity of the roughness trip and flows downstream along the 

measurement region. A schematic of a suggested flow structure surrounding the trip 

is illustrated in figure 7.17. There is formation of a curved detached shock wave 

ahead of the roughness element within the supersonic region of the boundary layer. 

The actual three-dimensionality of the shock system creates an axial vorticity, as it 

interacts with the spanwise vorticity lines existing within the boundary layer, which 

takes the form of a horseshoe vortex encircling the roughness element as shown in 

figure 7.17. The two side-ends of this vortex grow circumferentially downstream 

of the trip and eventually undergo transition. Within the subsonic region of the 

boundary layer, two counter-rotating vortices form and shed from each of the two 

wing-tips of the trip (figure 7.17) as a result of flow separation over its leading 

edges. The two trailing vortical structures expand laterally and eventually undergo 

transition at a certain downstream location. The flow separated over the central 

region of the trip reattaches behind it, exhibiting a hairpin-vortex structure which 

ultimately breakdowns to turbulence. These conjectures agree with the findings of 
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Zanchetta112  from his examination of roughness-induced transition of a supersonic 

boundary layer. 

The three different vortical structures mentioned above, namely horseshoe, trail-

ing, and hairpin vortices, may take place simultaneously. The two off-centreline 

`trains' of turbulent spots (figure 7.11) are believed to be the result of the transi-

tioned trailing vortical structures generated from each side of the roughness trip. The 

centred third 'train' is associated with the evolved hairpin vortices formed within 

the reattached flow behind the trip. The contribution of the horseshoe vortex, on 

the other hand, is believed to take the form of peaks in heat transfer level around 

the edges of the turbulent wedge, as witnessed in figures 7.3 and 7.13 to 7.16. 

Flow 
reattachment region 

Figure 7.17: Schematic of an exaggerated scale of a suggested flow structure surrounding 
the roughness trip. 
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7.2 	Effects of roughness trip size 

The analysis presented thus far proposed a possible wedge internal structure con-

sisting of 'trains' of amalgamated turbulent spots generated at a very high rate 

downstream of the roughness trip. The clarity of the spots within these 'trains' was 

not sufficient to substantiate their existence. Consequently, the investigation of the 

trip size, in terms of both height k and width wk , aimed at decelerating the process 

of spot formation within the turbulent wedge so that individual, or at least 'near-

coalescing' spots, could be made visible. As the variation in flow properties is more 

significant in the wall-normal direction (y), the effect of roughness height k was first 

examined. This constituted experimental set 2, whereas set 3 was dedicated to the 

investigation of the trip width wk. 

7.2.1 Effect of trip height 

In this set of experiments (experimental set 2), the same trip width as in set 1 (i.e., 

wk  ti 2 mm) was used, with a gradual reduction in the trip height k as summarised 

in table 7.3. This reduction corresponds to a decrease in the local Reynolds number 

based on the trip height Rekk  and the local Mach number Mk , two possible important 

factors in the transition process. The heat transfer measurements were made using 

the circumferential module positioned at x = 279 mm axial distance from the model 

leading edge. 

x (mm) W k  (mm) k (mm) k/6 k/61  k/62  Rekk Mk Rekk/Mk 
279 1.950 0.24 0.64 2.96 4.42 1620 2.24 724 
279 1.950 0.12 0.32 1.48 2.21 695 1.77 393 
279 1.950 0.08 0.21 0.99 1.47 390 1.41 277 
279 1.950 0.04 0.11 0.49 0.74 143 0.91 157 

Table 7.3: Experimental set 2; gradual reduction in the roughness height k. wk  = 1.95 
mm, k = 0.646, 0.326, 0.216, and 0.116. The trip axial position is x k  = 37.75 mm. 
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Time-averaged heat transfer 

Figure 7.18 presents the time-averaged distributions of heat transfer obtained using 

the four different roughness trip heights, k = 0.646, 0.326, 0.216, and 0.116. Two to 

three repeated tunnel runs were performed for each trip height in order to verify the 

repeatability of the result. The figure shows a significant decrease in the spanwise 

extent of the turbulent wedge as the trip height is reduced from 0.648 to 0.326. 

There is also a small reduction in the intermittent region spanwise extent, within 

the experimental uncertainties however. Further decrease in trip height to 0.218 

resulted in virtually no variation in heat transfer distribution, hence, a similar wedge 

circumferential width as for 0.326. On the other hand, the height of 0.116 maintained 

a laminar flow downstream of the roughness trip. 

The decrease in wedge spanwise extent between k/6 = 0.64 and k/6 = 0.32 sug-

gests two possible scenarios. Firstly, and most likely, the reduction in trip height 

yields a significant decrease in the local flow properties, Rekk, Mk, and Rekk/Mk 

(table 7.3), which in turn delays transition, hence the formation of the turbulent 

wedge. Using the same wedge lateral spreading half-angle, ac , determined in section 

7.1.3, the delay in transition is estimated as being approximately 80 mm axial dis-

tance downstream of the roughness element, which corresponds to a position, xtr , of 

approximately 120 mm. Secondly, and less likely, the trip remains effective, which 

means that the wedge forms immediately behind it, but grows at a different lateral 

spreading half-angle a',. The latter is estimated at approximately 2.8 degrees, a 

value which is significantly lower than those suggested by the present study (section 

7.1.3), by Fischer,28  or by Doorly et al.23  Consequently, it is quite clear that the first 

scenario is more likely to have taken place, in which case the minimum effective trip 

condition lies somewhere between 0.32 < kl6 < 0.64. The increase in heat transfer 

level within the core of the turbulent wedge from that obtained with k/6 = 0.64 to 

that with k/6 = 0.32, although within the margin of measurement errors, indicates 

end of transition characteristics as reported by Bertin11  and Zanchetta.112  
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The figure shows no significant change in wedge characteristics between lc = 0.326 

and k = 0.216. No obvious explanation can be given as the variation between the 

intermittent zone extents in the two cases is within the margin of experimental 

uncertainties. However, the figure clearly reveals a fully laminar or near-laminar 

flow downstream of the roughness trip of height k = 0.116. This trip height did 

not present a large enough disturbance environment to trigger the transition of the 

boundary layer. The incipient trip height, which is the maximum value allowing to 

maintain a laminar flow downstream of the trip, lies between 0.11 < k/6 < 0.21. 

Wedge internal structure 

Figure 7.19 shows the 'z-t' plots of heat transfer contours obtained at x = 279 mm, 

using the four trip heights, k = 0.646, 0.326, 0.216, and 0.116. Once again, the 

wedge boundaries (with k = 0.326 and 0.216) exhibit undulations which, however, 

do not demonstrate a well organised periodic motion. The bottom plot presents a 

fully laminar flow with the presence of occasional regions of turbulence. 

The spanwise heat transfer distributions at the times ta , tb , and te , shown in figure 

7.19, are plotted in figure 7.20. The undulation of the wedge edges is once more 

demonstrated by the spanwise shift with time of the turbulent wedge, which retains 

its width however. The spanwise extent of the wedge diminishes with decreasing 

trip height as already demonstrated in figure 7.18. Moreover, the figure shows a 

consistent drop in the peak heating level around the boundaries of the wedge with 

the gradual reduction in k (and Mk and Rekk  as a result). This reduction produces 

a more 'plateau-like' distribution within the wedge, in contrast to the 'concave-like' 

distribution observed with k = 0.646. The presence yet of the 'spot-like trains' with 

k = 0.326 and 0.216 suggests that the corresponding local flow conditions, namely 

Rekk  and Mk, are still sufficiently large to generate the trailing vortical structures 

from the trip side-tips. 
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Figure 7.18: Spanwise time-averaged heat transfer distributions together with the laminar 
CFD value; x = 279 mm. Experimental set 2 with wk = 1.95 mm and four various values 
of trip height; k I o = 0.64, 0.32, 0.21, and 0.11. 
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Figure 7.19: 'z-t' plot of heat transfer contours at x = 279 mm. w k  = 1.95 mm, k/8 
0.64, 0.32, 0.21, and 0.11 (top to bottom). 
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Figure 7.20: Heat transfer spanwise distributions at three various times ta , tb, and te  at 
x= 279 mm (as shown in figure 7.19). (a) k/8 = 0.64, (b)k16= 0.32, and (c) k/S = 0.21. 
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7.2.2 Effect of trip width 

In this set of experiments (experimental set 3), the roughness trip width wk  was 

reduced to a nominal value of 1.075 mm. Two different trip heights were used, 

namely k = 0.326 and 0.166. The incentive behind the choice of the former value 

was to investigate the effect of trip width by comparison with the data acquired 

with k = 0.326 and wk  = 1.95 mm The latter value, however, was chosen in 

order to capture an intermediate stage, of individual or near-amalgamating spots, 

between the fully developed wedge obtained with k = 0.216 and the fully laminar 

flow retained with k = 0.116. The heat transfer measurements were made at x = 279 

mm distance from the model leading edge. Two to three tunnel runs were carried 

out for each trip height to confirm the repeatability of the result. The experimental 

setup for this set is summarised in table 7.4, which also includes the CFD conditions 

based on the trip height. 

X (mm) Wk (mm) k (mm) k/8 k/81  k/62  Rekk Mk Rekk/Mk 

279 1.075 0.12 0.32 1.48 2.21 695 1.77 393 

279 1.075 0.06 0.16 0.74 1.11 257 1.18 218 

Table 7.4: Experimental set 3; trip width wk = 1.075 with two different values of trip 
height k = 0.328 and 0.168. 

Time-averaged heat transfer 

The time-averaged heat transfer spanwise distributions obtained with the two var-

ious trip heights, k = 0.326 and 0.166, and width, wk  = 1.075 mm, are shown in 

figure 7.21. There is formation of a fully developed turbulent wedge behind the 

trip of k = 0.326. The two different runs (i.e., 5261 and 5262) display excellent 

agreement in heat transfer level within the core of the wedge. 
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Figure 7.21: Spanwise time-averaged heat transfer distributions together with the laminar 
CFD value; x = 279 mm. Experimental set 2 with wk  = 1.075 mm and two various values 
of trip height; k/S = 0.32 and k/b = 0.16 (Rekk  = 695 and Rekk  = 257 respectively). 

Figure 7.22: Spanwise time-averaged heat transfer distribution at x = 279 mm using two 
roughness trip widths wk  cz:--!, 2 mm and wk 	1 mm. The trip height in both cases is 
k 18 = 0.32 (Rekk  = 695). 
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The trip height of k = 0.166 generated a flow which exhibits an average heat 

transfer level between the fully laminar and fully turbulent values, suggesting the 

presence of an intermittent flow, in other words, an intermittently-turbulent wedge 

(figure 7.21). The production of this intermittently-turbulent wedge is merely the 

result of the reduction in trip height to k = 0.166 rather than the reduction in trip 

width to wk  = 1.075 mm, as demonstrated by the time-averaged heat transfer plots 

achieved with k = 0.326 together with wk  = 1.95 mm and 1.075 mm (figure 7.22). 

This figure shows good agreement in terms of both heat transfer level and wedge 

spanwise extent obtained with the two different trip widths. 

Wedge internal structure 

The heat transfer contours in the `z-t' plane, obtained from two different tunnel 

runs, are presented in figure 7.23. The reduction in trip width, wk , (to 1.075 mm 

compared with 1.95 mm) has no major effect on the shape of the wedge boundaries 

by comparison to figure 7.19. The figure occasionally reveals the 'spot-like' nature 

of these undulations as can be seen at approximately 0.22ms < t < 0.30ms and 

0.50ms < t < 0.58ms (figure 7.23-a). The undulation of the wedge edges is once 

more demonstrated in figure 7.24, which illustrates the heat transfer spanwise dis-

tributions (obtained from two tunnel runs) at three different times, ta , tb , and tc , as 

indicated in figure 7.23. The figure shows a spanwise shift with time of the wedge, 

similarly to the result obtained with wk  = 1.95 mm, however, at a relatively smaller 

amount (about 4 mm shift compared to approximately 6 mm in figure 7.20). Fig-

ure 7.24 also shows similar heat transfer distributions within the core of the wedge 

compared to figure 7.20. In the same manner as in the wk  = 1.95 mm case, the 

formation of the wedge is believed to be the result of the two vortical structures 

trailing from the trip side-tips, which undergo transition downstream of the trip. 

The intermittently-turbulent wedge is better visualised in figures 7.25 and 7.26, 

which present the heat transfer contours obtained from three repeated tunnel runs 

in the 'z-t' reference frame. Figure 7.26 represents a zoom into the 0.75 ms time 
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windows indicated in figure 7.25. The latter shows the intermittent nature of the 

wedge which clearly spreads over the whole 6 ms steady time interval of the tunnel 

run. The figure also demonstrates the run-to-run variation in intermittency level. 

The trip height of 0.166, which corresponds to Rekk  = 257, allowed the capture of an 

intermediate stage of a 'train' of individual and amalgamating turbulent spots that 

constitute the intermittently-turbulent wedge (figure 7.26). In the present study, this 

intermediate stage is referred to as the turbulent spot-to-wedge transition and covers 

the range of 0.11 < kl6 < 0.21. The spots grow with distance until they entirely co-

alesce to form a fully developed wedge. The variation of the trip height controls the 

rate of spot production, hence the streamwise extent of the intermittently-turbulent 

wedge, which ranges between the transition and fully developed wedge onset loca-

tions. The latter is defined with the emergence of a distinct fully turbulent region 

(i.e., a turbulent core), with a finite spanwise extent within the intermittent flow, in 

the time-averaged heat transfer spanwise distribution. Consequently, the process of 

turbulent wedge formation can be captured at different stages, depending upon both 

the flow conditions at the trip height and the streamwise measurement location. 

20 
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Figure 7.23: 'z-t' plot of heat transfer contours at x = 279 mm from two repeated runs. 
k = 0.325 (Rekk = 695), wk = 1.075 mm. 
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Figure 7.24: Heat transfer spanwise distributions at three various times ta , tb, and to  at 
x = 279 mm (as shown in figure 7.23). k/6 = 0.32 (Rekk  = 695), wk = 1.075 mm. 
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Figure 7.25: 'z-t' plot of heat transfer contours at x = 279 mm from three repeated runs. 
wk = 1.075 mm, k/S = 0.16 (Rekk = 257). 
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Figure 7.26: 'z-t' plot of heat transfer contours at x = 279 mm from three repeated runs 
(zoom into the window indicated in figure 7.25. 
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7.3 Transition onset characteristics 

The three sets of experiments, that have been presented in this chapter, allowed 

three different types of flows to be acquired. In experimental set 1, a fully devel-

oped turbulent wedge was obtained immediately downstream of the roughness trip, 

with the height, k, of 0.646, demonstrating the effectiveness of the trip (transition 

front at the trip location). In set 2, the gradual variation in the trip height, k, 

allowed the localisation of the effective-trip condition (i.e., the minimum roughness 

height above which transition occurs immediately downstream of the trip) within 

the interval 0.32 < k/o < 0.64. Experimental set 3 enabled the definition of the 

incipient-trip condition (i.e., the maximum roughness height below which laminar 

flow is maintained), which was found to be in the interval 0.11 < k16 < 0.16. An 

intermediate stage of individual and amalgamating turbulent spots (referred to as 

turbulent spot-to-wedge transition) exists between the fully laminar (with k = 0.11(5) 

and fully turbulent (with k = 0.216) flows. The transition onset parameters are sum-

marised in table 7.5, including the incipient, spot-to-wedge transition, and effective 

conditions, together with the corresponding laminar CFD predictions. 

k/8 k161  k/62  Rekk Mk RekklAlk Resk  

0.11 0.49 0.74 143 0.91 157 188073 

0.16 0.74 1.11 257 1.18 218 225780 

0.21 0.99 1.47 390 1.41 277 257065 

0.32 1.48 2.21 695 1.77 393 305516 

0.64 2.96 4.42 1620 2.24 724 355860 

low incipient 

high incipient 

high spot-to-wedge 

low effective 

high effective 

Table 7.5: Transition onset characteristics. k is the roughness trip height. 5, Si, and 62  
are the local laminar boundary layer thickness, displacement thickness, and momentum 
thickness respectively. Rekk  = pkUk k I ilk  is the Reynolds number based on the roughness 
height k. Mk is the local Mach number at the trip height. Resk  = pkUk sk  Auk  is the 
Reynolds number based on the wetted distance the stagnation point and the trip location 
sk  = 52.7 mm. 'low' and 'high' correspond to the lower and upper limits of the intervals. 
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Chapter 8 

Concluding Remarks 

8.1 Conclusions 

This present study has consisted in the experimental investigation of turbulent spot 

and wedge characteristics in a hypersonic blunt-body transitional boundary layer. 

The aim was to acquire detailed information that would contribute to the better 

understanding of the flow within the intermittent-transition region, which is of par-

ticularly substantial lengths in hypersonic flows. Many crucial flow interactions 

would therefore occur with such a transitional flow rather than a fully laminar or 

fully turbulent flow. 

The experiments have been performed on an axisymmetric configuration which 

consists of a blunt-nosed forebody and a number of interchangeable cylindrical af-

terbody segments, of which two are fitted each with a single instrumentation module 

that is either axial or circumferential. This has provided good flexibility and pre-

cision in the streamwise positioning of the instrumentation module with respect to 

the model apex. The measurements have exclusively focused upon surface time-

dependent heat transfer because it not only represents a critical design parameter 

for hypersonic vehicles, but it also is a good transition detector via spot and wedge 

thermal footprints at the body surface. 

The experiments have been conducted in a Mach 8.9 flow with a unit Reynolds 

number of 47.4 million per metre. The laminar computational simulation has demon- 
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strated a significant reduction in boundary layer edge conditions—a Mach number, 

Me, of approximately 3.7 and a unit Reynolds number, Re,, of approximately 2.7 

million per metre—compared with the freestream, a direct consequence of the en-

tropy layer effect associated with the blunt nose. 

The time-dependent heat transfer measurements have allowed the acquisition of 

detailed spot and wedge planform geometries and growth rates and also the determi-

nation of the spot convective properties. The spot displays an arrowhead shape with 

triangular leading edges, a maximum width region and a wake (or calmed) region. 

The turbulent heat transfer level within a spot and wedge generally agrees with that 

of a fully turbulent flow. The spot data have revealed the presence of large spot 

length scales of the order of 150 times the local laminar boundary layer displacement 

thickness. With these length scales, the spots are regarded as sufficiently grown and 

thus they are fairly independent of the mechanisms by which they are formed. 

The time-dependent and time-averaged data have indicated a significant run-to-

run variation in the average intermittency level over the 6 ms running-time window, a 

fact which is principally due to the low frequency of intermittent events. As a result, 

long sample windows are judged necessary for statistically average intermittency 

functions along the intermittent-transition zone to be adequately obtained. The 

effect of distributed surface roughness, applied on the model nose, has been to 

significantly increase the spot formation rate and average intermittency level along 

the measurement length. 

Conditional sampling of the streamwise data has been used to identify spot 

leading and trailing edges and to determine their average convection speeds. The 

spot leading edge average speed has been estimated at approximately 0.76 to 0.80 

of the boundary layer edge velocity, Ue, whereas the spot trailing edge average 

speed has been estimated at approximately 0.41 of Ue. The resulting spot average 

speed has been evaluated at approximately 0.58 to 0.69 of Ue. The streamwise 

measurements have provided no distinction in the spanwise location of the spots 

with respect to the heat transfer module. 
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The average spot has a spanwise growth rate of approximately 6.2 degrees, in 

reasonable agreement with previous studies at similar speeds. This rate, however, 

is lower than that obtained at much lower speeds, which is generally around 10 

degrees, justifying the more elongated intermittent-transition region in hypersonic 

flows compared with that in low speed flows. The average spot grows in a near 

self-similar manner at large enough distances downstream of its inception. The 

resolution of the spot data has been sufficient to indicate a streak or cellular sub-

structure which has been associated with a hairpin-vortex structure, more widely 

observed in incompressible flows. 

The discrete roughness-induced experiments have allowed turbulent wedge ge-

ometry and spanwise growth characteristics to be obtained. The time-dependent 

and time-averaged data have revealed two distinct regions within the wedge; that is 

a wedge core where the flow is turbulent, and an intermittent zone where fractions 

of laminar and turbulent flow coexist. The presence of this intermittent zone has 

suggested the irregularity in shape of the turbulent wedge physical edge, which has 

been related to a 'coalesced-spot' internal structure, whereby spots are generated 

at a high rate causing the amalgamation to occur at short distances downstream of 

the roughness element. The wedge core and outer spanwise growth rates have been 

estimated at approximately 4.3 and 6.9 degrees respectively, enfolding the individual 

spot value of 6.2 degrees. 

On the whole, this present study has produced a unique set of heat transfer data 

that provide a comprehensive evaluation of spot and wedge geometrical and growth 

characteristics, and individual spot propagation speeds, very scarce at hypersonic 

speeds. This study has also demonstrated, for the first time, the existence of an 

internal structure within a spot and wedge in hypersonic flows. The findings reveal 

considerable similarities with previous studies at much lower speeds. 
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8.2 Further work 

Several ideas have arisen from the analysis of the data which are worth pursuing. 

The scatter in the data of the spot front and back propagation speeds has risen 

the question of whether it only represents measurement uncertainties or also actual 

variation from one spot to another. This can be verified through the application of a 

longer streamwise measurement distance. A model which comprises two streamwise 

heat transfer modules axially aligned has already been constructed. It provides 

streamwise measurement lengths of up to 210 mm, with half the current gauge-to-

gauge resolution. 

The scatter in the spot front speed data has suggested a possible variation across 

the width of a spot, since no distinction has been made with the present measure-

ments regarding the spanwise location of a spot with respect to the gauges (capture 

of spot centrelines which are on, and off, the heat transfer module centreline). In 

effect, low speed work (e.g., Wygnanski et al.106) showed a spanwise variation in the 

spot leading edge velocity from the spot apex to its wing-tip. Because simultaneous 

axial-circumferential measurements are particularly difficult, it is recommended that 

well controlled discrete roughness-induced transition, using precisely machined and 

small enough roughness trips, should be used to generate individual spots at fixed 

spanwise locations. Then using a single axial heat transfer module, positioned at 

different spanwise locations with respect to the roughness element, the spot leading 

edge velocity distribution between the spot apex and spot wing-tip can be obtained. 

Other avenues include refined spanwise measurements of spots in order to better 

resolve the spot substructure, with the objective of finding any correlations with the 

low speed case. 

Chapter 8. Concluding Remarks 
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