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This paper presents the development and validation of a Magnetohydrodynamics (MHD) module integrated 
into the Xcompact3d framework, an open-source high-order finite-difference suite of solvers designed to study 
turbulent flows on supercomputers. Leveraging the Fast Fourier Transform library already implemented in 
Xcompact3d, alongside sixth-order compact finite-difference schemes and a direct spectral Poisson solver, both 
the induction and potential-based MHD equations can be efficiently solved at scale on CPU-based supercomputers 
for fluids with strong and weak magnetic field, respectively. Validation of the MHD solver is conducted against 
established benchmarks, including Orszag-Tang vortex and MHD channel flows, demonstrating the module’s 
capability to accurately capture complex MHD phenomena, providing a powerful tool for research in both 
engineering and astrophysics. The scalability of the Xcompact3d framework remains intact with the incorporation 
of the MHD module, ensuring efficient performance on modern high-performance clusters. This paper also 
presents new findings on the evolution of the Taylor-Green vortex under an external magnetic field for different 
flow regimes.
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Developer’s repository link: https://github .com /Xcompact3d/

Xcompact3d

Licensing provisions: BSD 3-Clause License

Programming language: Fortran

Nature of problem: Magnetohydrodynamics.

Solution method: High-order finite-difference method and spectral based 
Poisson solver.

Additional comments including restrictions and unusual features: Heteroge-

neous parallel capabilities with GPUs are under active development.

✩ The review of this paper was arranged by Prof. David W.Walker.

* Corresponding author.

1. Introduction

Magnetohydrodynamics (MHD) involves the study of the dynamics 
of a flow field coupled with an electromagnetic field. MHD occurs in a 
wide range of problems with a vast variety of scales, such as plasma arc 
gasification flow at micro-scales, plasma confinement in nuclear fusion 
reactors at lab scales, geophysics at planetary scales, and astrophysics 
at interstellar scales. Simulating accurately MHD flows is generally a 
challenging task by comparison to simulating pure fluid dynamics. The 
difficulty arises from the fact both the Navier-Stokes (NS) equations and 
the Maxwell equations are nonlinear, and the two sets of equations are 
also often tightly coupled. Experimental investigation of MHD flow is 
also difficult to conduct due to the opaque nature of liquid metals (pre-

venting the use of traditional optical measurement techniques such as 
particle image velocimetry). Therefore, numerical simulation is the un-

avoidable way forward for a better understanding of MHD flows.
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The NS equations are a widely accepted mathematical model for 
describing turbulent flow motions. However, solving these equations 
is extremely challenging due to the chaotic and inherently multi-scale 
nature of turbulence. Turbulent scales typically span several orders of 
magnitude, necessitating significant computing power and memory for 
accurate resolution. With the recent dramatic increase in computational 
resources, high-fidelity simulations of turbulent flows, such as direct 
numerical simulations (DNS) and large eddy simulations (LES), have 
become widely used techniques for predicting turbulent flows. Con-

sequently, computational fluid dynamics (CFD) has become a critical 
complement to experiments and theoretical approaches.

The most accurate approach to turbulence simulations is DNS for 
which the NS equations are solved without averaging, modelling as-

sumptions and parameterisations (e.g., sub-grid) or approximations 
other than numerical discretisations. It is also the simplest approach 
conceptually because all the motions of the flow are resolved in such 
simulations. DNS are especially important for MHD flows, as MHD tur-

bulence is less understood compared to conventional turbulence; models 
therefore typically do not exist or are at early stages of development. 
For instance, it has been demonstrated that the scaling of conventional 
homogeneous isotropic turbulence (e.g., the classical Kolmogorov K41 
scaling [1]) does not hold for MHD turbulence [2–4], and therefore 
conventional turbulence models tend to mispredict the under-resolved 
turbulent motion for MHD flows, leading to incorrect results.

The usefulness of highly accurate numerical schemes for DNS/LES 
in fundamental academic flow configurations is well recognised. For 
very simplified geometries, the most spectacular gains in terms of accu-

racy and computational efficiency are achieved using spectral methods 
based on Fourier or Chebyshev representations [5,6]. Various combi-

nations of these two types of spectral discretisation have enabled nu-

merous authors to efficiently address fundamental turbulent problems 
in the context of incompressible flows. Examples include homogeneous 
turbulence (using full Fourier representation), transitional or turbulent 
channel flow (using mixed Fourier-Chebyshev representation), and tur-

bulence in a cavity (using full Chebyshev representation). The spectral 
and pseudo-spectral methods have also been extensively applied for the 
studies of MHD flows. As for DNS/LES of turbulence, the periodic and 
non-periodic directions are generally discretised with Fourier-based and 
Chebyshev polynomials-based methods, respectively (see, e.g., the work 
of Turbulence and Heat Transfer Laboratory (THTLab) at The University 
of Tokyo [7]). Recently, Fontana et al. [8] introduced the Fourier-based 
method also to the non-periodic flows using Fourier continuation ex-

pansions combined with Gram polynomials, which can enforce zero 
divergences for both velocity and magnetic fields accurately and effi-

ciently.

However, for fundamental problems involving slightly more complex 
geometries, a full spectral approach in Fourier or Chebyshev space is 
not suitable. Despite recent progress in CFD methods, the use of sophis-

ticated meshes combined with high-order schemes remains challenging, 
requiring significant numerical development to achieve both accuracy 
and efficiency.

A favourable combination of numerical methods and computational 
techniques to study turbulent flows is based on high-order finite-

difference schemes with an accuracy preserved through the use of a 
regular computational mesh. Such an approach can be seen as an in-

termediate strategy between fully spectral NS solvers for academic 
geometry (Fourier/ Chebyshev representation) and more versatile codes 
based on standard numerical schemes of lower accuracy. Such high-

order schemes provide a good spectral resolution at high wavenumbers 
with low dissipative properties at all wavenumbers; this allows the 
resolution of small-scale flow structures efficiently while minimising 
numerical errors [9,10].

Compared to conventional turbulence, DNS of MHD turbulence has 
a high requirement on numerical methods. First, the number of equa-

tions for MHD turbulence is twice that of the NS equations. Second, the 
2

solver should enforce a divergence-free condition on the magnetic field 
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to be within the limit of machine round-off error to prevent the spuri-

ous generation of unphysical magnetic monopoles. Third, the magnetic 
structures from MHD turbulence have the potential to be much smaller 
than flow structures in conventional turbulence. Therefore, DNS of MHD 
turbulence has a higher requirement on the mesh spacing, numerical ac-

curacy and efficiency of the solver.

In this paper, we present an MHD solver based on a Fortran 90-

95 open-source CFD framework, Xcompact3d [11], targeting CPU-based 
supercomputers. It is an evolution the flow solver Incompact3d which 
was initially designed in France in the mid-90’s for serial processors 
to solve the incompressible NS equations. The pressure Poisson equa-

tion is solved directly in spectral space via the use of three-dimensional 
(3D) Fast Fourier Transforms [10]. The parallelisation of Xcompact3d is 
achieved through the 2DECOMP&FFT library [12] to leverage the com-

putational resources of the latest generations of supercomputers.

The high numerical accuracy and computational performance of 
Xcompact3d provides a good platform for developing a high-order DNS 
solver to study and analyse MHD flows.

The paper is organised as follows: the governing equations and the 
details of the implementation of the MHD module in Xcompact3d are 
presented in Section 2. The validation of the MHD module against estab-

lished benchmarks is then conducted in Section 3. Section 4 is dedicated 
to the study of the 3D Taylor-Green vortex flow with an enforced mag-

netic field with a strong kinetics/magnetism interaction. Summary and 
concluding remarks are given in Section 5.

2. Governing equations and implementation

2.1. Governing equations

For an incompressible flow involving electromagnetic fields, the 
primitive variables to solve generally include the velocity field, 𝑢 =(
𝑢𝑥, 𝑢𝑦, 𝑢𝑧

)
, and the magnetic field, 𝐵 =

(
𝐵𝑥,𝐵𝑦,𝐵𝑧

)
. The governing 

equations for the velocity and magnetic fields are given in a non-

dimensional form respectively as,

𝜕𝑢

𝜕𝑡
= −1

2
[(
𝑢 ⋅∇

)
𝑢+∇ ⋅

(
𝑢⊗ 𝑢

)]
−∇𝑝+ 1

Re
∇2𝑢+N

(
𝐽 × �⃗�

)
, (1)

𝜕�⃗�

𝜕𝑡
=1
2

[(
�⃗� ⋅∇

)
𝑢+∇

(
�⃗� ⊗ 𝑢

)]
− 1

2

[(
𝑢 ⋅∇

)
�⃗� +∇

(
𝑢⊗ �⃗�

)]
+ 1

Rem
∇2�⃗�,

(2)

where 𝑝 is the pressure and 𝐽 is the current density vector. The Reynolds 
number, Re = 𝑈𝐿∕𝜈, dictates the ratio between inertial and viscous 
forces, in which, 𝑈 , 𝐿 and 𝜈 are respectively the reference velocity, ref-

erence length and kinematic viscosity. The magnetic Reynolds number, 
Rem = 𝑈𝐿∕𝜂, indicates the ratio between magnetic induction to diffu-

sion. The magnetic diffusivity 𝜂 is calculated as 𝜂 = 1∕𝜇𝜎, in which 𝜇 is 
the magnetic permeability, and 𝜎 is the electric conductivity. The Stuart 
number, N, also known as the magnetic interaction parameter, is de-

fined as the ratio of electromagnetic to inertial forces, N = 𝜎𝐵2
0𝐿∕𝜌0𝑈 , 

in which 𝐵0 is the reference magnetism, 𝜌0 is the reference density of 
the fluid. The symbol, ⊗, stands for the outer production operation.

Eq. (1) is the Navier–Stokes momentum equation with an extra 
Lorentz force term, N 

(
𝐽 × �⃗�

)
. Eq. (2) is the magnetic induction equa-

tion, arising from the combination of Ohm’s and Ampere’s laws. The two 
transport equations are nonlinearly coupled. The conservation of mass 
requires velocity field satisfies,

∇ ⋅ 𝑢 = 0, (3)

and the magnetic field also needs to satisfy the Gauss’ law for mag-

netism:
∇ ⋅ �⃗� = 0. (4)
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Both the convective terms in the momentum and magnetic equations 
are written in the skew-symmetric form to reduce aliasing errors from 
solving these equations numerically [13–15]. For the sake of clarity, the 
convective terms in Eq. (2) are expanded as follows,

(
�⃗� ⋅∇

)
𝑢 =
⎛⎜⎜⎜⎝
𝐵𝑥

𝜕𝑢𝑥
𝜕𝑥

+𝐵𝑦
𝜕𝑢𝑥
𝜕𝑦

+𝐵𝑧
𝜕𝑢𝑥
𝜕𝑧

𝐵𝑥

𝜕𝑢𝑦

𝜕𝑥
+𝐵𝑦

𝜕𝑢𝑦

𝜕𝑦
+𝐵𝑧

𝜕𝑢𝑦

𝜕𝑧

𝐵𝑥
𝜕𝑢𝑧
𝜕𝑥
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𝜕𝑢𝑧
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𝜕𝑢𝑧
𝜕𝑧
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∇
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(5)

The current density vector, 𝐽 , is obtained from the Ampere’s law, 
closing the system:

𝐽 = 1
Rem

∇ × �⃗� (6)

For cases with a low magnetic Reynolds number, Rem ≪ 1, the mag-

netic field is decoupled from the velocity field, and determined by the 
boundary conditions. Therefore, the induced magnetic field can be ne-

glected, and the magnetic field can be seen as a time-invariant field as, 
�⃗� = �⃗�0. By employing Ohm’s law, a Poisson equation for the electric 
potential, 𝜑, can be obtained as,

∇2𝜑 =∇ ⋅
(
𝑢 × �⃗�

)
, (7)

and the current density distribution can be expressed by,

𝐽 = −∇𝜑+ 𝑢 × �⃗�. (8)

In summary, one of two systems of governing equations can be used 
to solve a MHD problem, depending on the magnetic Reynolds number:

• For a flow with relatively high Rem, Eqs. (1) and (2) are solved to 
obtain the velocity and magnetic fields, combining the divergence-

free constraints for both fields, Eqs. (3) and (4). The current density 
is calculated from the magnetic field via Eq. (6).

• For a flow with Rem ≪ 1, and �⃗� = �⃗�0, we can still solve Eq. (1)

with constraint Eq. (3) to obtain the velocity field. Instead of solving 
the induction equation, Eq. (2), we can choose to solve the electric 
potential equation, Eq. (7), and further calculate 𝐽 via Eq. (8).

In this study, the two solvers are named the induction solver and the 
potential solver, respectively. The first system of equations is normally 
used in plasma flow and astrophysics, where the magnetic field is highly 
dynamic and changes with time. The latter system is widely used in 
lab-scale MHD such as in liquid metal flows relevant to nuclear fusion, 
where the magnetic field is applied to fluids from an external source and 
the induced magnetic field is negligible. From the computational point 
of view, the second system of equations is more efficient to solve; as the 
number of equations to solve is lower than the first system, and Eq. (2)

tends to be numerically stiff with a very low Rem, making its solution 
3

impractical for many lab-scale MHD problems.
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Table 1

The input parameters for the MHD module in Xcompact3d.

MHD parameter Description

mhd_active Logical variable to active the MHD module

mhd_equation String to select the MHD system to solve:

induction to select Eq. (2).

potential to select Eq. (7)

hartmann Float variable for Hartmann number

stuart Float variable for Stuart number

rem Float variable for magnetic Reynolds

number (only for mhd_equation equal to ‘induction’)

2.2. Implementation procedure

A new MHD module is developed within the framework of Xcom-

pact3d, and a set of input parameters are added into input files, to 
parameterise the MHD module, as listed in Table 1.

Both the induction solver and the potential solver are included in the 
MHD module of Xcompact3d, and the users can select one of them by 
editing the value of the variable, mhd_equation, in the input file. The 
comparison of the computational loops among the original NS solver, 
the induction solver with the magnetic induction equations, and the 
potential solver with the electric potential equitation is presented in 
Fig. 1.

To solve the NS equations in Xcompact3d, the first step is to 
calculate the convection and the diffusion terms, i.e., the terms, 
1
2
[(
𝑢 ⋅∇

)
𝑢+∇ ⋅

(
𝑢⊗ 𝑢

))
, and 1

Re
∇2𝑢, in Eq. (1), with the first- and 

second-derivatives being calculated via sixth-order compact finite-

difference schemes on a collocated Cartesian mesh. The intermediate 
velocity field, 𝑢∗, can then be obtained by advancing Eq. (1) in time 
using a fractional step method, but this intermediate velocity field is, 
in general, not divergence-free. Time advancement is performed using 
an explicit high-order Adams-Bashforth scheme or Runge-Kutta scheme. 
The next step is to correct this velocity field with the pressure gradients. 
The pressure Poisson equation,

∇2𝑝 =∇ ⋅ 𝑢∗, (9)

is solved in the Fourier space to obtain a pressure field, and the velocity 
is then projected onto a divergence-free space using the pressure gradi-

ent,

𝑢 = 𝑢∗ − ∇𝑝. (10)

When the parameter mhd_equation is set to ‘induction’, the in-

duction equations are solved via a similar procedure, as shown Fig. 1

(b). The convection and diffusion terms in Eq. (2) are first solved using 
a sixth-order compact finite-difference method, and the intermediate 
magnetic field, 𝐵∗, is obtained through time integration. To ensure a 
divergence-free magnetic field, we incorporate the divergence cleaning 
technique proposed by Dedner et al. [16], in which a virtual magnetic 
pressure term, 𝜓 , is introduced to Eq. (2) as,

𝜕�⃗�

𝜕𝑡
+∇𝜓 =1

2

[(
�⃗� ⋅∇

)
𝑢+∇

(
�⃗� ⊗ 𝑢

)]
− 1

2

[(
𝑢 ⋅∇

)
�⃗� +∇

(
𝑢⊗ �⃗�

)]
+ 1
𝑅𝑒𝑚

∇2�⃗�. (11)

The magnetic Poisson equation is then incorporated to solve 𝜓 ,

∇2𝜓 =∇ ⋅ �⃗�∗, (12)

and a divergence-free magnetic field at the new time step is then ob-

tained through a projection step as,

�⃗� = �⃗�∗ − ∇𝜓. (13)

The current density field, 𝐽 , can subsequently be calculated from 𝐵( )

using Eq. (6), and the force term, 𝑁 𝐽 × �⃗� , is obtained and applied to 



Computer Physics Communications 307 (2025) 109400J. Fang, S. Laizet and A. Skillen

Fig. 1. The computational loops of (a): the NS solver (mhd_active set to false), (b): the induction solver, and (c): the potential solver. The blue boxes indicate 
the common MHD routines; the red boxes are the routines related to the induction equations; the green box is the routine that solves the potential equation. (For 
interpretation of the colours in the figure(s), the reader is referred to the web version of this article.)
the momentum equation, Eq. (1), to finalise a loop of solving the MHD 
system.

When the parameter mhd_equation is set to ‘potential’, the 
computational procedure for MHD is comparatively simpler, as shown 
in Fig. 1 (c). Given a known magnetic field, 𝐵 = 𝐵0, only one Poisson 
equation for the electric potential, Eq (7), needs to be solved. The cur-

rent density field is calculated using Eq. (8), and the magnetic force term 
is applied to the momentum equations in the same way as above.

2.3. Numerical details

Xcompact3d is based on a Cartesian mesh and uses finite-difference 
sixth-order compact (implicit) schemes for spatial discretisation. The 
main originality of Xcompact3d is that the Poisson equation for the in-

compressibility of the velocity field is fully solved in spectral space via 
the use of relevant 3D Fast Fourier transforms (FFTs).

With the help of the concept of modified wavenumber [9], the diver-

gence free condition is ensured up to machine accuracy. The simplicity 
of the mesh allows an easy implementation of a two-dimensional (2D) 
domain decomposition based on pencils [17]. The computational do-

main is split into a number of sub-domains (pencils) which are each 
assigned to an MPI-process. The derivatives and interpolations in the 
x-direction (y-direction, z-direction) are performed in X-pencils (Y-

pencils, Z-pencils), respectively. The 3D FFTs required by the Poisson 
solver are also broken down as series of 1D FFTs computed in one di-

rection at a time. Global transpositions to switch from one pencil to 
another are performed with the MPI command MPI_ALLTOALL(V). 
Xcompact3d can scale well with up to hundreds of thousands MPI-

processes for simulations with several billion mesh nodes [17]. The same 
numerical methods are used for to compute the solution of the MHD 
equations.

In Xcompact3d, the Poisson equations (e.g. Eqs. (9), (7) and (12)), 
are solved in spectral space using a half-staggered arrangement. For the 
4

current MHD module, the velocity field and magnetic field are stored 
on the main mesh, while the pressure and magnetic pressure are stored 
on a half staggered mesh with respect to the main mesh. The advantage 
of using staggered mesh is its numerical stability, see [10].

For simplicity, the procedure of solving a general two-dimensional 
(2D) Poisson equation,

∇2𝑓 = 𝜕𝑔

𝜕𝑥
+ 𝜕ℎ

𝜕𝑦
, (14)

with 𝑓 located on the main velocity mesh, and 𝑔 and ℎ stored on the 
half-staggered pressure mesh, can be described as follows:

• The 𝑥-derivative term on the right-hand-side of Eq. (14) is first ap-

proximated from the main mesh to the half-staggered mesh using 
the sixth-order compact central scheme for staggered meshes,

9
62

𝜕𝑔

𝜕𝑥

||||𝑖− 1
2 ,𝑗

+ 𝜕𝑔

𝜕𝑥

||||𝑖+ 1
2 ,𝑗

+ 9
62

𝜕𝑔

𝜕𝑥

||||𝑖+ 3
2 ,𝑗

= 63
𝑔𝑖+1,𝑗 − 𝑔𝑖,𝑗

62Δ𝑥
+ 17

𝑔𝑖+2,𝑗 − 𝑔𝑖−1,𝑗

186Δ𝑥
, (15)

• An interpolation procedure is conducted for 𝜕𝑔

𝜕𝑥
from the half-

staggered mesh to the main mesh along the 𝑦-direction using a 
sixth-order midpoint interpolation scheme,

3
10

𝜕𝑔

𝜕𝑥

||||𝑖+ 1
2 ,𝑗−

1
2

+ 𝜕𝑔

𝜕𝑥

||||𝑖+ 1
2 ,𝑗+

1
2

+ 3
10

𝜕𝑔
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||||𝑖+ 1
2 ,𝑗+

3
2

= 3

𝜕𝑔

𝜕𝑥

|||𝑖+ 1
2 ,𝑗+1

+ 𝜕𝑔

𝜕𝑥

|||𝑖+ 1
2 ,𝑗

4
+

𝜕𝑔

𝜕𝑥

|||𝑖+ 1
2 ,𝑗+2

+ 𝜕𝑔

𝜕𝑥

|||𝑖+ 1
2 ,𝑗−1

20
. (16)

• Following the same principle, the 𝑦-derivative term can be first cal-

culated from the main mesh to the half-staggered mesh along the 𝑦-

direction, and then interpolated to main mesh along the 𝑥-direction.

• After the variables on both sides of Eq. (14) are evaluated on the 
main mesh, classic FFT-based Poisson solvers [18–20] can be used 

to solve Eq. (14).
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Table 2

The parameters for the 2D OTV case. The 
reference velocity, length, and magnetism 
are equal to 1 in the simulations.

Parameter Value

mhd_active true

mhd_equation induction

Stuart number 50

Magnetic Reynolds number 50

Reynolds number 50

It should be noted that the spectral Poisson solver used in Xcom-

pact3d is compatible with non-periodic boundary conditions with the 
use of cosine Fourier transforms, as explained in [10].

3. Validations and discussions

In this section, the MHD module is validated with a series of canoni-

cal MHD flows using the induction equations or the potential equations. 
The computational time and parallel efficiency of the module is also 
presented in this section with the analysis of the weak and strong scal-

ing of Xcompact3d with and without the MHD module on a CPU-based 
supercomputer. Unless otherwise noted, all the benchmark cases are 
based on the sixth-order compact finite-differences schemes and the 
FFT-based spectral solver described in the previous section, and a third-

order Runge-Kutta scheme [21] for the time integration.

3.1. Two-dimensional Orszag-Tang vortex

The first benchmark case is the 2D Orszag-Tang vortex (OTV) flow, 
proposed by Orszag and Tang [22], which describes the temporal evo-

lution of initial vortical structures in a 2𝜋2 square domain with periodic 
boundary conditions. The flow becomes increasingly complicated due 
to the nonlinear interaction between velocity and magnetic fields. The 
initial field is given as,

⎛⎜⎜⎝
𝑢𝑥
𝑢𝑦
𝑢𝑧

⎞⎟⎟⎠ = 2
⎛⎜⎜⎝
−sin (𝑦)
sin (𝑥)

0

⎞⎟⎟⎠ ,
⎛⎜⎜⎝
𝐵𝑥

𝐵𝑦

𝐵𝑧

⎞⎟⎟⎠ = 2
⎛⎜⎜⎝
−sin (𝑦)
sin (2𝑥)

0

⎞⎟⎟⎠ . (17)

The Magnetic Reynolds number is sufficiently large (Rem = 50) so 
that the induction equations have to be solved. The full set of the pa-

rameters for this benchmark is listed in Table 2.

The case is simulated with various computational meshes ranging 
from 322 to 2562 mesh nodes, and the simulations are conducted up to 
the non-dimensional time, 𝑡 = 2, with a constant time step, Δ𝑡=0.0001. 

The vorticity strength, ||𝜔𝑧
|| = |||||

𝜕𝑢𝑦

𝜕𝑥
−
𝜕𝑢𝑥

𝜕𝑦

|||||, and the current density, 𝐽𝑧, 

obtained by using 2562 mesh nodes, are shown in Figs. 2 and 3, respec-

tively.

Thin sheet-like vortical and electrical structures with large gradients 
evolve from simple initial fields. This is different from a 2D pure hydro-

dynamic vortical flow, in which the vortices decay monotonically with 
time due to the lack of vortex stretching in the third direction [23]. Both 
the vortical and electrical structures obtained with Xcompact3d agree 
well quantitatively with the results from previous studies [16,24,25].

The effectiveness of the correction step described in Eq. (12) and (13)

is demonstrated by showing the magnetic divergence at 𝑡=0.6 in Fig. 4. 
Before the correction step, the error of magnetic divergence shows high 
values around the current sheet structures, and after the correction step, 
the magnetic divergence field has a clear random pattern with noises of 
order 10−13; close to machine round-off error (the simulations presented 
in this study are performed in double precision).

The quantitative validation of the evolution of the spatially averaged 
kinetic/magnetic energy and kinetic/magnetic enstrophy is presented in 
Fig. 5, in which the kinetic energy, 𝐸𝑘 , kinetic enstrophy, Ω𝑘, magnetic 
5

energy, 𝐸𝑛, and magnetic enstrophy, Ω𝑚, are defined as,
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𝐸𝑘(�⃗�, 𝑡) =
1
2
(
𝑢 ⋅ 𝑢
)
, Ω𝑘(�⃗�, 𝑡) =

1
2
(
�⃗� ⋅ �⃗�

)
,

𝐸𝑚(�⃗�, 𝑡) =
1
2

(
�⃗� ⋅ �⃗�

)
, Ω𝑚(�⃗�, 𝑡) =

1
2

(
𝐽 ⋅ 𝐽

)
, (18)

where the vorticity is defined as

�⃗� =∇× 𝑢. (19)

From Fig. 5 (a) we can observe the non-monotonic evolutions of 𝐸𝑘

and 𝐸𝑚. The kinetic energy first decays, reaching its minimal value at 
𝑡=1.2, and then starts to grow. The magnetic energy initially rises, 
reaching its maxima at 𝑡=1.0, and then decays. The total energy 
presents a monotonic decay, similar to the evolution of kinetic energy 
in a pure hydrodynamics Taylor-Green vortex flow. The kinetic energy 
is converted into magnetic energy during the first half of the evolution, 
afterwards, the magnetic energy is covered back into kinetic energy.

It can be confirmed from Fig. 5 (a) that the results from Xcompact3d 
agree well with the reference data from previous DNS of Orszag and 
Tang [5], even for the case with a coarse mesh (e.g., 322 mesh nodes). 
The kinetic/magnetic energies obtained by Xcompact3d with different 
mesh resolutions collapse well with each other and with the reference 
data.

The temporal evolution of the enstrophy is more sensitive to the sim-

ulation’s resolution. According to Fig. 5 (b), the magnetic enstrophy is 
mesh independent when the mesh size is bigger than 1282 mesh nodes. 
The rapid amplification of the magnetic enstrophy is accompanied with 
the formation of sheet-like structures with strong gradients as shown 
in Fig. 3. The magnetic enstrophy reaches its maximal value at around 
𝑡=1.0, when the magnetic energy starts to be converted back into ki-

netic energy. A good agreement between the present DNS and the data 
of Orszag and Tang [5] can be observed in Fig. 5 (b) for the time evolu-

tion of the kinematic and magnetic enstrophy.

To further assess the results, the global maximums of vorticity and 
enstrophy at 𝑡=0.5 and 𝑡=1.0 are compared with the DNS of Dellar [16]

and the results of De Rosis et al. [25] in Table 3. It can be seen from 
Table 3 that our results converge with lower spatial resolution than the 
reference data, indicating the advantage of using high-order methods 
for DNS of MHD flows.

3.2. Three-dimensional Orszag-Tang vortex

Following the 2D OTV flow, a 3D OTV case is established by allowing 
fluctuations in the 𝑧-direction within a 2𝜋3 cubic computational domain 
(periodic boundary conditions). The initial conditions for the velocity 
and magnetic fields are given as,⎛⎜⎜⎝
𝑢𝑥
𝑢𝑦
𝑢𝑧

⎞⎟⎟⎠ = 2
⎛⎜⎜⎝
−sin (𝑦)
sin (𝑥)

0

⎞⎟⎟⎠ ,
⎛⎜⎜⎝
𝐵𝑥

𝐵𝑦

𝐵𝑧

⎞⎟⎟⎠ = 0.8
⎛⎜⎜⎝
−2sin (𝑦) + sin (𝑧)
2 sin (2𝑥) + sin (𝑧)
sin (𝑥) + sin (𝑦)

⎞⎟⎟⎠ , (20)

and the input parameters are listed in Table 4. The 3D simulations are 
conducted up to the non-dimensional time, 𝑡 = 2, with a constant time 
step, Δ𝑡=0.0001 and with mesh sizes ranging from 323 to 2563 mesh 
nodes.

The temporal evolution of energy is shown in Fig. 6 (a), from which 
we can see the collapse of all the curves from the different meshes, 
meaning the results are mesh independent for these quantities. The con-

version between kinetic and magnetic energies can also be seen, and the 
total energy presents a monotonic decay with time. To better illustrate 
the difference among the results, we calculate the relative errors with 
respect to the fine mesh result obtained with 2563 mesh nodes in Fig. 6

(b). The error of the kinetic energy from the simulation with 322 mesh 
nodes is less than 4% and the error quickly reduces with the mesh re-

finement. When the mesh is refined to 1283 mesh nodes, the level of 
errors reduces to approximately 10−4.

The temporal evolution of enstrophy is shown in Fig. 7, and we can 
see a lower level of magnetic enstrophy resolved for the simulation with 

323 mesh nodes. Other than that, the collapse for the other simulations 
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Fig. 2. Vorticity at different instants for the 2D OTV, represented by 11 contour lines ranging from ||𝜔𝑧
||=0 to 10.

Fig. 3. Current density at different instants for the 2D OTV, represented by 21 contour lines ranging from 𝐽𝑧=-0.2 to 0.2.
6

Fig. 4. Divergence of magnetic field before and after the correction step at 𝑡=0.6.
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Fig. 5. Temporal evolution of: (a) spatially averaged kinetic and magnetic energy, and (b) spatially averaged kinetic and magnetic enstrophy, for the 2D OTV.

Table 3

Comparison of the global maxima of Ω𝑘 and Ω𝑚 at 𝑡=0.5 and 𝑡=1.0 for the 2D 
OTV flow.

t mesh
Xcompact3d Dellar (2002) [16] De Rosis et al. (2021) [25]

Ω𝑘 Ω𝑚 Ω𝑘 Ω𝑚 Ω𝑘 Ω𝑚

0.5

322 22.61 15.53 - - - -

642 22.43 17.71 - - - -

1282 22.84 18.22 22.74 17.96 21.95 16.88

2562 22.84 18.26 22.81 18.20 22.59 17.88

5122 22.85 18.26 22.84 18.24 22.77 18.15

10242 - - - - 22.82 18.22

1.0

322 51.48 33.83 - - - -

642 88.26 43.42 - - - -

1282 100.93 46.44 98.98 45.13 76.26 39.62

2562 101.06 46.69 100.25 46.30 93.02 44.53

5122 101.06 46.70 100.82 46.59 98.42 46.09

10242 - - - - 100.39 46.49
Table 4

The parameters for the 3D OTV case. The 
reference velocity, length, and magnetism 
are 1.

Parameter Value

mhd_active true

mhd_equation induction

Stuart number 17.54

Magnetic Reynolds number 17.54

Reynolds number 17.54

is excellent. The kinetic enstrophy from all the meshes collapse as it can 
be seen in Fig. 7 (a). Comparing the relative errors of enstrophy shown 
in Fig. 7 (b) with the errors of the energy, we can observe that the en-

strophy error is an order of magnitude larger than the energy error, 
meaning that the enstrophy is more sensitive to the spatial resolution. 
The level of enstrophy errors reduces from approximately 10−1 for the 
simulation with 323 mesh nodes to approximately 10−3 for the simula-

tion with 1283 mesh nodes.

To further highlight the difference between the results from different 
meshes, Fig. 8 compares the global maximum of current density, 𝐽𝑚𝑎𝑥 , 

calculated as, 𝐽𝑚𝑎𝑥 = max
[(
𝐽 ⋅ 𝐽

)1∕2]
, and the max operator returns 

the peak value within the computational domain. The results from the 
simulation with 1283 mesh nodes and 2563 mesh nodes agree perfectly 
with the DNS from a high-resolution pseudo-spectral solver performed 
with a 1283 mesh nodes [26]; the result from our simulation with 643
mesh nodes yields a slightly lower peak at 𝑡=1.16. Even for the sim-

ulation with 643 mesh nodes, Xcompact3d still yields superior results 
when compared to the data of De Rosis et al. [25], obtained with a lat-
7

tice Boltzmann solver with 1283 lattice points, showing the advantage 
of high-order methods in capturing the flow features of a 3D MHD flow. 
The highest values of 𝐽𝑚𝑎𝑥 from the Xcompact3d code are respectively 
19.9230, 22.4334, 22.7469 and 22.7571 when the mesh size is grad-

ually increased from 323 mesh nodes to 2563 mesh nodes. Therefore, 
Xcompact3d converges to the result (𝐽𝑚𝑎𝑥=22.7439) obtained in the 
reference data generated by a pseudo-spectral solver [26] for the sim-

ulation with 1283 mesh nodes, indicating a similar accuracy for both 
solutions.

3.3. Laminar two dimensional MHD channel flow

A channel flow bounded by upper and lower walls under an exter-

nal magnetic field normal to the flow direction is studied in this section. 
The MHD channel flow is also known as Hartmann flow, which was first 
analysed by Hartmann and Lazarus in 1937 for the flow of mercury [27]. 
For a Hartmann flow, the magnetic Reynolds number is typically small, 
i.e., 𝑅𝑒𝑚 ≪ 1, and the induced magnetic field is negligible. We there-

fore employ the potential solver for this case. The flow is between two 
infinite walls positioned at 𝑦 = 0 and 𝑦 = 2, and driven by a pressure 
gradient in the 𝑥-direction, as sketched in Fig. 9. A periodic condition 
is applied at both the inflow and outflow planes, and the velocity is en-

forced to be zero on the walls with a zero wall-normal pressure gradient. 
A constant magnetic field, �⃗� = (0, 1, 0), is applied in the wall-normal di-

rection, inducing an electric current in the fluid, and further leads to a 
Lorentz force opposing the flow. Consequently, the velocity profile will 
be changed due to the body force.

The flow parameters are listed in Table 5, in which the Hartmann 
number, Ha, is defined as,√

𝜎𝜌0
√

Ha =𝐵0𝐿 𝜈
= Re N. (21)
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Fig. 6. Temporal evolution of: (a) spatially averaged kinetic and magnetic energy for the 3D OTV, and (b) their difference to the finest mesh solution.

Fig. 7. Temporal evolution of: (a) spatially averaged kinetic and magnetic enstrophy for the 3D OTV, and (b) their difference to the finest mesh solution.
Fig. 8. Temporal evolution of global maxima of current density, 𝐽𝑚𝑎𝑥 .

The reference velocity and length are respectively the bulk velocity, 

𝑢𝑏 =
1
2

2

∫
0

𝑢𝑥𝑑𝑥, and the half-height of the channel, ℎ. A uniform pres-

sure gradient is applied in the 𝑥-direction to maintain a constant 𝑢𝑏 = 1.

The computational domain is a 2D rectangle, with only 8 mesh uni-

formly distributed in the 𝑥-direction from 0 to 1, and 129 nodes in the 
8

𝑦-direction from 0 to 2. Xcompact3d has the capability of dealing with 
Fig. 9. Sketch of a 2D Hartmann flow.

non-uniform mesh in the 𝑦-direction, which is beneficial for the sim-

ulation of wall-bounded flows. For this case, the stretching function 
described in [10] is applied to the nodes in the 𝑦-direction so that the 
resolution is refined near both walls, and the distance of the first node 
away from the way is 𝑦1 = 0.00556.

The simulation starts from a laminar channel flow without MHD, and 
reaches a steady state after 𝑡 = 800𝐿∕𝑢𝑏, as shown in Fig. 10, in which 

the friction velocity is defined as, 𝑢𝜏 =

√
𝜈

Re
𝜕𝑢𝑥

𝜕𝑦
. With a wall-normal 
magnetic field, the central line velocity is reduced and the skin friction 
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Fig. 10. History of the central line velocity and friction velocity for channel flow with and without MHD.
Table 5

Parameters of the laminar channel 
flow. Reb is the Reynolds number 
based on the bulk velocity and half 
of the channel height.

Parameter Values

mhd_active true

mhd_equation potential

Reynolds number 𝑅𝑒𝑏=2800

Hartmann number 1,5,10

goes up. This is due to the Lorentz force that is trying to slow down 
the fluid, but a fixed bulk velocity (i.e., the mass flux) is imposed in 
the simulation. The Lorentz force is larger for the fluids with a higher 
speed, and consequently, the fluid in the central region of the channel is 
slowed down, but the fluid’s velocity in the near-wall region is increased, 
leading to a flat velocity profile and an increased skin-friction.

The comparison of velocity profiles at different Hartmann numbers 
is presented in Fig. 11, in which the analytical solution is obtained via 
the following formula [28],

𝑢 =
Re𝜏 ⋅ 𝑢𝜏

Ha ⋅ tanh (Ha)
1 − cosh (Ha ⋅ (𝑦− 1))

cosh (Ha)
, (22)

in which Re𝜏 = 𝑢𝜏ℎ∕𝜈 is the friction Reynolds number. The flattened 
velocity profile with an increased Hartmann number can be observed in 
Fig. 11. Perfect agreements between the results from Xcompact3d and 
the analytical solution at different Hartmann numbers are confirmed, 
indicating that the electric potential solver has been correctly applied.

3.4. Turbulent three dimensional MHD channel flow

The performance of our MHD solver is now evaluated for a fully 
turbulent wall-bounded flow in 3D by looking at the influence of the 
Hartmann number on wall turbulence. The numerical configuration is 
a turbulent channel flow, with a 4𝜋 × 2 × 2𝜋 computational domain 
discretised with a 256 × 129 × 192 mesh nodes. The mesh nodes are 
uniformly distributed in the 𝑥− and 𝑧-directions and refined towards 
the walls in the 𝑦-direction. The mesh resolution for the case without 
MHD is Δ𝑥+ = 7.4, Δ𝑦+1 = 0.83, Δ𝑦+𝑚 = 6.6, and Δ𝑧+ = 4.9, in which 
the superscript, +, stands for variables in wall units and subscripts 1 
and m indicate the mesh spacing for the first node away from the wall 
and the node at the channel centre, respectively. The flow parameters 
are selected to ease the comparison with the reference data obtained by 
Nishimura and Kasagi [29], as listed in Table 6.

Similar to the 2D laminar channel flow case, a uniform pressure gra-

dient is applied in the 𝑥-direction to maintain a constant bulk velocity 
𝑢𝑏 = 1. A DNS of a 3D turbulent channel flow without MHD is first con-
9

ducted up to 𝑡 = 1, 500ℎ∕𝑢𝑏, after which the magnetic field is applied. 
Fig. 11. Comparison of velocity profiles at different Hartmann numbers.

Table 6

Parameters of the turbulent chan-

nel flow.

Parameter Values

mhd_active true

mhd_equation potential

Reynolds number 𝑅𝑒𝑏=2305

Hartmann number 0,4,6,8

The simulations with MHD are conducted up to 𝑡 = 120, 000ℎ∕𝑢𝑏, and 
the statistics are collected from 𝑡 = 90, 000ℎ∕𝑢𝑏 to 𝑡 = 120, 000ℎ∕𝑢𝑏.

The time and spatially (𝑥∕𝑧-directions) averaged velocity profile and 
the Reynolds stress in the channel without MHD are compared with 
previous DNS and experiments in Fig. 12. The operator, ⟨⟩, in Fig. 12, 
denotes a quantity obtained by averaging in time and homogeneous di-

rections, and the superscript, ′, indicates a fluctuating variable from the 
mean, as 𝑓 = ⟨𝑓⟩+𝑓 ′. A good agreement for the velocity profiles against 
the classic law of wall, the experiment of Eckelmann [30] and the previ-

ous DNS of Moser et al. [31] is confirmed. Some differences can be noted 
on the Reynolds stress profiles between the present DNS and the result 
of Moser et al. [31], due to the slight difference in Reynolds number. 
The friction Reynolds number of the present case (𝑅𝑒𝜏 = 150) is slightly 
lower than the one obtained in the DNS of Moser et al. (𝑅𝑒𝜏 = 178). By 
scaling the vertical coordinate with wall units and channel half-height, 
we obtain excellent agreements between the two DNSs respectively in 

the inner and outer regions of the channel, as shown in Fig. 12 (c, d).
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Fig. 12. Mean velocity and Reynolds stress profiles for a conventional turbulent channel flow. The Reynolds stress is normalised with the friction velocity, 𝑢2 .
The velocity profiles in the channel flow with vertical magnetic fields 
at different Hartmann numbers are compared with the DNS database of 
the THTLab produced by Noguchi and Kasagi [7] in Fig. 13. The mag-

netic field leads to a lift of the log layer, similar to the velocity profiles 
in some drag-reducing turbulent flows [32–36]. With the increase of 
the Hartmann number, the log layer is diminished. The difference be-

tween the present DNS and the THTLab data can be seen in Fig. 13 (a), in 
which the Xcompact3d predicts a slightly higher log layer than the THT-

Lab data. Nonetheless, a good agreement between the two sets of data 
is observed when the velocity profiles are scaled with bulk velocity in 
Fig. 13 (b). We can see that with the increase of the Hartmann number, 
the mean velocity gradually becomes flat, similar to the observation in 
the laminar channel flow in Fig. 11. When the Hartmann number is in-

creased to 𝐻𝑎 = 8, the velocity profile collapses to the laminar solution, 
meaning the flow is relaminarised.

The Reynolds stress profiles are compared with the THTLab data in 
Fig. 14, from which we can confirm a good agreement between the two 
sets of data at 𝐻𝑎 = 4 and 𝐻𝑎 = 6, although the THTLab data shows 
slightly higher Reynolds stress. From Fig. 14, we see the suppression of 
fluctuations from turbulence by the vertical magnetic field, and with the 
increase of the Hartmann number, lower values of Reynolds stress are 
obtained. As expected for 𝐻𝑎 = 8, all the Reynolds stress components 
are zero, meaning that the flow is fully laminar.

The turbulence structures at the end of the simulations are shown 
in Fig. 15. The coherent structures are visualised using the Q-criterion, 
i.e., the iso-surface of the second invariant of the velocity gradient ten-

sor, coloured with the streamwise vorticity, 𝜔𝑥 . The coherent structures 
in the channel flow present streamwise vortices with arc-shape heads, 
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known as the hairpin or horseshoe structures of wall-bounded turbu-
𝜏

lence [37,38]. The instantaneous streamwise velocity at the 𝑦+ = 10
plain is also shown in Fig. 15. Rich coherent structures are observed in 
the non-MHD channel flow, and the velocity presents streamwise elon-

gated meandering patterns, known as the streaks [39]. For the cases 
with non-zero Hartmann numbers, the magnetic field applied in the ver-

tical direction largely suppresses the turbulence structures. We can see 
the coherent structures become sparser with an increase of 𝐻𝑎, and for 
𝐻𝑎 = 8 we barely see any structures in the channel, which agrees with 
the relaminarisation of the channel flow at 𝐻𝑎 = 8 observed above. The 
velocity streaks also become less energetic with an increase of the Hart-

mann number. From 𝐻𝑎 = 4 to 𝐻𝑎 = 6, the low-speed streaks become 
wider and less meandering, and no streak can be observed at 𝐻𝑎 = 8 as 
the channel flow is fully laminar.

3.5. Computing performance and scalability

The computational cost of the MHD solver is compared with the 
baseline hydrodynamic solver of the original Xcompact3d for the 3D 
OTV flow on ARCHER2, the UK supercomputing facility [40]. The full 
ARCHER2 system is an HPE Cray EX supercomputing system with an 
estimated peak performance of 28 Pflop/s. The machine has 5,860 com-

pute nodes, each with dual AMD EPYC 7742 64-core processors at 
2.25GHz, giving 750,080 cores in total. The interconnect is HPE Cray 
Slingshot.

The computing cost per time step cost for the different solvers is 
listed in Table 7. The time is obtained by averaging the total CPU time 
over 50 time steps. For the data listed in the table, the size of the mesh 
for each computing core (corresponding to one MPI process) is main-

tained at 262,144. The corresponding plot for the weak scaling is shown 

in Fig. 16, from which we can note that the CPU time increases with the 

https://www.thtlab.jp/
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Fig. 13. Mean velocity profiles with different Hartmann numbers.
11

Fig. 14. Reynolds stress profiles for the MHD channel flows. The Reynolds stress is normalised with the local friction velocity, 𝑢2
𝜏
.
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Fig. 15. Turbulence structures in the lower half part of the channel.

Table 7

Computational time (second) per step for the 3D OTV case with different mesh sizes and 
computing cores.

Number of cores Mesh size NS solver NS+Potential solver NS+Induction solver

8 1283 0.54 0.92 1.43

64 2563 1.44 2.31 3.0

512 5123 2.15 3.23 5.72

4096 10243 2.41 3.56 6.33
number of cores, which is a common phenomenon for parallel comput-

ing software. The increase of CPU time gradually stabilises, indicating 
good scalability.

The ratio of computing times between the MHD solvers and the NS 
solver is plotted in Fig. 16 (b). It can be seen that the NS+potential solver 
has a cost per time step about 1.5 times higher than the NS solver alone, 
while the NS+induction solver has a higher cost, about 2.6 times more 
than the NS solver alone. The NS solver contains 3 transport equations 
and 1 Poisson equation, and the NS+potential solver needs to solve one 
extra 1 Poisson equation. Considering the fact that the Poisson solver 
is based on a spectral approach, requiring expensive 3D FFTs, the extra 
cost associated with the potential solver is reasonable. For the induc-

tion solver, 3 extra transport equations and 1 extra Poisson equation 
are needed on top of the NS solver, while the convection terms in the 
induction equations have more terms than the NS equations. It explains 
why the NS+induction solver is much more expensive than the NS+po-

tential solver.

To further analyse the scalability of the bew MHD module, the strong 
scaling for all the solvers is plotted in Fig. 17 with up to 32,768 CPU 
cores for simulations with up to 10243 mesh nodes. It can be seen that 
12

the strong scalability for all the solvers is satisfactory for all spatial res-
olutions, as long as the number of mesh nodes per core is large enough. 
For the 2563 simulation, the scalability is excellent with up to 1,024 
computational cores and is really poor when using more cores. This is 
the result of assigning a too small workload to each MPI process, the 
network latency becoming dominant eventually so that the scalability 
cannot be improved. However, for a simulation with more mesh nodes 
(10243), the scalability is excellent up to 16,384 computational cores. 
The key message here is that the potential and induction solvers do not 
alter the strong scaling of Xcompact3d.

4. In-dept study of the three dimensional MHD Taylor-Green 
vortex flow

The section is dedicated to the study of the well-known Taylor-Green 
vortex (TGV) flow in the presence of a magnetic field. The same set 
of numerical methods as Sec. 3 is used to study the problem, i.e., the 
sixth-order compact central scheme for the spatial discretisation and the 
third-order Runge-Kutta scheme for the time advancement. The TGV 
problem involves the temporal and spatial evolution of two pairs of 

counter-rotating vortices initially defined as,
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Fig. 16. Weak scaling of the MHD and NS solvers.
Fig. 17. Strong scaling of the MHD and NS solvers.

𝑢𝑥 =𝑈0sin(𝑥∕𝐿)cos(𝑦∕𝐿)cos(𝑧∕𝐿),

𝑢𝑦 = −𝑈0cos(𝑥∕𝐿)sin(𝑦∕𝐿)cos(𝑧∕𝐿),

𝑢𝑧 = 0,

(23)

in a 3D (2𝜋𝐿)3 periodic cube domain [41] (periodic boundary condi-

tions). The reference velocity, 𝑈0, and reference length, 𝐿, are set to 1 
for this study.

For a pure hydrodynamic problem, the kinetic energy, 𝐸𝑘, continu-

ously decays due to the viscous dissipation. But the enstrophy, Ω𝑘, as 
a measurement of vortical energy, tends to initially grow due to the 
nonlinear vortex stretching (depended on Reynolds number), and then 
decay due to viscosity [42]. The TGV flow is commonly used as a bench-

mark for testing the accuracy of numerical methods and CFD software 
[43,44], as the level of enstrophy and dissipation rate is sensitive to the 
mesh and numerical resolution.

Few studies have been devoted to a TGV flow with a magnetic field 
(i.e., TGV-MHD flow), as most of the research on homogeneous MHD 
turbulence has been focused on the OTV flow. The evolution of flow 
structures is highly related to the initial distribution of the magnetic 
field, even if the initial velocity field is the same. Breyiannis and Val-

ougeorgis [45] used the 3D TGV-MHD flow to validate their lattice 
Boltzmann solver, using an initial magnetic field defined as,

�⃗� = 𝐵0

⎡⎢ sin(𝑥∕𝐿)sin(𝑦∕𝐿)cos(𝑧∕𝐿)cos(𝑥∕𝐿)cos(𝑦∕𝐿)cos(𝑧∕𝐿)
⎤⎥ .
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⎢⎣ 0 ⎥⎦
This initial magnetic field also presents two pairs of vortical structures, 
similar to the velocity field. They observed the well-known mechanism 
of energy transfer between magnetic and hydrodynamic fields and en-

hanced dissipation through the creation of currents and vorticity. Vahala 
et al. [46] adopted the usual initial velocity field from the TGV flow 
combined with the usual initial magnetic field from the OTV flow,

�⃗� = 𝐵0

⎡⎢⎢⎣
−2sin(2𝑦∕𝐿)sin(𝑧∕𝐿)
2sin(𝑥∕𝐿) + sin(𝑧∕𝐿)
sin(𝑥∕𝐿) + sin(𝑦∕𝐿)

⎤⎥⎥⎦ ,
to test their lattice Boltzmann algorithms. They have also observed a 
strong energy exchange from kinetics to magnetism, and a rapid rise in 
the magnetic enstrophy. Pouquet et al. [47] and Krstulovic et al. [48]

analysed the TGV-MHD flow with yet another type of initial magnetic 
fields, i.e.,

𝐵𝐼 =𝐵0

⎡⎢⎢⎣
cos(𝑥∕𝐿)sin(𝑦∕𝐿)sin(𝑧∕𝐿)
sin(𝑥∕𝐿)cos(𝑦∕𝐿)sin(𝑧∕𝐿)

−2sin(𝑥∕𝐿)sin(𝑦∕𝐿)cos(𝑧∕𝐿)

⎤⎥⎥⎦ ,

𝐵𝐴 = 𝐵0

⎡⎢⎢⎣
cos(2𝑥∕𝐿)sin(2𝑦∕𝐿)sin(2𝑧∕𝐿)
cos(2𝑥∕𝐿)sin(2𝑦∕𝐿)sin(2𝑧∕𝐿)

0

⎤⎥⎥⎦ ,

𝐵𝐶 = 𝐵0

⎡⎢⎢⎣
sin(2𝑥∕𝐿)cos(2𝑦∕𝐿)cos(2𝑧∕𝐿)
cos(2𝑥∕𝐿)sin(2𝑦∕𝐿)cos(2𝑧∕𝐿)

−2cos(2𝑥∕𝐿)cos(2𝑦∕𝐿)sin(2𝑧∕𝐿)

⎤⎥⎥⎦ ,
representing insulating, alternate insulating, and conducting boundary 
conditions, respectively. Pouquet et al. [47] reported that the dynam-

ics of the three cases were different, even though the initial conditions 
had the same energy, the same equipartition between kinetic and mag-

netic energy, the same zero magnetic helicity, the same weak correlation 
between the velocity and the magnetic field, and the same type of struc-

tures in the current and vorticity, with sheets and rolls. For the insulating 
condition, the magnetic quantities are stronger than kinetic and en-

strophy variables, and for the alternate insulating case, the kinetic and 
magnetic variables are close to being in balance, but for the conducting 
condition, the kinetic quantities dominate.

In the present section, we provide a new benchmark with an original 
set of initial conditions for the MHD quantities. The initial velocity field 
is defined classically by Eq. (23), but the magnetic field is decomposed 
into enforced and induced fields with,
�⃗� = �⃗�+ �⃗�, (24)
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Table 8

The parameters for the 3D TGV-MHD case. The reference velocity, length, and 
magnetic field are 1.

Case Stuart number Reynolds number Magnetic Reynolds number mesh

1 100 100 100 643
2 7200 7200 7200 5123
in which the enforced magnetic field is not updated during the simula-

tion and normal to the initial velocity field as, �⃗� =
⎡⎢⎢⎣
0
0
1

⎤⎥⎥⎦, for this case, 

and the initial induced magnetic field is zero as, �⃗� =
⎡⎢⎢⎣
0
0
0

⎤⎥⎥⎦.
The induction equations (Eq. (2)) are modified with fluctuating in-

duction equations as follows:

𝜕�⃗�

𝜕𝑡
=1
2

{[(
�⃗�+ �⃗�

)
⋅∇
]
𝑢+∇

[(
�⃗�+ �⃗�

)
⊗𝑢
]}

− 1
2

{(
𝑢 ⋅∇

)(
�⃗�+ �⃗�

)
+∇
[
𝑢⊗
(
�⃗�+ �⃗�

)]}
+ 1

Rem
∇2
(
�⃗�+ �⃗�

)
. (25)

This kind of setup could minimise the interference of the initial mag-

netic field to the evolution of flow structures, as the initial magnetic 
energy is zero without any structures. Physically, this case can be seen 
as a model describing the evolution of turbulence in a conductive fluid 
under an external magnetic source.

Two cases are analysed in this section, a low Reynolds number case 
and a high Reynolds number case, whose parameters are listed in Ta-

ble 8. The Reynolds number and the magnetic Reynolds number always 
are kept the same in a simulation, so that the magnetic Prandtl num-

ber, 𝜈∕𝜂 is always 1. The Stuart number is also set to the same value 
as the Reynolds number. For the case with a low Reynolds number, 
dissipation dominates the flow, suppressing the nonlinear interactions 
between flow structures. But, for the second case with a high Reynolds 
number, the nonlinear effect is strong enough for the flow to evolve into 
turbulence-like structures.

4.1. TGV-MHD flow at a low Reynolds number

The statistics for the first case with Re = Rem = 100 are shown in 
Fig. 18, in which the kinetic and magnetic energy and entropy are 
defined by replacing �⃗� with �⃗� in Eq. (18). The kinetic and magnetic 
dissipation rates are respectively defined as,

𝜖𝑘 =
1
Re

⟨
1
2

(
𝜕𝑢𝑖

𝜕𝑥𝑗
+
𝜕𝑢𝑗

𝜕𝑥𝑖

)2⟩
,

𝜖𝑚 = 1
Rem

⟨
1
2

(
𝜕𝑏𝑖

𝜕𝑥𝑗
+
𝜕𝑏𝑗

𝜕𝑥𝑖

)2⟩
.

(26)

The strong oscillations of all the kinetic and magnetic statistics can be 
seen in Fig. 18, indicating an intense two-way energy transfer between 
kinetic and magnetic fields. The phase difference between kinetic statis-

tics and magnetic statistics is half of the oscillating period, and almost 
all the energy is transferred between kinetic and magnetic fields during 
a period. Stretching of magnetic field lines is responsible for the conver-

sion of kinetic energy into magnetic energy. As field lines are stretched 
due to convection by the fluid, the magnetic field strength increases due 
to the conservation of magnetic flux. The Lorentz force is responsible for 
converting magnetic energy into kinetic energy and accelerates the fluid 
as the magnetic field strength increases. This cycle repeats with an ob-

served frequency of 1∕𝜋.

The total energy presents a monotonic decay, but the decay rate is 
much slower than the TGV without MHD, as shown in Fig. 18 (a). The 
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TGV without MHD presents a clear rise of enstrophy and dissipation 
rate at 𝑡 ≈ 5, which is attributed to the nonlinear vortical interaction. 
However, such a peak is not noticeable from the total quantities for 
the MHD case. This suggests that the nonlinear interactions of vortical 
structures are possibly suppressed by the magnetic field.

For the pure hydrodynamic case (no MHD), from the instantaneous 
flow structures visualised with the Q-criterion in Figs. 19 (a) and 19

(b-c), we observe the evolution of 3D structures from the initial 2D 
vortices. The initial streamlines show 2D parallel circles aligned in the 𝑧-

direction. These evolve into 3D spiralling structures, shown at 𝑡 =5 and 
10. The coherent structures evolve from the initial drum-like structures 
into 3D rod-like structures, similar to the coherent structures commonly 
observed in isotropic turbulence [49].

For the TGV flow under a magnetic field, the flow structures evolve 
differently, as shown in Figs. 20, in which the evolution of flow struc-

tures and streamlines within one oscillating period (𝑡 = 3.21 to 6.32) 
is presented. At 𝑡 = 3.21, when the kinetic energy reaches a peak, the 
streamlines are still present as 2D parallel circles rotating in the 𝑧-

direction, similar to the initial flow field. The streamlines in the upper 
and lower parts of the subdomain have opposite rotating directions. At 
𝑡 = 4.83, the kinetic energy reduces to a local valley, and we see the main 
rotating direction changes to 𝑥∕𝑦-directions. This can be explained as 
the majority of the kinetic energy has been transferred to magnetic, and 
the residual motions tend to be randomly directed. The coherent struc-

tures have an egg-like shape instead of a rod-like shape as observed the 
non-MHD flow. At 𝑡 = 6.32, the kinetic energy is increased to another 
peak (Fig. 18), and a similar flow pattern as 𝑡 = 3.21 is also recovered, 
but the rotating directions of the streamlines in the upper and lower 
parts of the subdomain are flipped.

The magnetic coherent structures at 𝑡 = 3.21, 4.83 and 6.32 are vi-

sualised in Figs. 21, using the iso-surface of electric current strength, |𝐽 |, and the magnetic field lines. We observe similar patterns as for the 
flow structures at different times in the simulation. At 𝑡 = 3.21, when 
most of the magnetic energy has been converted to kinetic energy, we 
see that the magnetic structure have an egg-like shape with magnetic 
lines mainly rotating towards the 𝑥∕𝑦-directions. At 𝑡 = 4.83, the mag-

netic energy reaches a peak, and we can see spiralling magnetic lines 
aligned in the 𝑧-direction around a drum-like structure, similar to the 
flow structures at the peak kinetic energy points shown in Fig. 20 (a,c). 
The magnetic lines in the upper and lower parts of the subdomain have 
opposite rotating directions, and they are also connected through the 
centre of the domain. At 𝑡 = 6.32, when the magnetic energy reaches a 
local minimum again, we can see both the magnetic coherent structures 
and magnetic field lines have recovered the same state as they were at 
𝑡 = 3.21.

Therefore, for the present TGV-MHD flow at Re = Rem = 100, the 
flow and magnetic fields behave similarly, and the enforced magnetic 
field, �⃗�, acts like a converter to exchange kinetic and magnetic ener-

gies. The flow structures and magnetic structures are also very similar 
to each other and they are well preserved during the kinetics-magnetism 
oscillations.

4.2. TGV-MHD flow at a high Reynolds number

The temporal evolution of key statistics of the TGV-MHD flow at 
Re = Rem = 7200 is presented in Fig. 22, from which we shall see a 
different evolution when compared to the low Reynolds number case, 
as the nonlinear effect increases with the Reynolds number. A DNS of 
a conventional TGV flow at Re = 1600 is conducted with a 2563 mesh 

as a reference, and even if the Reynolds number is lower, this no-MHD 



Computer Physics Communications 307 (2025) 109400J. Fang, S. Laizet and A. Skillen

Fig. 18. Temporal evolution of key statistics for the 3D TGV-MHD flow with 𝑅𝑒 = 100.

Fig. 19. Flow coherent structures for the TGV case at 𝑅𝑒 = 100 without MHD, visualised with the Q-criterion. The streamlines are coloured with the 𝑧-vorticity. Only 
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1/8 of the domain is shown.
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Fig. 20. Flow coherent structures for the MHD-TGV case at 𝑅𝑒 = 100 and 𝑅𝑒𝑚 = 100. Only 1/8 of the domain is shown, using the same visualisation method as 
Figs. 19.

Fig. 21. Magnetic coherent structures for the MHD-TGV case at 𝑅𝑒 = 100 and 𝑅𝑒𝑚 = 100. The coherent structures are visualised with an iso-surface of current 
strength, |𝐽 |. The magnetic field lines are coloured with 𝐽𝑧. Only 1/8 of the domain is shown.
case has a similar level of enstrophy with the TGV-MHD flow, hence it 
is relevant for comparison.

The energy is still highly oscillatory between kinetic and magnetic 
energies, and the total energy also presents a monotonic decay due to 
the diffusion terms from both momentum and magnetic equations. The 
total energy decay rate is still much lower than the TGV flow without 
MHD, indicating that the magnetic field slows down the energy diffu-

sion. The decay rate of the total energy is suddenly increased after 𝑡 = 30, 
which can be explained by the increased dissipation due to the small-

scale structures generated by nonlinear effects. It is also worth noting 
that at the beginning of the evolution, the majority of the energy has 
been transferred between kinetic and magnetic fields, similar to the low 
Reynolds number case, but comparatively more energy is preserved for 
the later cycles. The amplitude of energy oscillation gets smaller with 
time, especially after 𝑡 = 30. This can be explained as the generation 
of 3D structures due to the enhanced nonlinear effect leaks the energy 
from the major rotating direction (i.e., 𝑧-direction) to other directions, 
obstructing the energy transfer under the enforced magnetic field in the 
𝑧-direction.

The sudden increase of enstrophy and dissipation rate can be seen 
clearly in Fig. 22 (b, c), and the peaks of both kinetic enstrophy and 
magnetic enstrophy are reached around 𝑡 = 32, which agrees well with 
the sudden acceleration of the energy decay rate. This sudden increase 
of enstrophy means an increase of velocity gradient, which is normally 
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caused by the generation of turbulence-like structures through the non-
linear interaction, e.g., vortex stretching. Compared to the TGV without 
MHD at a lower Reynolds number (𝑅𝑒 = 1600), the enstrophy peaks are 
reached at a significantly later time, which again shows the magnetic 
field slows down the nonlinear effect in terms of generating 3D flow 
structures. However, after the peaks are reached, the decay of enstro-

phy is also slower than the conventional TGV flow.

According to the vorticity and electric current density strength at 
𝑡 = 50 shown in Fig. 23, the flow and magnetic fields are highly non-

isotropic. Both the flow and magnetic fields present 𝑧-direction elon-

gated structures as a result of the enforced magnetic field. Symmetrical 
patterns are observed for 𝜔𝑧 and 𝐽𝑧 on the 𝑥 −𝑦 plain, meaning the flow 
has not reached a turbulent state, even though many small-scale struc-

tures can be seen. It also means that potential numerical errors cannot 
be seen in this flow obtained with Xcompact3d, as otherwise the symme-

try would be broken by the amplification of numerical errors. Both the 
streamlines and magnetic lines present a swirling pattern, with a large 
vortex in the middle surrounded by smaller eddies. However, a visual 
inspection of the flow in Fig. 23 (c), reveals that the vortical structures 
present a cascade-like pattern. The biggest vortex is seen in the middle, 
and smaller eddies with different sizes are observed around the cen-

tral big vortex, describing a 2D scenario of vortex breakdown. From the 
magnetic field lines in Fig. 23 (d), we only observe a central large vor-

tex and some very small eddies near the edges, lacking vortices with 

intermediate sizes.
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Fig. 22. Temporal evolution of key statistics for the TGV-MHD flow at 𝑅𝑒 = 7200. The results of a non-MHD TGV at 𝑅𝑒 = 1600 are plotted for comparison. For a 
better comparison, the dissipation rates in (c) are scaled with Reynolds numbers, i.e., 𝜖 𝑅𝑒 and 𝜖 𝑅𝑒 .
The coherent structures at 𝑡 = 50 are shown in Fig. 24, in which 
the flow structures are still visualised using Q-criterion coloured with 
𝑧-vorticity. Rich tube-like structures can be observed in Fig. 24 (a), and 
these structures are all aligned in the 𝑧-direction with positive and neg-

ative 𝑧-vorticity. The enforced magnetic field tends to adjust the flow 
structure towards its direction. The coherent structures of conventional 
TGV flow at 𝑅𝑒 = 1600 is also presented in Fig. 24 (c) for a comparison, 
and we can observe a huge difference between TGV and TGV-MHD flow. 
The coherent structures in a conventional TGV flow present randomly 
oriented worm-like structures, similar with those observed in isotropic 
turbulence.

The magnetic structures are visualised in Fig. 24 (b), using the iso-

surfaces of the second invariant of the magnetic gradient tensor, 𝑄𝑏 . The 
magnetic structures are also 𝑧-direction oriented. A detailed inspection 
of these structures in Fig. 25 (b) reveal that the isosurfaces of 𝑄𝑏 present 
feather-like structures, rather than tube-like. This agrees with the mag-

netic field mainly generating sheet-like structures in an MHD flow. From 
Fig. 25 (a), we also observe locally spiralling streamlines around the 
tube-like structure, but the magnetic field lines present a different pat-

tern, with some large-scale swirls. This agrees with the observation in 
Fig. 23.

5. Summary and concluding remarks

In this paper, we introduced a high-order finite-difference solver 
integrated into the Xcompact3d framework, specifically designed for 
direct numerical simulations (DNS) of magnetohydrodynamic (MHD) 
turbulence. The MHD module leverages 3D Fast Fourier Transforms, 
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sixth-order compact finite-difference schemes, and a direct spectral Pois-
𝑘 𝑚 𝑚

son solver to efficiently handle both induction and potential-based MHD 
equations on CPU-based supercomputers. The solver was rigorously vali-

dated against benchmark cases such as the Orszag-Tang vortex and MHD 
channel flows, demonstrating its accuracy and robustness in capturing 
complex MHD phenomena.

Our findings indicate that the Xcompact3d MHD module maintains 
the scalability of the original framework, ensuring efficient performance 
on modern high-performance computing clusters. The module shows 
excellent weak and strong scaling capabilities, making it suitable for 
large-scale simulations. The computational cost analysis revealed that 
the MHD solvers are computationally efficient, with the potential solver 
being only 1.5 times and the induction solver 2.6 times more expensive 
than the original Navier-Stokes solver per timestep. The module’s ability 
to solve MHD problems at different scales, ranging from weak to strong 
magnetic fields, makes it a versatile tool for research in both engineering 
and astrophysics, e.g., the dynamo problems.

Furthermore, we presented new insights into the evolution of the 
Taylor-Green vortex under an external magnetic field across different 
flow regimes. The results highlighted the solver’s capability to accu-

rately capture the intricate dynamics of MHD turbulence, including 
energy transfer between kinetic and magnetic fields, as well as the 
development of turbulence-like structures under varying magnetic in-

fluences. With increased nonlinear effects at a higher Reynolds number, 
the energy transfer was less efficient, with some energy leaking in other 
directions. The enforced magnetic field significantly delayed the blow-

up of enstrophy compared to a hydrodynamic TGV flow. The major flow 
features were still present in the 𝑥 − 𝑦planes. The enforced magnetic 
field stretched the flow structures in the magnetic direction, forming 

many small-scale tube-like flow structures and feather-like magnetic 



Computer Physics Communications 307 (2025) 109400J. Fang, S. Laizet and A. Skillen

Fig. 23. Instantaneous vorticity and electric current fields at 𝑡 = 50 for the MHD-TGV case at 𝑅𝑒 = 7200.
structures. The breakdown of vortices mainly occurred in the 𝑥 − 𝑦

planes.

In conclusion, the developed MHD module in Xcompact3d stands as 
a powerful and efficient tool for the DNS of MHD turbulence, providing 
significant opportunities for advancing our understanding of MHD flows 
in various scientific and engineering applications. Future work will focus 
on extending the solver’s capabilities to heterogeneous parallel archi-

tectures, including GPUs, and exploring more complex MHD scenarios. 
We will also test the existing immersed boundary method implemented 
in Xcompact3d for the provision of different magnetic boundary condi-

tions.
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Fig. 24. Flow and magnetic coherent structures of TGV flow with and without MHD.

Fig. 25. Zoomed structures for the MHD-TGV case at 𝑅𝑒 = 7200 with streamlines and magnetic lines.
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