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ABSTRACT 

This paper explores whether, under what conditions, and why supervisors treat rule 

breakers favorably. Using field data from six seasons in the National Hockey League (NHL), we 

find that coaches select rule breakers for play more often than rule-abiding players, even if rule 

breaking may ultimately hurt a team’s chance of winning. However, this preference is bounded 

in several ways. It reverses when a player’s rule breaking becomes extreme, holds for minor (but 

not major) rule breaking, is absent for both players and teams in the lowest quintile of rule 

breaking, is observed in regular season (but not playoff) games, and is amplified when teams are 

on losing streaks but disappears after repeated wins. An experiment replicates this bounded 

preference for rule breakers and identifies that those in a position to reward rule breakers do so in 

part because they perceive them as more committed to team success. However, at extreme levels 

of rule breaking, concerns about the liability rule breakers represent eclipse these positive 

perceptions, reversing the preferential treatment they enjoyed when their rule breaking was more 

moderate. Together these findings illuminate one unexpected reason why rule breaking is so 

rampant and unethical behavior remains so pernicious in organizations.  

 

Keywords: Rule Breaking, Employee Commitment, Liability, Preferential Treatment, Rewards, 

Unethical Behavior 
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A (BOUNDED) PREFERECE FOR RULE BREAKERS 

Rules are enacted to constrain people from behaving in ways that legislators, regulators, 

industry bodies, or organizations have deemed to be unfair, harmful, or otherwise inappropriate 

(Posner, 1997). By directing and constraining employees’ efforts, they are a necessary part of 

organizational life (Okhuysen & Bechky, 2009; March & Simon, 1958, Scott & Davis, 2007). 

Yet rules can only forbid the behavior they endeavor to regulate. In practice, rule breaking 

remains tempting and is often perceived to be beneficial (Hollinger, 1986; Mars, 1982), which is 

part of the reason why it remains rife in organizations (MacLean, 2001; Martin, Lopez, 

Roscigno, & Hudson, 2013). What is missing in this disconnect between proscriptive and 

descriptive outcomes of rule breaking is a better understanding of the routes through which rule 

breaking might evolve from being prohibited behavior to a normalized aspect of organization 

culture (Ashforth & Anand, 2003; Brief, Buttram, & Dukerich, 2001). 

Scholarship on organizational rule breaking has tended to focus on antecedents rather 

than consequences (MacLean, 2001; Vadera, Pratt, & Mishra, 2013). When consequences of rule 

breaking have been explored, negative outcomes have dominated (Butterfield, Trevino, & Ball, 

1996; Dahling, Chau, Mayer, & Gregory, 2012; Podsakoff, Bommer, Podsakoff, & MacKenzie, 

2006; Tyler & Boeckmann, 1997). However, for rule violations to be as common as they are, 

there must be alternative processes beyond these decisions to punish (or not) rule breakers. 

Instead, rule breaking must be rewarded and reinforced in ways that explain its normalization as 

part of an organization’s or industry’s culture (Ashforth & Anand, 2003). To date, existing 

scholarship has broadly overlooked the possibility that rule breaking persists because those in 

positions of power – individuals whose decisions to select, reward, and advance employees 

shape organizational culture (Brief et al., 2001) – routinely reward it.  
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This paper explores whether, under what conditions, and why supervisors might treat rule 

breakers preferentially. Our curiosity about this prospect was motivated by stories in the media 

about individuals who, before being indicted for serious misconduct, had regularly received 

preferential treatment from their supervisors. For example, Kweku Adoboli, the “rogue” trader 

from UBS who ultimately cost the bank $2.3 billion (FINMA, 2012), had broken rules 

successfully for years. For much of this time, others at the bank, including those with supervisory 

authority over him, were well aware of Adoboli’s actions. Yet, they had done nothing to stop 

him (Financial Conduct Authority, 2014). Indeed, it became clear during his trial that, instead of 

punishing his rule breaking, his supervisors had praised and promoted him regularly (Croft, 

2012), tripling his compensation in the year before his arrest (Walker, 2012). Though this is only 

one example of supervisors treating rule breakers favorably, it remains an open question as to 

whether this example is unique or perhaps indicative of a broader preference for rule breakers. 

Using an archival dataset of players’ rule breaking in the National Hockey League (NHL) 

across six seasons, we explore whether players who violate codified and widely agreed upon 

league rules receive favorable treatment from coaches. This context provides several advantages 

for studying the consequences of rule breaking. First, rule breaking is observable and judged by 

independent third parties. This active monitoring by experts who use a clear classification system 

to determine which rules have been broken and what the penalties are for having done so is less 

subject to local understandings or political processes that might bias the reporting of such 

behaviors (Roulet, 2019). Second, favorable treatment (playing time) is measured accurately and 

precisely, providing a behavioral (versus attitudinal) measure of preferential treatment. We pair 

this archival data with an experiment that addresses endogeneity concerns by manipulating rule 
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breaking, allowing us to explore what might motivate supervisors’ preferential treatment of rule 

breakers.   

RULE BREAKING IN ORGANIZATIONS 

Rule breaking is typically considered as one form of deviant behavior—a broader 

category constituted by actions that violate or contravene norms, expectations, or mandates of 

one’s managers, organization, or other form of authority (Dahling & Gutworth, 2017; Hollinger, 

1986; Jetten & Hornsey, 2014; Mishra, Ghosh, & Sharma, 2021; Vadera et al., 2013). Existing 

scholarship on rule breaking has focused largely on why individuals break rules. Some rule 

breaking is selfishly motivated, to increase personal gain (Balasubramanian, Bennett, & Pierce, 

2017; Mars, 1982), to protect oneself from perceived threats (Belmi, Barragan, Neale, & Cohen, 

2015; Wakeman, Moore, & Gino, 2019), or to “fit” in an organizational culture that appears to 

require it (Apel & Paternoster, 2009; Fleming, 2020; Roulet, 2019). Other rule breaking is 

prosocially motivated (Malik & Mishra, 2023; Morrison, 2006). Individuals break rules to help 

customers (Ambrose, Taylor, & Hess, 2015; Gazzoli, Chaker, Zablah, & Brown, 2022; Gong, 

Sun, & Kang, 2022), peers (Ghosh & Shum, 2019), or their organization (Dahling et al., 2012; 

Morrison, 2006), particularly when they perceive the rules as unfair (Gong et al., 2022; Veiga, 

Golden, & Dechant, 2004), or as an obstacle to delivering on their objectives (MacLean, 2001; 

Martin et al., 2013). Though this research provides great insight into why actors break rules, it is 

silent about the consequences they face after breaking them.  

Work on the consequences of rule breaking concentrates almost exclusively on negative 

outcomes (Malick & Mishra, 2023; Mo, Lupoli, Newman, & Umphress, 2023). The most 

dominant perspective focuses on how rule breakers are punished (Butterfield, Treviño, & Ball, 

1996; Mooijman, van Dijk, Ellemers, & van Dijk, 2015; Tyler & Boeckmann, 1997; Zhang et al., 
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2019). Punishing rule breakers reconfirms a group’s existing values (Okimoto & Wenzel, 2009) 

and discourages subsequent misbehavior (Apel, 2013; Carlsmith, Darley, & Robinson, 2002). A 

second perspective focuses on how, in certain contexts, groups tolerate those rule breakers 

(Coser, 1962; Dentler & Erikson, 1959; Jetten & Hornsey, 2014; Jetten, Hornsey, Spears, 

Haslam, & Cowell, 2010), particularly if doing so is perceived to contribute to group goals 

(Fielding, Hogg, & Annandale, 2006; Morrison, 2006).  

Remarkably few studies have investigated the potential positive consequences of rule 

breaking. However, those that do report inconsistent and paradoxical findings. For example, rule 

breaking has been associated with feeling pride at the same time as guilt (Tang, Yam, & 

Koopman, 2020), and morally deficient at the same time as psychologically entitled (Liao, Yam, 

& Johnson, 2019). Rule breaking has been associated with higher levels of job satisfaction (Kim 

& Zhan, 2021), but also higher levels of work-life conflict (Liu, Lu, Zhang, & Cai, 2021), 

emotional exhaustion (Kim & Zahn, 2021), and anxiety (Liu et al, 2021). The range and 

inconsistency of these intrapersonal reactions to rule breaking hint at the complexity of its effects 

for rule breakers themselves. 

When we look at how rule breakers are evaluated and treated by others – particularly 

those in positions of authority over the rule breaker – we find inconclusive results. As mentioned 

above, the dominant perspective on the consequences of rule breaking focuses on punishment, 

and in particular how those in positions of power punish rule violations (Mooijman et al., 2015; 

Tyler, 2006; Wiltermuth & Flynn, 2013). This body of work takes the view that those with 

authority are motivated to regulate those under their influence. From this perspective, when 

subordinates break rules, the relevant question is not whether to punish or reward the rule 
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breaker, but whether the punishment for the rule breaker should be severe or lenient (Zhang, et 

al., 2019; Zipay, Mitchell, Baer, Sessions, & Bies, 2021).  

The conversation shifts a little when it turns to rule breaking that is perceived to be 

prosocially motivated. Morrison’s original theorizing about prosocial rule breaking was 

explicitly undecided about whether supervisors would respond positively or negatively to it 

(2006, p. 24), and the empirical evidence that has emerged since has not helped clarify that 

indecision. One study finds employees who engage in unethical pro-organizational behavior are 

evaluated positively by their supervisors (Zhan & Liu, 2021), but others find it is associated with 

more negative supervisor evaluations, particularly of employee task performance (Dahling et al., 

2012; Rhee, 2019). Still others find that supervisor responses to rule breaking depend on the type 

of rule breaking (Ghosh & Shum, 2019), or whether they are able to decouple its “bad” aspects 

from its contributions to performance (Fehr, Welsh, Yam, Baer, Wei, & Vaulont, 2019). These 

radically divergent findings indicate the need to explore how supervisors treat rule breakers in 

more depth.  

Complicating matters is that, to date, studies of supervisors’ responses to rule breaking 

have relied on self- or other-reported scale-based measures that that tap a mix of behavioral 

tendencies (e.g., Dahling et al., 2012), motivations for (e.g., Borry, 2017), and intentions to 

engage in rule breaking (e.g., Kim & Zahn, 2023), rather than employees’ actual rule breaking. 

The assumption underlying these measures is that they represent a solid enough proxy for actual 

behavior, but it is difficult to ignore the bias that self-presentational concerns likely introduce in 

this domain (Hewitt, Poole & Regoli, 2006; Webley, Cole, & Eidjar, 2001). To address this bias, 

scholars have turned to reports from organizational peers (e.g., Tang et al., 2022; Irshad, Bartels, 

Majeed, & Bashir, 2022), though the fact that these peers often benefit from the target’s rule 
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breaking activates a different self-serving bias that may influence the accuracy of these measures 

as well (Bocian & Wojciszke, 2014).  

Despite the limitations of self-reported measures, the use of real, behavioral measures of 

rule breaking in research is disappointingly rare. To avoid the penalties that rule breaking elicits, 

the behavior itself is usually hidden, and companies rarely report instances of internal rule 

breaking willingly. When organizations are caught violating external regulatory bodies’ rules, 

they often seek ways to avoid disclosing anything about their infractions. One study reported that 

less than 5% of SEC settlements involve admitting any information about the violation that 

elicited the enforcement action (Winship & Robbennolt, 2018). Yet, for scholars to truly 

understand rule breaking in organizations, it remains important to measure its various forms 

accurately and objectively (Hewitt, Poole & Regoli, 2006), as well as capture data rich enough to 

explore its contextual effects. 

METHODS 

It is difficult to study rule breaking empirically. Even when rule breaking has been 

discovered and recorded accurately, organizations often work diligently to ensure it remains 

buried from public view. For example, the research team approached both the Commodity 

Futures Trading Commission (CFTC) in the United States and the European Commission (EC) 

for text data gathered during the prosecution of several multi-national banks for rigging inter-

bank lending rates (LIBOR). Both the CFTC (personal communication, April 2, 2021) and EC 

(personal communication, May 20, 2019) responded that such data were effectively unavailable, 

as the organizations had successfully lobbied that public disclosure of client information, even if 

redacted, would violate customer privacy and potentially inhibit future whistleblowing.  
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To find a context where we could study how supervisors treat their team members as a 

function of their rule breaking behavior, we turned to professional sports. Professional sports 

offer a useful context to study rule breaking because most sports have codified rules that are 

policed actively. In addition, in many sports, rule breaking is easily observed and well recorded, 

making data on player-level and team-level rule breaking extensive and accessible.  

Research Context 

We considered various sports, but ultimately chose the National Hockey League (NHL) 

for three primary reasons. First, rule breaking in the NHL – engaging in behavior that elicits 

formal penalties from the referees overseeing the game – is discrete, observable and easily 

measured. As third-party professionals who watch every minute of play, referees observe, 

independently judge, and penalize players when they violate the standardized and codified rules 

of the professional association that regulates the industry (National Hockey League, 2023). In 

other sports, rule breaking is observed less easily and can go undetected until long after it has 

occurred. Efforts to determine how coaches treat members of their teams as a function of their 

rule breaking would be complicated in contexts where players can accrue multiple rule violations 

before being removed from play (such as football/soccer), or in sports with long delays between 

rule breaking, its discovery, and the penalties imposed for it (such as cycling).  

Second, we wanted a context where rule breaking was both common and included 

enough variance across players, games, and teams to detect its effects and determine potential 

moderators. Though rule breaking is common in many sports, it is particularly so in ice hockey. 

On average, NHL teams incur between 2 and 5 penalties per game, which vary both across 

players and within players across a season, as well as within and across teams. This variance 
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provided the empirical traction necessary to test how coaches treat players as a function of their 

rule breaking, while also enabling identification of contextual boundaries.  

Finally, we wanted a context in which penalties for rule breaking had meaningful 

negative implications for the team, as they do in organizational settings. Though rule breaking is 

normative in the sport (as it is in many organizations: Martin et al., 2013; Veiga et al., 2004), it 

nevertheless imposes an immediate cost on NHL teams. In ice hockey, referees remove 

penalized players from the game for fixed periods of time, meaning that the opposing team has 

the advantage of an extra player on the ice for that period. Thus, when a player breaks a rule, it 

represents an immediate liability for the team.  

Data 

 We collected our data from hockeyreference.com, a comprehensive database on NHL 

players, coaches, teams and games. Our sample consists of complete game level data on all NHL 

players for six seasons (2012/13 to 2017/18). We merge this player/game level dataset with a 

dataset of coaches to create player-coach dyads. The coaching file provides information on the 

exact dates that coaches worked for any team. Finally, we merge these files with data on team 

performance for each game. Though all data are from the same site, the different datasets are not 

equally complete, thus we restrict our sample to observation years with information on all three 

datasets. The starting date also comes after the NHL began to police rule breaking (particularly 

that with the potential to cause injury) more rigorously, a change that occurred following a series 

of head injuries to important players in the 2009-2010 season (Wyshynski, 2021).  

Measures 

Dependent variable: Preferential Treatment. We operationalize preferential treatment in 

terms of the total minutes of ice time a player receives in a focal game. Decisions about who 
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among a pool of players gets time on ice—a scarce and valuable resource—are among the most 

important coaches make (Staw & Hoang, 1995; Zhang, 2017). Unlike sports where players can 

play for the entire game (soccer, baseball), coaches regularly substitute in new offensive or 

defensive player groups in hockey. Coaches select players for given shifts based on their 

evaluation of players’ current value to the game, expectations of the future benefits and costs of 

assigning that playing time to one player over another, and static and dynamic team strategy. 

Importantly, playing time determines the extent to which team members can showcase their 

skills and value to those in a position to reward them (Zhang, 2017, 2019). Every player a coach 

chooses to put on the ice means other players remain off the ice without that opportunity. 

Research shows positive associations between playing time and contract extensions, individual 

reputation, and monetary awards (Staw & Hoang, 1995; Zhang, 2017). These meaningful 

organizational and career rewards means that time on ice is a clear form of preferential treatment.  

Independent variable: Penalties. We operationalize rule breaking using penalties 

accrued. These are codified in the NHL Rulebook, a 200-page manual detailing how the game 

should be played, the rules players are required to follow, and the penalties that are imposed for 

breaking them (National Hockey League, 2023). Penalties are enforced by referees, who remove 

players from the game for a set number of minutes for each violation they observe, leaving the 

focal team short-handed for that amount of time. Our primary independent variable is penalty 

minutes (PIM), a rolling total of penalty minutes accrued by a given player in the five games 

prior to the focal game (in which we measure time on ice). This is a continuous measure, with 

higher numbers indicating more extreme rule breaking.  

The NHL also differentiates penalties in terms of the severity of the infraction. Minor 

penalties are assessed for violating rules intended to ensure fair play (interfering with the 
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goalkeeper, throwing one’s stick, tripping an opponent) or to maintain standards of behavior 

(using obscene language). They rule players off the ice for 2 minutes each. Major penalties are 

assessed for more extreme violations; most actions that elicit major penalties could cause serious 

injury to other players (fighting, head-butting). They rule players off the ice for 5 minutes each. 

In some cases the same behavior can incur either a minor or a major penalty depending on the 

referee’s evaluation regarding the egregiousness of the behavior. For example, high-sticking (a 

player’s stick touching another player above their shoulders) typically elicits a minor penalty, but 

if a player engages in high-sticking with excessive force or causes injury, it elicits a major 

penalty. In addition to the time difference between minor and major penalties, minor penalties 

are cancelled if the opposing teams scores during the penalty and major penalties are not, making 

major penalties more costly to the team in multiple ways. We calculate penalty minutes arising 

exclusively from Minor penalties in the previous five games (MIP) and penalty minutes arising 

exclusively from Major penalties in the previous five games (MAP) separately, as they impose 

different costs to the team. 

As in many sports, several nuances in the rules can affect how penalties are served. Some 

penalties that occur at the same time between two players of opposing teams “offset” each other, 

such that penalized players are replaced while serving their penalty time. “Offset” penalties leave 

neither team short-handed, and so are arguably less costly than penalties that are not offset. 

However, offset penalties both tend to be relatively infrequent (roughly 11.5% of penalties in our 

sample) and nonetheless lead to strategic and logistical costs (i.e., other team members need to 

replace them, causing issues with on-ice team composition, as well as team and opposition-

focused strategies).  
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Control variables. We control for two main factors that may also influence player ice 

time. First, as players’ historical performance is relevant to the amount they are chosen to play, 

we hold two primary individual-level performance indicators constant: Plusminus and Corsi 

percentage. Plusminus measures a player’s contribution to team level outcomes by calculating 

the player’s team’s total scoring minus the opposing team’s total scoring while that player was 

on ice over the previous five games. Higher values indicate the player’s team outscored the 

opponent’s team when the player was on the ice. Corsi percentage is a measure of performance 

that examines non-goal-related performance outcomes. Specifically, it represents the percentage 

of time that a player was on ice when their team controlled the puck. It is calculated as the sum 

of the player’s team’s shots on goal, missed shots, and blocked shots, over the sum of the 

opposing team’s shots on goal, missed shots, and blocked shots, at even strength. If an individual 

player has a 50% Corsi percentage, it means that his team had as many shots on the opposing 

team’s goal as the opposing team had on his own goal, at even strength, when that player was on 

the ice. We sum the player’s Corsi percentage for the previous five games. 

Second, we also control for Player-coach familiarity, measured in terms of the number of 

games that a player has played with a given coach (cf., Zhang, 2017). The more games a coach 

has observed a player for, the more information they have about that player’s underlying quality, 

allowing them to rely less on rule breaking as a factor motivating selection decisions.  

Estimation strategy 

In line with recent literature, we estimate linear panel models with fixed effects for 

player, coach, and season (Zhang, 2017, 2019). By including these fixed effects, our estimates 

hold constant everything time-invariant for players and coaches during a given season, such as a 

player’s innate ability or a coach’s skill (Halaby, 2004; Zhang, 2017). The only variables we can 



 

14 
 

include beyond these fixed effects are those that do change within a season for a player, such as 

game-to-game performance or game types (such as playoff vs. regular season). All regressions 

also include overtime fixed effects to account for variance in the length (in minutes) of a given 

game. Our baseline estimation strategy tests how penalties accrued by an individual player in the 

previous 5 games affect the number of minutes he is chosen to play in a focal game (Zhang, 

2017). As in Zhang (2019), we cluster our standard errors at the player and coach level.  

Our main analyses restrict the sample in two ways. In line with previous literature, we 

exclude goalkeepers, who tend to play for entire games (and thus have essentially no variation in 

ice time per game), and accrue penalty minutes very rarely, factors that contribute to removing 

them in similar analyses (Kakkar, Sivanathan, & Gobel, 2020). We also exclude observations for 

players who accrued 20 or more penalty minutes in the prior five games (<1% of the sample), as 

there are certain players (“enforcers”) who occupy a unique role in ice hockey that specializes in 

activity that accrues penalties (see Stuart & Moore, 2017), that this set of observations would 

include. We include a robustness test for these observations. Our final sample after applying 

these restrictions consists of 213,850 player/game observations. 

Results 

 Primary results. Our primary results use our continuous measure of rule breaking. 

Summary statistics and correlations are included in Table 1. We report the effect of rule breaking 

on preferential treatment in Table 2. Model 1 includes the control variables alone. Model 2 tests 

the relationship between the total number of penalty minutes accrued in the prior 5 games and 

playing time in a focal game, controlling for a player’s performance (Plusminus, Corsi 

percentage) and coaches’ knowledge of players (Player-coach familiarity). Our continuous 

measure of rule breaking is associated with more ice time in the focal game (β=.12, p<.001).  



 

15 
 

However, it seems unlikely that coaches would reward rule breaking irrespective of its 

extremity. To understand whether the favorable treatment of rule breakers is bounded, we tested 

for a curvilinear effect following the guidelines provided by Haans et al. (2016). Model 3 adds 

the squared term for penalty minutes to the model. The main coefficient remains significant and 

positive (β=.18, p<.001) and the squared term is significant and negative (β=-.04, p<.001), 

indicating that coaches’ preferential treatment of rule breaking reverses at higher levels. Model 4 

uses Simonsohn’s two-lines procedure (2018) to test the significance of the simple slopes before 

and after the inflection point (about 9 minutes of penalties in the prior five games). This analysis 

shows that the slope of the line up to the inflection point (Xlow) is significant and positive (β=.05, 

p<.001), and the slope of the line from the inflection point onward (Xhigh) is significant and 

negative (β=-.03, p=.04, see Figure 1). The significance and opposite sign of both these slopes 

indicate that the effect is truly curvilinear.  

------ Insert Tables 1-2 and Figure 1 about here ------ 

Robustness tests. We conducted several robustness tests to confirm the validity of these 

primary findings. First, we ran models without control variables to determine whether our results 

were artificially inflated by multicollinearity. We report these results in Models 5-7 of Table 3. 

The direction and significance of our primary independent variables are unchanged. A second 

concern might be that our time on ice estimate is biased. If players commit penalties in the focal 

game in which we estimate time on ice, it reduces the amount of potential playing time a coach 

can allocate to them, compared to the players who accrued no penalties in that game. Model 8 

provides an estimate excluding all game observations in which the focal player accrued any 

penalty minutes, to equalize the potential minutes of play available for each player observation. 

Finally, we vary the window of previous games used to calculate prior penalty minutes to be 
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both smaller and larger than the 5 games in our baseline estimation (1, 3, 7, and 10 game 

windows). We report these in Models 9-12 (Table 4), providing reassurance that our effects are 

not driven by the 5-game window used in our primary models. In all these robustness checks 

(Models 5-12), the main effect and curvilinear term remain significant, indicating that our effects 

are robust after adjusting for a variety of potential sources of bias.  

------ Insert Tables 3-4 about here ------ 

Boundary Conditions 

We conducted several additional analyses to explore potential contextual, individual, or 

team-level boundaries of these effects.  

Type of rule breaking. It is reasonable to assume that coaches will not treat all types of 

rule breaking equally. More extreme rule breaking imposes a higher cost on teams in terms of 

how long it commits them to shorthanded play. Our primary models suggest that coaches do treat 

more extreme rule breakers less favorably than moderate ones, in terms of the number of penalty 

minutes a player has accrued in the prior five games. However, another way to differentiate 

moderate and extreme rule breaking is by rule breaking severity. We explore whether coaches 

treat players’ penalties differently as a function of whether the NHL Official Rules designates 

those penalties as minor (less serious) or major (more egregious).  

In Table 5, we find a positive and significant relationship between a player’s minor 

penalties and playing time (βMIP=.08, p<.001), and the squared term, while smaller, does not 

reverse in sign (βMIP2=.02, p<.001, Model 13). This suggests that the preferential treatment a 

player receives for incurring minor penalties levels out but does not decline. On the other hand, 

penalty minutes accrued for major penalties are unrelated to playing time (Model 14). This 

contrast indicates in a different way that the preference for rule breakers appears to be restricted 
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to moderate forms of rule breaking – a preference that attenuates but does not reverse – and that 

this preference does not exist when rule breaking is instead severe. We note, however, that the 

average major penalty minutes for a player in the past five games was substantially lower and 

less varied (MMAP=.09, SD=.32) than their average minor penalty minutes (MMIP=.82, SD=.99), 

which may have contributed to the null findings here. 

Type of player. Players have various styles of play, including differences in how often 

they break the rules. Some players play more “honorably” and elicit few penalties, while others 

make a career of breaking the rules. In Table 6, we explore how the frequency of players’ rule 

breaking (compared to their teammates) affects coaches’ preferential treatment. For those players 

whose total penalty minutes over that season is in the lowest quintile for their team 

(PIMLowAvg=0.98, SD=1.49), there is no relationship between penalty minutes and time on ice 

(βPIM=.06, p=.18; βPIM2=.03, p=.54, Model 15). However, there is a positive linear association 

between rule breaking and time on ice for every other quintile of player (Models 16-19). Only 

for players at the top quintile of penalty minutes on their team (PIMHighAvg=5.00, SD=4.45) is the 

linear and squared term significant (βPIM=.11, p<.001; βPIM2=-.03, p=.02, Model 20).  

These results suggest that preferential treatment of rule breakers operates at every part of 

the distribution of players’ rule breaking except among the most rule-abiding players. Indeed, 

more than half of the players receive only benefits for accruing more penalty minutes. This 

preferential treatment only reverses for the highest quintile of rule breakers on any team. The 

final model (Model 20) of Table 6 reports results for the most extreme  <1% of the sample 

(observations with 20 or more penalty minutes in the prior five games). Here, the pattern we find 

across the rest of the distribution does not hold at all. To the extent that this group represents 

“enforcers” – players who occupy a role that specializes in physical intimidation of opponents – 
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this result is perhaps not surprising. Since their role is to engage in activity that elicits penalties, 

they spend little time on ice generally (Keneski, 2011), and coaches may be disinclined to reward 

them for eliciting penalties, because eliciting the penalty was the purpose of their ice time to 

begin with. 

Type of team. Teams also differ in terms of how normative rule breaking is within them. 

These different cultures for rule breaking within teams likely influence preferential treatment 

(Borry, 2017). Thus, we explored whether the preference for rule breakers might be conditional 

on a team’s rule breaking culture (Table 7, Models 21-25). We find our effect is absent for teams 

in the lowest quintile of penalty minutes across teams for that season (PIMLowTeamAvg=2.01, 

SD=2.59: βPIM=.05, p=.15, βPIM2=-.01, p=.61, Model 21), but holds for teams where rule 

breaking is more rampant (PIMHighTeamAvg=3.08, SD=3.66: βPIM=.14, p<.001, βPIM2=-.03, p=.01, 

Model 25), highlighting how team culture remains important in moderating these effects.   

------ Insert Tables 5-7 about here ------ 

Recent team performance. We also explore if a team’s recent performance moderates 

coaches’ preference for rule breakers. If a team is on a winning streak, a coach may judge a 

player’s rule breaking – and its cost – differently than if they are on a losing streak. In Table 8 

(Models 26-31) we present results based on all combinations of teams’ wins and losses in the 

previous five games, ranging from losing all of their past five games to having won all of their 

past five games. We note that these models attend only to the aggregated number of wins and 

losses across games (i.e., combinations), and so do not capture order effects (i.e., permutations). 

For teams that have lost their past five games, there is a linear (but not curvilinear) effect of rule 

breaking, suggesting coaches play rule breakers more after losing five games, which does not 

attenuate at the high end of players’ rule breaking (βPIM=.20, p=.05, βPIM2=.00, p=.99, Model 26). 
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However, if a team has won one (or more) of the past five games, the results are consistent with 

our primary linear and curvilinear effects, where coaches select players up to a certain level of 

rule breaking and then reverse this preference at high levels of rule breaking. Uniquely, when 

teams have been on a winning streak (winning five games in a row), players’ rule breaking no 

longer has a significant influence on coaches’ decisions to play them (βPIM=.11, p=.13, βPIM2=-

.00, p=.93, Model 32).  

Type of game. Finally, we explore if our results hold for playoff games. Playoff games 

have higher stakes than regular season games, as they require teams to compete in best of seven 

game series, which limits their ability to correct for bad performance. Also, given the importance 

these games have in determining the season champion, it is possible that referees pay closer 

attention to infractions of league regulations. Given these differences, coaches may treat players’ 

rule breaking differently than in regular season games. Consistent with this intuition, the results 

show that while the effect holds for regular season games (βPIM=.18, p<.001; βPIM2=-.04, p<.001, 

Table 9, Model 32), it does not carry over into playoff games (βPIM=.10, p=.12; βPIM2=-.01, 

p=.71, Model 33).  

------ Insert Tables 8-9 about here ------ 

Rule breaking and game outcomes. Up to this point we have been agnostic about 

whether the players’ rule breaking benefits team performance. On one hand, it could be that rule 

breakers are treated preferentially because they help teams win games. On the other hand, our 

results would be more counterintuitive if coaches reward players who engage in activity that 

hurts their chances of winning. We therefore wanted to determine whether a team’s penalties in a 

game are associated with whether the team wins that game. A supplementary analysis of the 

relationship between a team’s penalty minutes and game outcomes finds that rule breaking 
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within a game is negatively related to winning that game (β=-.05, p<.01, Table 10, Model 34). 

This suggests that penalties are truly costly for teams, heightening curiosity about why coaches 

treat rule breakers favorably. We address this question in our next study. 

------ Insert Table 10 about here ------ 

Discussion 

In a sample of 213,850 player/game observations over six seasons of professional 

hockey, we find that players who violate official game regulations – and are penalized by game 

officials for doing so – are rewarded by coaches with additional playing time in future games. 

However, this positive association between rule breaking and playing time reverses when the 

number of penalty minutes becomes extreme. Importantly, we also find several boundary 

conditions of this effect. Our primary finding holds for minor rather than major rule violations, 

for players who break the rules often rather than rarely, in teams where rule breaking is rampant 

rather than restrained, when teams are suffering from a string of losses rather than on a winning 

streak, and for lower stakes (regular season) rather than higher stakes (playoff) games. We 

discuss the implications of these findings in the general discussion. 

STUDY 2: EXPERIMENT 

 Though we find in Study 1 that coaches reward rule breakers with additional playing 

time, the nature of our data did not allow us to explore why coaches made these choices. The fact 

that rule breaking is costly to teams motivates the question as to why coaches treat rule breakers 

preferentially at all. Study 1 hints that the preferential treatment is not due to a (direct) 

performance benefit, as we found a negative relationship between rule breaking and team 

performance. However, there is evidence that supervisors do reward employees whom they 

believe are highly committed to their teams and organizations (Shore, Bommer, & Shore, 2008). 
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To fuel these beliefs, employees need to signal to their supervisors that they are willing to go 

above and beyond what is expected of them (Brown, 1996), and engage in behavior that sends 

these signals (Cristea & Leonardi, 2019). Nevertheless, rule breaking is costly – as we see in 

Study 1 as well as more generally (MacLean, 2001) – even though it may be common (Martin et 

al., 2013; Tyler & Blader, 2005; Veiga at al., 2004). This means that rule breakers also represent, 

and will likely be seen as, a liability to their teams, particularly when their rule breaking is 

extreme. These countervailing perceptions exist in tension: supervisors might reward rule 

breaking to the extent they perceive it as a signal of the rule breaker’s commitment, but not to the 

extent that their rule breaking is perceived as a liability to the team achieving their goals.  

To explore how these perceptions (of a player’s commitment to and liability for their 

teams) work in concert to influence supervisory treatment, we conduct an experiment in which 

we manipulate team members’ levels of rule breaking to determine if those in a position to 

reward potential rule breakers (1) hold these perceptions, and (2) whether they then influence 

selection across levels of rule breaking. By manipulating how egregiously players in the 

experimental game break the rules while holding other aspects of the situation constant, we can 

confirm with more causal certainty that rule breaking is driving the preferential treatment we 

observe, as well as explore reasons why this preference might exist.  

Method 

 Participants. We recruited 224 participants (Mage=31.08, SD=10.54, 59.8% female) from 

the online survey platform Prolific Academic in exchange for £0.50. Post-hoc analyses of the 

measured effect size suggest that the sample size provided more than adequate power (1-β>.95) 

to detect selection decisions, and sensitivity analysis suggests that sample could detect an odds 

ratio of 0.60. Following recommendations to improve data quality (Peer, Vosgerau, & Acquisti, 
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2014), we restricted recruitment to individuals who had completed at least fifty studies and had 

been approved on 95% of those studies. Note that participants are paid for honest and accurate 

performance on the platform, conditions they agree to when signing up on the platform and in 

the study itself. As a result, not following the rules can lead to not being paid for the study, as 

well as affect their reputation on the platform and access to future studies. This loss of payment, 

reputation, and potential exclusion from future studies and thus income represent a significant 

cost to participants in this context (Peer et al., 2014).  

 Procedure. We informed participants that they would play a team game that required a 

six-sided die. We provided a link to an online die rolling website (www.random.org/dice/). We 

told participants that that they would be grouped in teams of five and assigned to one of two 

roles: Player or Advisor. Players would be individually responsible for reporting the outcome of 

their die rolls across three rounds of the game. Advisors would not roll dice but would report 

their opinions of team members and select one player for a bonus round of the game. We 

informed participants that each team – four Players and one Advisor – would compete against 

other five-person teams in three rounds of the game and that each player on the team with the 

highest score would win £2.00. 

 In each round of the game, Players would roll their die five times and report the result of 

each roll. The sum of all four Players’ rolls on each team would then represent the team’s score 

in each round. To inform their evaluations of each player, at the end of each round, Advisors 

would see the rolls of each Player and the resulting team score. Before beginning, participants 

read the rules of the game, which included a rule specifying that players needed to report their 

die rolls accurately. We informed them that the likelihood of rolling any number once was 16%, 

the same number twice in a row was 2.8%, and the same number across all fifteen rolls of the 

http://www.random.org/dice/
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three rounds of the game was .000000000002%, reinforcing the statistical (im)probability of 

various patterns of die rolls, as well as specifying the sort of performance that would almost 

certainly involve breaking the rules.  

 Rule breaking manipulation. Unbeknownst to them, all participants were assigned to the 

Advisor role, and the rolls of the other four members were manipulated (see Appendix A for 

tables of the rolls and mean scores in each condition). In all conditions, Players 1, 3 and 4 

reported rolls consistently averaging somewhere between 3.4 and 3.6 in each round, performance 

that approximates the long-run statistical average of die rolls (i.e., 3.5). However, we assigned 

Advisors randomly to one of three conditions which manipulated the reported rolls of Player 2 

and the extent to which they broke the rules of the game.  

In our control (“Rule-abiding”) condition (n=73), Player 2 behaved in a way that signaled 

honest play, reporting rolls that averaged 3.5 across all three rounds (Range: 3.4-3.6), which 

represents what is statistically likely in this context. In the other two conditions, Player 2 reports 

rolls significantly higher than what is statistically probable, to elicit the perception that they are 

breaking the rules in a game that asks players to report their rolls accurately. In the “Moderate” 

rule breaking condition (n=75), Player 2 reported rolls resulting in an average of 5 across all 

fifteen rolls. We designed this condition so that participants would sense that this player was 

almost certainly violating the rules, but not so egregiously that the rule breaking was undeniable. 

In the “Extreme” rule breaking condition (n=76), Player 2 reported all 5s across the fifteen rolls. 

Having explained this outcome as nearly impossible in the instructions, we intended to remove 
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any doubt that this Player was flouting the rules egregiously. Both rule breaking conditions held 

constant the amount Player 2 contributed to the team’s performance.1  

 Perceptions of Player 2. After each “round” (every five rolls), we presented Advisors 

with a table showing what each of the four Players on their team reported rolling (Appendix A), 

and asked them to indicate their agreement (1=Completely Disagree, 7=Completely Agree) with 

two statements for each player: “Player N is willing to do anything necessary to ensure the 

team’s success” and “Player N is a liability to the team”. We purposely used short measures to 

minimize interruptions in Advisors’ evaluations of the Players (see Bergkvist & Rossiter, 2007 

for the reliability of single item measures). At the end of three rounds, we also asked Advisors to 

indicate to what extent (1=Not At All, 7=To A Great Extent) each player was “Breaking the 

rules” and “Cheating”, which we averaged as a measure of perceived rule breaking (α=.97).  

Favorable treatment. At the end of three rounds, we asked Advisors to choose one player 

to compete in a bonus round, the results of which would be doubled and added to the team score. 

We use the binary decision of whether the Advisor selected Player 2 to compete in the bonus 

round (1=selected, 0=not selected) as our measure of favorable treatment.  

Results 

 Perceptions of rule breaking. A one-way analysis of variance (ANOVA) confirmed that 

perceptions of Player 2’s rule breaking significantly differed by condition, F(2,221)=91.33, 

p<.001, 𝜂!"=.45. They were lowest in the “Rule-abiding” condition (M=1.66, SD=1.03), followed 

 
1 We collected data for a fourth condition in which Player 2 rolls all 6s (n=76). We do not report the results for this 
condition in the main text because the “All 6” condition confounds performance and rule breaking (players in the 
“All 6” condition contribute more to team performance than the “Average 5” condition). In a model with all four 
conditions, including both the “All 5” and “All 6” conditions, there are no meaningful differences between these two 
conditions, and thus for parsimony and clarity of explanation our primary text reports only the two rule breaking 
conditions that hold performance constant. 
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by the moderate rule breaking condition (M=3.86, SD=2.14) and the extreme rule breaking 

condition (M=5.70, SD=2.06). All mean differences were significant at p<.001.  

 Perceived commitment. We also found a significant relationship between rule breaking 

and ratings of Player 2’s commitment, F(2,221)=35.01, p<.001, 𝜂!"=.24. As the solid line of 

Figure 2 shows, Advisors perceived both moderate (M=5.55, SD=1.24, p<.001) and extreme rule 

breakers (M=5.79, SD=1.48, p<.001) as more committed than rule-abiding players (M=3.97, 

SD=1.57), but moderate and extreme rule breakers were perceived as equally committed (p=.90).  

 Perceived liability. There was also a positive association between rule breaking and 

perceptions that Player 2 was a liability to the team, F(2,221)=29.38, p<.001, 𝜂!"=.210. However, 

unlike perceptions of commitment, rule breaking severity significantly influenced these 

perceptions. When Player 2 only broke the rules moderately, their perceived liability (M=2.90, 

SD=1.75) did not differ from rule-abiding Player 2 (M=2.45, SD=1.30, p=.41: see Figure 2, 

dashed line). However, when Player 2 was an extreme rule breaker they were perceived as 

significantly more of a liability (M=4.59, SD=2.23) than rule-abiding (p<.001) or moderate rule 

breaker Player 2 (p<.001). In sum, liability perceptions only increase significantly at extreme 

levels of rule breaking.  

 Favorable treatment. Figure 2 also makes clear that Advisors chose Player 2 for the 

bonus round most often when they were a moderate rule breaker (61 of 75, 81% of the time), 

significantly more often than rule-abiding players (3 of 73, 4% of the time: χ2(1,148)=89.89, 

p<.001) or extreme rule breakers (39 of 76, 51% of the time: χ2(1,151)=15.21, p<.001). Extreme 

rule breakers were still selected significantly more than rule-abiding players (χ2(1,149)=40.99, 

p<.001). This pattern replicates the curvilinear effect of rule breaking on selection identified in 

Study 1.  
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------ Insert Figure 2 about here ------ 

We also tested the relationship between perceptions of Player 2s’ commitment and 

liability and the likelihood they were selected for the bonus round. In a logistic regression, 

perceptions of commitment (β=.46, Exp(β)=1.58, p>.001) increase the odds of selecting Player 2 

by 58%, and perceptions of Player 2’s liability (β=-.39, Exp(β)=.68, p>.001) decrease it by 32%, 

indicating clear relationships between these perceptions and the likelihood of being selected for 

the bonus round.  

Indirect effects. Our objective in the experiment was to create unambiguous perceptions 

of Player 2 as a rule-abiding player, a moderate rule breaker, or an extreme rule breaker. We 

believed these perceptions would lead to attributions about Player 2 as committed to or a liability 

for their team, ultimately predicting whether they were chosen for the bonus round. Thus, we 

conducted a logistic mediation model with 5,000 bootstrapped samples using Model 81 of Hayes 

PROCESS (2018). This model (see Figure 3) tests commitment and liability as two parallel 

mediators stemming from perceptions of Player 2’s rule breaking (which we experimentally 

manipulated; see Lench, Taylor, & Bench, 2014). We entered our experimental condition as a 

multi-categorical independent variable, using indicator coding with the rule-abiding condition as 

the reference category, rule breaking perceptions as the intermediate step driving perceptions of 

Player 2’s commitment and liability, which then form parallel mediators in the relationship 

between rule breaking and selection. The relative direct effects indicate that moderate rule 

breakers are six times more likely (effect=5.94, 95% CI=[4.34, 7.53]) and extreme rule breakers 

five and a half times more likely (effect=5.61, 95% CI=[3.84, 7.39]) to be selected for the bonus 

round than rule-abiding Players 2s.  

------ Insert Figure 3 about here ------ 
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The analysis also found several indirect effects of rule breaking on selection. Moderate 

rule breakers (relative to the rule-abiding condition) were more likely to be chosen for the bonus 

round as a function of being perceived as more committed, both in general (effect=.32, 95% 

CI=[.02, .82]), and as a function of the degree to which they broke the rules (effect=.11, 95% 

CI=[.01, .30]). On the other hand, they were not more likely to be chosen for the bonus round 

because they were perceived as a liability generally (effect=.15, 95% CI=[-.13, .48]), but rather 

through the perception that they broke the rules increasing perceptions of them as a liability, 

which in turn reduced their likelihood of being selected (effect=-.39, 95% CI=[-.75, -.19]).  

Extreme rule breakers (relative to the rule-abiding condition) were also more likely to be 

chosen for the bonus round, because they were perceived as more committed in general 

(effect=.30, 95% CI=[.02, .80]), and as a function of the degree to which they broke the rules 

(effect=.20, 95% CI=[.01, .52]). In contrast with moderate rule breakers, extreme rule breakers 

were consistently less likely to be chosen for the bonus round because of being perceived as a 

liability generally (effect=-.44, 95% CI=[-1.03, -.03]), as well as because perceptions of their 

rule breaking heightened these perceptions, in turn decreasing the likelihood of selection 

(effect=-.72, 95% CI=[-1.36, -.36]). These results suggest that breaking the rules creates both 

positive (commitment) and negative (liability) impressions which influence selection decisions in 

the die rolling game.  

Discussion 

 In Study 2, we use an experiment that manipulates levels of rule breaking to identify the 

causal relationships between players’ level of rule breaking, their advisors’ perceptions of their 

commitment to and liability for their team, and those advisors’ selection decisions. We observe a 

similar a curvilinear pattern of rule breaking on selection as we found in Study 1. Importantly, 
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these results document how perceptions of commitment attenuate and perceptions of liability 

increase when rule breaking becomes severe. Importantly, we show that those with the power to 

reward “subordinates” perceive rule breakers differently depending on whether they break the 

rules at moderate or extreme levels. Moderate rule breakers appear to be rewarded most because 

they are perceived as being highly committed without provoking the perception that they are a 

dangerous liability for their team. 

GENERAL DISCUSSION 

Our research provides new insights into how rule breaking functions in teams and 

deepens our understanding of how and why rule breaking can become endemic in organizations. 

Existing work in this area has largely focused on how rule breaking is punished (Podsakoff, 

Bommer, Podsakoff, & MacKenzie, 2006; Dahling et al., 2012) or tolerated (Coser, 1962; 

Dentler & Erikson, 1959; Jetten & Hornsey, 2014; Jetten et al., 2010) by other group members. 

Our findings challenge this dominant perspective by focusing on how those in positions of power 

treat rule breakers preferentially. In both data from established NHL teams and an experiment 

that manipulates rule breaking directly, we find that rule breaking is rewarded by one’s 

supervisor, though in a bounded way. This primary finding offers reasons for concern as well as 

optimism.  

Rule breaking is rewarded most when it is moderate, both in amount and in form. The 

preferential treatment that supervisors show rule breakers declines when it becomes extreme. 

While it is perhaps a relief that there are limits to the preferential treatment supervisors show rule 

breakers, it is concerning that “moderate” rule breakers (in both studies) receive preferential 

treatment that is so substantive. NHL players receive the most time on ice (controlling for their 

legitimate performance) when they have accrued 9 penalty minutes over the previous five games, 
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which represents an average of roughly one minor penalty a game. This benefit for rule breakers 

also occurs in a context where rule breaking clearly and unequivocally reduces a team’s chances 

of winning, suggesting that the NHL offers a conservative test of how positively rule breakers 

might be treated by their supervisors. In cases where rule breaking might enhance team 

performance, the benefits they receive might be even greater. This was the case in the 

experiment, where the moderate rule breaker dishonestly “earned” or “took” 150% of the points 

that a rule-abiding player would average, and was chosen twenty times more often for the bonus 

round than the rule-abiding player.   

Constraints on Preferential Treatment of Rule Breakers 

Importantly, our primary finding is bounded by several factors circumscribing to whom, 

where, and when this effect holds.  

Who. Team members vary in their rule breaking proclivities; some break them rarely, and 

others a great deal. We find that where a team member sits in this distribution on their team 

influences whether and to what extent they are rewarded for breaking the rules. Players whose 

rule breaking for that season was in the bottom 20% of the team distribution receive no 

preferential treatment for breaking the rules. In contrast, players in every other quintile are 

rewarded for rule breaking, and only the highest quintile sees a significant drop in that 

preferential treatment. This is discouraging as it suggests supervisors do perceive something 

worthy of rewarding in rule breaking behavior, just as Adoboli’s supervisors appear to have done 

(Croft, 2012; Walker, 2012).  

It is interesting to note that individuals at the most extreme ends of the rule breaking 

distribution receive, in general, no preferential treatment when they do break the rules. For the 

most rule-abiding, this may be due to a “moral” reputation (Sperber & Baumard, 2012) that 
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discourages supervisors from rewarding their rule breaking when they engage in it. This moral 

“halo” effect echoes recent work showing that individuals who signal their morality are less 

likely to be asked to engage in unethical behavior by their supervisors (Desai & Kouchaki, 

2017). More rule-abiding subordinates likely elicit favorable treatment for other reasons, but our 

data do not speak to what those reasons might be. For the most extreme rule-breakers, the results 

are less consistent. In the NHL data, we find a general trend towards continuing to treat rule 

breakers preferentially even at the higher end of the rule breaking distribution, but players at the 

very highest end (observations in the top 1% of penalty minutes in the prior five games) receive 

no preferential treatment. The absence of any relationship here underscores the idea that there 

may be a unique role for “enforcers” in teams (Stuart & Moore, 2017), whose rewards for rule 

breaking may differ from their teammates.  

Where. Individual behavior is always influenced by one’s immediate context (Apel & 

Paternoster, 2009; Borry, 2017; Kuenzi, Mayer, & Greenbaum, 2020). Thus, it is perhaps 

unsurprising that a team’s local culture of rule breaking influences whether team members are 

rewarded for it. Players on the most rule-abiding teams – teams in the bottom quintile of penalty 

minutes among teams for that season – are also not rewarded for rule breaking, though, similar to 

the player-level moderation, the other 80% of teams do reward it. The claim of some theorists 

that “all organizations are inherently criminogenic” (Gross, 1978, p. 56) may be exaggerated. 

Nevertheless, when rule breaking can be perceived positively – either as prosocially motivated 

(Vardaman, Gondo, & Allen, 2014), or as benefitting the bottom line or team performance (Apel 

& Paternoster, 2009) – the dominant mode appears to be to reward it.  

When. Temporal dimensions also moderate this preferential treatment. Rule breaking is 

rewarded more after a team has been performing poorly than it is after the team has been 
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performing well. This is consistent with research on how loss aversion motivates risk seeking 

(Kühberger, 1998) and unethical behavior (Cameron & Miller, 2009), as well as work showing 

that rule breaking in highly competitive contexts (Desmet, Hoogervorst, & Van Dijke, 2015), or 

when there is perceived scarcity in the environment (Staw & Szwajkowski, 1975). Additionally, 

coaches may reward rule breaking as a demonstration of commitment particularly when their 

team is performing poorly, believing (for good reason) that grit is necessary to get through these 

slumps (Lucas, Gratch, Cheng, & Marsella, 2015). In contrast, rule breaking is not preferred 

when the stakes of an individual game are higher (in our case, during the playoffs). It might be 

that supervisors perceive the liability of rule breakers differently in certain high stakes contexts, 

motivating them to devalue rule breaking rather than reward it.  

Reasons for the Favorable Treatment of Rule Breakers 

We also explored reasons why supervisors might treat rule breakers preferentially. Rule 

breaking appears to signal a team member’s commitment (Shore, Barksdale, & Shore, 1995; 

Shore, et al., 2008) – a willingness to do whatever it takes to get the job done (Brown, 1996). 

Thus, our findings add rule breaking as a unique addition to the list of extra-role behaviors (Van 

Dyne & LePine, 1998) that lead to perceptions of employee commitment, perceptions that are 

strongly associated with organizational rewards (Shore, et al., 1995). As other work has done 

(Werner, 1994; Cristea & Leonardi, 2019), our findings indicate that decision makers value 

behaviors that signal employees’ commitment even after objective measures of individual 

performance have been accounted for (Brown, 1996). Indeed, we control for performance that 

might explain why rule breakers are treated preferentially otherwise. 

We show that supervisors do weigh both the costs and benefits of rewarding their team 

members (Hinds, Carley, Krackhardt, & Wholey, 2000). Breaking the rules, even if doing so is 
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pro-socially motivated or performance-enhancing, does incur risk and can incur costly sanctions 

(Apel, 2013; Zhang et al., 2019). This makes rule breakers a liability to their groups, which our 

results indicate supervisors consider in their calculus of preferential treatment. However, it 

appears that these liability perceptions only matter when the rule breaking is truly severe and 

undeniable. Perhaps this is because when rule breaking is easiest to observe, it is harder to 

excuse in ways that might mitigate the liability it represents (Shaver, 2012).  

Theories of Rule Breaking  

Theories of rule breaking in organizations have focused largely on differentiating 

whether the rule breaker is motivated by personal gain (e.g., Mars, 1982) or for constructive 

(Vadera et al., 2013) or prosocial reasons (Mo, et al., 2023; Morrison, 2006). These motives are 

connected to the broader literature assessing decisions to punish rule breakers (Butterfield et al., 

1996; Mooijman et al., 2015; Tyler & Boeckmann, 1997; Zhang et al., 2019) or to tolerate them 

(Coser, 1962; Dentler & Erikson, 1959; Jetten & Hornsey, 2014). We focus instead on the 

supervisor’s point of view and remain agnostic about rule breakers’ motivations. The 

supervisor’s perspective is important. Regulatory authorities promulgates rules because they 

want to quash specific behavior – regardless of rule breakers’ motives. Yet, if supervisors treat 

rule breakers positively for violating formal rules, the motivation that matters is the supervisor’s, 

what motivated the rule breaker to violate the rule is less material.  

The fact that we find a clear preference for rule breakers across two studies – but one that 

is bounded one in several respects – indicates that there is much variance in how rule breaking 

functions and is treated in organizations. Our findings reaffirm that supervisors do treat 

subordinates differently, a key tenet in leadership theories that focus on leaders’ individual 

relationships with their followers (Dansereau, 1995). The extent to which differential treatment 
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of subordinates is functional in teams depends on the justifiability of the differential treatment 

(Chen, He, & Weng, 2015). Subordinates’ rule breaking does elicit differential treatment, which 

arguably serves a dysfunctional purpose, raising concerns about its justifiability.  

Addressing calls to move beyond linear effects (Mo et al., 2023), our study adds 

important nuance to our understanding of rule breaking in many ways. That our results differ as a 

function of the rule being violated reinforces the idea that organizational rules are not 

monolithic. Rather, they differ in form, severity, and implications (Lehman & Ramanujam, 2009; 

Martin et al., 2013). The positive implications we find for rule breaking, fortunately, seem to be 

limited to its “moderate” levels and forms. Past research has argued that the potential of getting 

caught and paying a price for breaking the rules plays an important role in decisions to break 

them (Allingham & Sandmo, 1972; Paternoster & Simpson, 1996). We find that the potential 

costs of rule breaking, as well as the positive signals it sends, both inform how supervisors 

perceive it and treat those who engage in it. 

While more egregious rule breaking is treated less preferentially than moderate rule 

breaking in both studies, it is important to recognize that even the most egregious rule breakers 

are rewarded more often (for their rule breaking) than the most rule-abiding team members. This 

can be interpreted in two ways. An optimistic perspective focuses on the fact that what is being 

rewarded here is the rule breaking itself. Our findings do not imply that more rule-abiding team 

members are not treated preferentially, only that they are not treated preferentially for rule 

breaking. Our data do not allow us to make claims about what rule-abiding team members are 

rewarded for, but one could interpret the fact that they are simply not rewarded for rule breaking. 

The cynical view is that supervisors view their subordinates’ rule breaking as advantageous to 

them. It is worth noting that in the experiment, the simplest explanation for choosing an extreme 
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rule breaker more often than a rule-abiding player is likely the clear financial gain advisors know 

they will receive from doing so, without incurring any immediate personal risk, as they are 

collateral beneficiaries.  

Theory on the Normalization of Deviance 

Current scholarship on organizational wrongdoing tends to focus on how those in power 

often abuse it and break the rules themselves (Ashforth & Anand, 2003; Brief et al., 2001), and 

how this dysfunctional role modelling influences their subordinates to follow suit (Moore, 

Mayer, Chiang, Crossley, Karlesky, & Birtch, 2019; Treviño & Brown, 2005). Here, we focus on 

something slightly different, where supervisors are not modelling misconduct themselves, but 

providing favorable treatment to those who engage in it. We find this preferential treatment 

occurs for the majority of teams and majority of team members, indicating that – at least in this 

context – deviance is normalized. This supports the view that those in positions of power play a 

key role in advancing wrongdoing, even when they do not break the rules themselves (den 

Nieuwenboer, Vieira da Cunha, & Treviño, 2017; Treviño & Brown, 2005). Helping rule 

breakers not only avoid punishment but receive rewards may facilitate “bottom up” corruption 

(Palmer, 2008), with the added benefit of “insulating” leaders from facing negative consequences 

for the morally compromised behavior of those they lead (cf. Ashforth & Anand, 2003, p. 8).  

Key to the normalization of deviance is managerial discretion. In both contexts we 

studied, supervisors had discretion over how to reward their team members and were not 

required to defend or explain their choices. This discretion affords them “wiggle room” (Dana, 

Weber, & Kuang, 2007) to reward rule breaking without connecting their preferential treatment 

to the team members’ problematic behavior. Managers tend to have wide latitude over employee 

treatment, particularly treatment that is not beholden to formalized organizational processes 
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(Hambrick & Finkelstein, 1987). Discretion can lead to positive outcomes (for example, top 

management teams have more gender diversity when female CEOs have greater discretion, see  

Corwin, Loncarich, & Ridge, 2022), or negative ones (for example, discretion has been 

associated with vehicle inspectors helping consumers evade emissions regulations, see Pierce & 

Snyder, 2012). When discretion means there is no way to connect a supervisor’s preferential 

treatment to their subordinates’ rule breaking, it will be easier to embed this behavior in the 

culture (Schaubroeck et al., 2012). And once deviance of any kind is accepted as normative 

practice or the standard way of getting work done within a system (den Nieuwenboer, et al., 

2017; MacLean, 2001), it becomes extremely difficult to eradicate. 

Limitations and Future Research 

 Our findings point to several potential avenues for future research. We focused on two 

contexts where breaking rules, and the negative consequences for breaking them, were codified 

clearly. However, rules are not always so explicitly defined; they are often ambiguous (Lehman 

& Ramanujam, 2009), fluid, and open to interpretation (Roulet, 2019). It would be interesting to 

explore if breaking more ambiguous rules are rewarded even more often, or more highly, 

because of the variance in interpretation they provide. On the flip side, our contexts are limited to 

ones where rule breaking, while common, is formally proscribed. It would be helpful for future 

research to understand in more detail how contexts might influences subsequent rewards. Do rule 

breakers still receive preferential treatment in contexts where rule breaking is required (e.g., the 

Mafia)? Conversely, we also cannot know whether rule breaking is rewarded similarly in 

contexts where it is truly rare. However, given evidence that rule breaking is common across 

individuals (Gächter & Schulz, 2016) and organizations (Martin et al., 2013; Veiga et al., 2004), 

these contexts may be fewer than we would like to admit. 
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Additionally, we find evidence that rule breaking is correlated negatively with winning 

regular season games. Though we cannot make a causal statement about this relationship, if rule 

breaking does undermine team performance, why are rule breakers selected to play more often? 

One possibility is that, if rule breaking is perceived as evidence of an employee’s commitment, 

supervisors or organizations may spend less time monitoring them, which might let their rule 

breaking behavior escalate over time. Regulators certainly noted how lax supervision of Kweku 

Adoboli facilitated his rogue trading (FINMA, 2012). Neglectful monitoring of rule breakers also 

insulates leaders from complete knowledge about it (Ashforth & Anand, 2003), which has the 

added advantage of shielding them from blame (Messick, 1999).  

Less time monitoring rule breakers might allow teams and organizations to allocate 

attention to other functional areas, improving performance in future games while also fostering 

corruption. It would be interesting to understand if and when perceptions that a rule breaker is 

highly committed allow supervisors to refocus their attention in ways that positively influences 

broader organizational performance. Alternatively, if supervisors are willing to undermine 

objective team performance to have committed players on teams, perhaps they trade performance 

for strong relationships with subordinates. Supporting the intuition behind this performance-

relationship tradeoff, work shows that individuals are inclined towards those they like more in 

social networks rather than those who are more competent (Casciaro & Lobo, 2015). Supervisors 

may value committed players even if it undermines optimal team performance.  

While we only explored preferential treatment in terms of supervisors’ selection of 

certain team members over others, it would be interesting to connect rule breaking to financial 

rewards. To test this in a compelling way would require a different context than the NHL given 

the complexities of multi-year contracts. Nevertheless, as an opening effort, we matched the 
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increase in playing time to salary data in our Study 1 sample. Our back of the envelope 

(admittedly non-causal) calculations hint that if an average player (one in the 50th percentile of 

playing time) who had previously been rule-abiding were to then incur nine minutes of penalties 

across a five-game window, it would translate to 45 seconds of additional playing time in the 

next game. Averaged across a season, this increase would move them into the 56th percentile of 

playing time. Players who play at the 56th percentile of playing time have an average salary that 

is $865,000 more than players at the 50th percentile of playing time. This represents more than a 

30% increase in annual income. While any conclusions drawn about financial outcomes are 

necessarily crude, these numbers do suggest that future research on the economic consequences 

of rule breaking are warranted. For example, does a team member’s contract, which represents 

their perceived value upon joining the organization, moderate the degree to which their rule 

breaking is rewarded?  

Finally, our work hints at reasons why some groups may have a specific role for rule 

breakers within organizations. Extensive work has examined how individuals inhabit specific 

roles in groups (Biddle, 1986; Slater, 1955), and some teams include a specific informal role for 

individuals who specialize in breaking rules (Stuart & Moore, 2017). However, we don’t know 

how these roles are created, and what sort of “gatekeepers” support their entry, rise, or exit. What 

is clear is that rule breaking becomes embedded in certain organizational cultures thanks to 

supervisory support (den Nieuwenboer et al., 2017; Roulet, 2019). Thus, it remains important for 

research to continue to explore how leaders support or inhibit rule breaking in organizations.  
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TABLES AND FIGURES 
 

TABLE 1 
Study 1: Summary statistics  

 
 Mean SD (1) (2) (3) (4) (5) (6) (7) 

(1) Time on ice 16.77 4.820 -       

(2) Penalty minutes in previous 5 games (PIM) 2.510 3.136 -.03 -      

(3) Minor penalties in previous 5 games (MIP) 0.817 0.986 .08 .65 -     

(4) Major penalties in previous 5 games (MAP) 0.085 0.322 -.15 .65 .08 -    

(5) Plus/minus in previous 5 games 0.030 2.478 .08 -.01 .00 -.02 -   

(6) Corsi percent in previous 5 games 250.8 43.19 .18 -.04 .03 -.09 .11 -  

(7) Player/Coach familiarity 83.32 74.66 .20 -.01 -.01 -.04 .04 .08 - 
N=213,850 player-game observations. Significance levels are omitted as repeated within player observations bias correlations. 

 
TABLE 2 

Study 1: Main and curvilinear effects of rule breaking on preferential treatment 
 

DV= Time on ice Model 1 Model 2 Model 3 Model 4 
 b s.e. b s.e. b s.e. b s.e. 
         
Individual-level controls         
Plus/minus in previous 5 games .13** (.01) .13** (.01) .13** (.01) .13** (.01) 
Corsi percent in previous 5 games .20** (.02) .20** (.02) .20** (.02) .20** (.02) 
Player/coach familiarity .44** (.04) .44** (.04) .44** (.04) .44** (.04) 
         
Main independent variable         
Penalty minutes in previous 5 games (PIM)   .12** (.01) .18** (.02)   
PIM x PIM     -.04** (.01)   
         
Two lines test         
Xlow (PIM)       .05** (.00) 
Xhigh (PIM)       -.03* (.01) 
High (PIM)        .07 (.07) 
         
Player, Coach and Season fixed effects and 
overtime controls Yes Yes Yes Yes 

     
Observations 213,850 213,850 213,850 213,850 
Robust standard errors clustered on player and coach level in parentheses. All non-dummy variables are standardized with 
a mean of zero and standard deviation of one. Only for the two lines test, we used the non-standardized values to correctly 
estimate slopes based on the turning point. * p<.05, ** p<.01 
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TABLE 3 
Study 1: Robustness tests 

 
DV = Time on ice Model 5 Model 6 Model 7 Model 8 
 PIM à TOI 

 
PIM x PIM à 

TOI 
 

Two Lines Test  Games w/o player 
penalties  

 w/o Controls w/o Controls w/o Controls 
 

 b           s.e. b s.e.   b s.e. b           s.e. 
        
Individual-level controls        
Plus/minus in previous 5 games      .13** (.01) 
Corsi percent in previous 5 games      .21** (.02) 
Player/coach familiarity      .45** (.04) 
        
Main independent variable        
Penalty minutes in previous 5 games (PIM) .12**     (.01) .18** (.02)   .18** (.02) 
PIM x PIM  -.04** (.01)   -.04** (.01) 
        
Two lines test    

  
  

Xlow (PIM)    .05** (.00)   
Xhigh (PIM)    -.03* (.01)   
High (PIM)    .08 (.07)   
       
Player, Coach and Season Fixed Effects, 
Overtime Controls 

Yes Yes Yes Yes 

     
Observations 213,850 213,850 213,850 174,337 
Robust standard errors clustered on player and coach level in parentheses. All non-dummy variables are standardized with a 
mean of zero and standard deviation of one. PIM = Penalty in minutes. TOI = Time on ice. * p<.05, ** p<.01 
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TABLE 4 
Study 1: Using different windows (number of previous games) to calculate penalty minutes 

 
DV= Time on ice Model 9 Model 10 Model 11 Model 12 
 10 games 6 games 3 games 1 game 
 b s.e. b s.e. b s.e. b s.e. 
         
Controls         
Plusminus in previous 5 games .12** (.01) .13** (.01) .13** (.01) .13** (.01) 
Corsi percent in previous 5 games .20** (.02) .20** (.02) .20** (.02) .20** (.02) 
Player/coach familiarity .44** (.04) .44** (.04) .44** (.04) .44** (.04) 
         
Main independent variable         
Previous 5 games’ penalty minutes (PIM) .18** (.02) .16** (.02) .13** (.01) .08** (.01) 
PIM x PIM -.02** (.00) -.02** (.00) -.02** (.00) -.01** (.00) 
         
Player & Coach & Season fixed effects and 
overtime controls Yes Yes Yes Yes 

     
Observations 190,821 209,074 213,850 213,850 
Note. Robust standard errors clustered on player and coach level in parentheses. All non-dummy variables are standardized 
with a mean of zero and standard deviation of one. The observations of Model 16 and Model 17 are the same as in the main 
models because the control variables are held constant at the level of 5 games prior. 
* p<.05, ** p<.01 

 
TABLE 5 

Study 1: Differentiating moderate and severe rule breaking  
 

DV= Time on ice Model 13 Model 14 
     
 b s.e. b s.e. 
     
Individual-level controls     
Plus/minus in previous 5 games .13** (.01) .13** (.01) 
Corsi percent in previous 5 games .20** (.02) .20** (.02) 
Player/coach familiarity .45** (.04) .44** (.04) 
     
Main independent variable     
Minor penalties in previous 5 games (MIP) .08** (.01)   
MIP x MIP .02** (.01)   
Major penalties in previous 5 games (MAP)   .02 (.02) 
MAP x MAP   -.01 (.00) 
     
Player, Coach and Season fixed effects and overtime controls Yes Yes 
   
Observations 213,850 213,850 
Note. Robust standard errors clustered on player and coach level in parentheses. All non-dummy 
variables are standardized with a mean of zero and standard deviation of one. * p<.05, ** p<.01 
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TABLE 6 
Study 1: Player’s level of rule breaking (relative to their team) as a boundary condition 

 

 
 

DV=Time on Ice Model 15 
Lowest RB 

Players  

Model 16 
Quintile  

Two 

Model 17 
Quintile 
Three 

Model 18 
Quintile 

Four 

Model 19 
Highest RB 

Players 

Model 20 
Enforcers 

Only 
 β s.e. β s.e. β s.e. β s.e. β s.e. β       s.e. 
            
Controls            
Plusminus in previous 5 games .14** (.02) .12** (.02) .12** (.02) .12** (.02) .13** (.02) .14     (.13) 
Corsi percent in previous 5 games .21** (.03) .21** (.04) .12** (.04) .13** (.03) .15** (.04) .17     (.13) 
Player/coach familiarity .43** (.09) .40** (.10) .47** (.08) .39** (.08) .14 (.09) 1.29** (.25) 
            
Independent variable            
Penalty minutes in previous 5 games (PIM) .06 (.05) .11** (.03) .08* (.03) .08* (.03) .11** (.03) -.21 (.28) 
PIM x PIM .03 (.06) -.02 (.03) -.01 (.02) -.00 (.01) -.03* (.01) .02 (.02) 
            
Player, Coach and Season fixed effects and overtime controls Yes Yes Yes Yes Yes Yes 
            
Observations 48,083 43,096 42,959 42,323 37,389 1,567 
Note: Robust standard errors clustered on player and coach level in parentheses. All non-dummy variables are standardized with a mean of zero and 
standard deviation of one. RB = Rule Breaking. * p<.05, ** p<.01 
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TABLE 7 
Study 1: Team rule breaking culture as a boundary condition 

 
DV=Time on Ice Model 21 

Bottom quintile 
team rule 
breaking 

Model 22 
Quintile Two 

Model 23  
Quintile Three 

Model 24  
Quintile Four 

Model 25  
Top quintile 

team rule 
breaking  

 β s.e. β s.e. β s.e. β s.e. β s.e. 
           
Controls           
Plusminus in previous 5 games .12** (.02) .12** (.02) .15** (.02) .14** (.02) .14** (.02) 
Corsi percent in previous 5 games .20** (.04) .19** (.03) .16** (.03) .14** (.03) .19** (.03) 
Player/coach familiarity .43** (.11) .30** (.08) .52** (.11) .45** (.09) .36** (.11) 
           
Independent variable           
Penalty minutes in previous 5 games (PIM) .05 (.04) .12** (.03) .13** (.04) .11** (.03) .14** (.03) 
PIM x PIM -.01 (.02) -.00 (.02) -.04** (.01) -.00 (.01) -.03* (.01) 
           
Player, Coach and Season fixed effects and overtime controls Yes Yes Yes Yes Yes 
Observations 43,068 42,780 42,715 42,780 42,507 
Robust standard errors clustered on player and coach level in parentheses. All non-dummy variables are standardized with a mean of zero and standard 
deviation of one. * p<.05, ** p<.01 

 



 

50 
 

TABLE 8 
Study 1: Recent team performance as a boundary condition 

 
DV=Time on ice Model 26 

Lost previous  
5 games 

Model 27 
1 win,  

4 losses  

Model 28 
2 wins,  
3 losses 

Model 29 
3 wins,  
2 losses 

Model 30 
4 wins, 
1 losses 

Model 31 
Won previous  

5 games 
 β s.e. β s.e. β s.e. β s.e. β s.e. β s.e. 
             
Controls             
Plusminus in previous 5 games -.03 (.06) .04‚† (.02) .09** (.02) .23** (.02) .30** (.02) .37** (.05) 
Corsi percent in pervious 5 games .31** (.08) .26** (.03) .24** (.03) .15** (.03) .14** (.03) .03 (.06) 
Player/coach familiarity .55** (.11) .41** (.05) .43** (.05) .42** (.04) .47** (.05) .41** (.08) 
             
Independent variable             
Penalty minutes in previous 5 games (PIM) .20* (.10) .16** (.04) .20** (.03) .19** (.03) .15** (.04) .11 (.08) 
PIM x PIM .00 (.04) -.04** (.01) -.03* (.01) -.05** (.01) -.04** (.01) -.00 (.03) 
             
Player, Coach and Season fixed effects and 
overtime controls 

Yes Yes Yes Yes Yes Yes 

             
Observations 6,405 31,394 64,113 68,159 35,555 8,224 
Robust standard errors clustered on player and coach level in parentheses. All non-dummy variables are standardized with a mean of zero and 
standard deviation of one. * p<.05, ** p<.01 
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TABLE 9 
Study 1: Type of game (regular season and playoffs) as a boundary condition 

 
DV= Time on ice Model 32 Model 33 
 Regular 

season games 
Playoff games 

 b s.e. b s.e. 
     
Controls     
Plusminus in previous 5 games .12** (.01) .18** (.04) 
Corsi percent in previous 5 games .20** (.02) .25** (.05) 
Player/coach familiarity .41** (.04) .73** (.11) 
     
Independent variable     
Penalty minutes in previous 5 games (PIM) .18** (.02) .10 (.07) 
PIM x PIM -.04** (.01) -.01 (.03) 
     
Player & Coach & Season FE and Overtime controls Yes Yes 
   
Observations 196,223 17,627 
Robust standard errors clustered on player and coach level in parentheses. All non-
dummy variables are standardized with a mean of zero and standard deviation of one. 
* p<.05, ** p<.01 

 
 
 

TABLE 10 
Study 1: Association between game penalty minutes and game wins  

 
 

DV=Game won Model 34 Model 35 Model 36 
 All teams Bottom quintile 

PIM teams 
Top quintile 
PIM teams 

 b s.e. b s.e. b s.e. 
       
Controls       
Home game .41** (.01) .43** (.01) .35** (.02) 
Playoff -.03 (.01) -.12 (.03) .12 (.06) 
Win loss ratio .68** (.00) .87** (.01) .85** (.01) 
       
Independent variable       
Penalty minutes in focal game -.05** (.00) -.05 (.01) -.09** (.01) 
       
Observations 12,836 2,635 2,561 
Logistic regression with robust standard errors clustered on team level in parentheses. All non-
dummy variables are standardized with a mean of zero and standard deviation of one.  
* p<.05, ** p<.01 
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FIGURE 1 
Study 1: Effects of rule breaking (penalty minutes, previous 5 games) 

on preferential treatment (playing time, focal game) 
 

 
Note: As there are neither 1 nor 3 minute penalties, there are no point estimates for these values. 
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FIGURE 2 
Study 2: Ratings of Player 2’s commitment and liability, and their likelihood of being 

selected for the bonus round, by experimental condition  
 

 
Note: Selection in the study was a choice between four players for the bonus round (Player 2 selected=1, 
Player 2 not selected=0).  
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FIGURE 3 
Study 2: Players’ rule breaking severity (experimentally manipulated) on selection for 
the bonus round, mediated by perceptions of rule breaking, commitment, and liability  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Relative direct effects: 
 
Moderate rule breaking (vs. rule-abiding): Effect = 5.94, 95% CI=[4.34, 7.53]) 
Extreme rule breaking (vs. rule-abiding): Effect =  5.61, 95% CI=[3.84, 7.39] 

 
Relative indirect (mediated) effects: 
 
Via commitment: 
Moderate (vs. rule-abiding):  
Effect = .32, 95% CI=[.02, .82]  
Extreme (vs. rule-abiding):  
Effect = .30, 95% CI=[.02, .80]  

 

 
 
Via liability: 
Moderate (vs. rule-abiding):  
Effect = .15, 95% CI=[-.13, .48] 
Extreme (vs. rule-abiding):  
Effect = -.48, 95% CI=[-1.02, -.02] 
 

Via rule breaking perceptions ® commitment: 
Moderate (vs. rule-abiding):  
Effect = .11, 95% CI=[.01, .30] 
Extreme (vs. rule-abiding):  
Effect = .20 95% CI=[.02, .80] 
 

Via rule breaking perceptions ® liability: 
Moderate (vs. rule-abiding):  
Effect = -.39, 95% CI=[-.75, -.19]  
Extreme (vs. rule-abiding):  
Effect = -.72, 95% CI=[-1.37, -.36]  
 

Note: Selection was a binary choice (1=selected for the bonus round; 0=not selected). The Figure reports 
regression coefficients from Model 81 of Hayes (2018) PROCESS macro, predicting rule breaking 
perceptions, commitment, liability, and selection. Relative direct and indirect effects of experimental 
condition on selection are reported as odds ratios.  

 
 

Selection 
1=selected, 0=not selected 

Player 
Commitment 

Player 
Liability 

Rule Breaking 
Perceptions  Moderate or extreme 

rule breakers  
vs. Rule-abiding players  

2.19** (Mod) 
4.03** (Ext) 

1.18** (Moderate) 

1.09** (Extreme) 

 

-0.28 (Moderate) .81* (Extreme)  

0.1
8*

* 

0.33** 

-0.30* 

-0.54** 
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APPENDIX A 
 

Participants were instructed they would be playing a team game that included four “players” and 
an “advisor” [leader]. All participants were assigned the advisor role. The game consisted of four 
rounds: three regular rounds and one bonus round.  
 
In each of the three normal rounds, “players” would roll a die five times and report their 
rolls/scores, which would be aggregated to provide a team score. In the bonus round, the advisor 
would select one player who would complete an additional round of five rolls. Their score would 
be doubled and added to the team score.  
 
Players’ rolls were reported to the advisor after each round (see tables for each round below). We 
asked advisors to report their happiness and worry about each player’s performance individually 
after each round, as well as to select one of the four players as the most valuable in that round, as 
well as to select one player for the bonus round.  
 
Though the performance of all players was manipulated in the Team Game, the performance of 
Player 2 represented our manipulation of the degree and severity of rule breaking, by not 
reporting scores in a statistically probable fashion, as was noted in the rules of the game.  
 
Manipulation: Player 2 Rolls in each condition (by round) 
 
Avg 3.5 (Rule-abiding)   Round 1: 1,3,4,6,3 Round 2: 3,1,5,3,6 Round 3: 1,4,5,6,2 
Avg 5    (Moderate)    Round 1: 6,6,5,4,4 Round 2: 4,6,5,5,5 Round 3: 4,6,6,4,5 
All 5      (Extreme)      Round 1: 5,5,5,5,5 Round 2: 5,5,5,5,5 Round 3: 5,5,5,5,5 
 
Round 1 
Player 1  1  3  5  5  2 
Player 2  By Cond. By Cond. By Cond. By Cond. By Cond. 
Player 3  6  6  5  5  3 
Player 4  3  3  4  2  5 
 
Round 2 
Player 1  4  3  2  4  4 
Player 2  By Cond. By Cond. By Cond. By Cond. By Cond. 
Player 3  2  6  4  6  1 
Player 4  6  2  3  3  5 
 
Round 3 
Player 1  3  4  1  2  4 
Player 2  By Cond. By Cond. By Cond. By Cond. By Cond. 
Player 3  4  5  2  3  6 
Player 4  4  4  2  3  5 

 
 


