Conversational receptiveness transmits between parties and bridges ideological conflict


Abstract

Constructive disagreement is crucial to solving pressing societal problems, yet often devolves into destructive interpersonal conflict. What shapes the trajectory of conflictual conversations? Here, we focus on conversational receptiveness—the use of language to behaviorally demonstrate one’s thoughtful engagement with opposing views—and its transmission between disagreeing parties in dialogue. We use a multidisciplinary and multimethod approach (collective N = 17,184) to test whether and how conversational receptiveness shapes disagreeing counterpart behavior and evaluations of each other, thereby improving conflict outcomes. We first report the development of an updated algorithm for measuring receptiveness in text (Study 1). Using the updated algorithm, we find that conversational receptiveness enacted by one party predicts receptiveness by the other among students in online class forums (Study 2) and government leaders in the laboratory (Study 3). In three pre-registered, well-powered experiments, we find that training one individual in this technique also increased its use by a political opponent (Study 4) and that a single use of receptiveness improved interpersonal (and intergroup) evaluations (Study 4, Study 4 Replication, and Study 5). This transmission is distinct from mimicry or emotion contagion and is driven by a deeper shift in linguistic style, which we term indirect accommodation. Together, we find that conversational receptiveness is effective not only for shifting behavior during a focal disagreement, but also for shifting subsequent interpersonal and intergroup evaluations, providing disagreeing parties with a path around destructive conflict spirals. Broadly, our research emphasizes the importance of studying how linguistic behavior shapes conflict dynamics.
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Interpersonal disagreement permeates organizations, families, and friendships alike. Humans argue about business strategy, parenting practices, celebrity behavior, and the merit of scientific findings. Troublingly, however, in the United States and around the world, disagreement around ideologically-laden policy issues has recently come to be characterized by an unprecedented level of animosity (Finkel et al., 2020; Hartman et al., 2022; Moore-Berg et al., 2020b; Voelkel et al., 2023). In psychology, this phenomenon is often referred to as ideological conflict: “negative attitudes toward groups perceived as holding ideologies that ‘conflict’ with their own” (Stern & Crawford, 2021, p.1). 
An extensive research tradition in social psychology has sought to uncover the processes that enable individuals to have productive conversations on divisive topics from politics to parenting. Much of this research has focused on the internal cognitive and emotional states of conflict participants, including intellectual humility (Porter & Schumann, 2018), perspective taking (Lord et al., 1984), and empathy (Santos et al., 2022; Simas et al., 2020). Other work has taken a complementary focus by measuring the effects of disagreeing participants’ beliefs about their counterparts’ mental states. For example, research has documented improved interpersonal evaluations when individuals believe that their counterpart wants to learn about their views (Collins et al., 2022), understands them and their group (Bruneau & Saxe, 2012; Livingstone et al., 2020a, 2020b), and is engaging in high quality listening (Itzchakov et al., 2024). 
Like any research advancement, the research described above opens new questions just as it answers old ones. Perhaps most pressingly, it highlights the necessity to better understand how individuals might go about convincing their counterparts that they are in fact putting in the cognitive and emotional effort required to achieve these outcomes (especially considering that disagreeing counterparts often hold unfavorable beliefs about each others’ intentions; Brandt & Crawford, 2020; Finkel et al., 2020; Minson & Dorison, 2022; Ross & Ward, 1995). In other words, what signals might convince a disagreeing counterpart that one is thoughtfully engaging with their perspective? 
In the current work, we examine the effects of linguistic behavior on conflictual conversations (Weingart et al., 2015; Yeomans et al., 2022, 2023). In doing so, we highlight that shifting behavior (rather than internal states) is a powerful and relatively understudied approach toward fostering productive disagreement. We specifically examine the words and phrases individuals choose to utter because language is readily observable, quantifiable, and interpretable with relative consistency. Indeed, verbal behavior is the defining characteristic of conversation as it presents across modalities (e.g., email, phone call, face-to-face conversation) and forms the majority of the meaning in a conversation  (Yeomans et al., 2023).
Specifically, our work focuses on conversational receptiveness: the use of language to behaviorally demonstrate one’s thoughtful engagement with opposing views (Hussein & Tormala, 2021; Minson et al., 2020; Minson & Chen, 2022; Yeomans et al., 2020), and the influence of this linguistic style on the dynamics of disagreement. Harnessing data from students in online forums, government executives in the laboratory, and three well-powered online experiments of American partisans, we test whether and how the use of conversational receptiveness transmits between parties (is “contagious”) and bridges ideological conflict. 
Prior research reveals that deploying conversational receptiveness during disagreement on ideologically-laden topics triggers more positive evaluations from counterparts (Yeomans et al. 2020). Building on this foundation, we make multiple contributions. First, we examine whether demonstrating receptiveness induces counterparts to do the same—or instead leads to more forceful counterarguing. Second, we advance theory and methods in computational linguistics by identifying and measuring a novel language transmission mechanism wherein conversation partners emulate each other’s general communication style (rather than specific language, as has been shown in prior research). Third, we examine the consequences of these dynamics for both interpersonal and intergroup evaluations. Finally, we examine which specific linguistic features underpin such attitudinal effects. By showing that conversational receptiveness induces changes in both linguistic and attitudinal markers, we provide converging evidence that using receptiveness in conversation causes a more fundamental psychological shift in counterparts than mere mimicry. Broadly, our research emphasizes the importance of studying how linguistic behavior shapes conflict dynamics. 
Conversational Receptiveness
Prior research on conversational receptiveness used natural language processing to identify specific words and phrases that people in disagreement recognize as signaling engagement across opposing viewpoints (Yeomans et al., 2018a, 2020). This research captured the words and phrases that recipients actually experience as engagement – which in many cases diverged from the verbal behaviors that speakers believed would signal engagement (Yeomans et al., 2023). By making it clear exactly which linguistic behaviors lead to perceived engagement, research on conversational receptiveness directly builds on, but extends, prior work which has shown that people are disposed more favorably toward those who appear engaged with their perspective.
Conversational receptiveness consists of specific features: some positive and some negative, with each feature signaled by specific speech acts (i.e., words and phrases). For example, the positive feature of “acknowledgment” can be indicated with phrases such as “I understand that…” or “I see your point about….” Similarly, “hedging” can be signaled with the words “sometimes” or “perhaps.” Negation, a negative feature, comes across in phrases such as “don’t” and “can’t.” To increase conversational receptiveness, positive features should be used more, and negative features should be used less (Table 1). 
By precisely specifying which words and phrases used with which frequency increase perceptions of receptiveness, and by assigning a model coefficient to each, research on conversational receptiveness goes beyond prior research that has examined behavioral markers of engagement. For example, in studies on nonjudgmental exchange of personal narratives (Broockman & Kalla, 2016; Kalla & Broockman, 2020), researchers trained canvassers to approach voters holding negative attitudes toward immigrants and transgender people and engage them in dialogue grounded in sharing one’s personal experiences with the disparaged groups. Whereas these studies showed positive downstream effects of conversations conducted by trained canvassers, we do not know what exactly the canvassers said or avoided saying to achieve these benefits. Furthermore, we do not know whether laypeople could execute similar behavior. A similar analysis can be applied to recent research where experimental confederates or trained social workers are sometimes deployed to offer high quality listening to participants (Itzchakov et al., 2024). Although these studies consistently show benefits of the relevant manipulations, the reader is left to wonder which components of high quality listening (nodding, trunk lean, eye contact, use of “back channels,” etc.) are necessary or sufficient and how exactly should they be executed. In contrast, work on conversational receptiveness offers a precise, measurable, and easily replicable “recipe” that can be deployed with minimal training and at scale. In this manner, the present research both complements and builds on earlier work. 
Table 1. List of conversational receptiveness features. Both the usage rates and the model coefficients are derived from the training data described in Study 1.


	Feature Type
	Feature
Name
	Uses per 
100 Words
	Model Coefficient
	Examples

	Positive
	Agreement
	1.02
	0.263
	I understand, I get

	
	Acknowledgment
	0.47
	0.255
	I agree, you are right

	
	Subjectivity 
	0.76
	0.047
	Sometimes, maybe

	
	Hedges
	1.97
	0.037
	I think, In my opinion

	
	Positive Emotion
	3.23
	0.029
	I love, great, not bad

	Negative
	Reasoning
	0.33
	-.004
	Because, therefore

	
	Negative Emotion
	4.45
	-0.006
	Not good, terrible

	
	Disagreement
	0.16
	-0.023
	I don’t agree

	
	Adverb Limiters
	0.39
	-0.053
	Just, only, simply

	
	Negations
	1.80
	-0.071
	Did not, would not, never



Previous research on conversational receptiveness produced three key results (Minson et al., 2023; Yeomans et al., 2020). First, conversational receptiveness can be detected using an interpretable algorithm, and thus can be evaluated with high fidelity across large amounts of text. Second, conversational receptiveness can be taught by describing its main features and offering associated phrase suggestions. Third, experiments using such training provide causal evidence that conversational receptiveness improves counterpart evaluations of each other. 
However, this prior research also raises several important questions. First, although people who express more receptiveness are evaluated more positively by counterparts, what are the effects on counterpart behavior? Do others treat you as you treat them—or do they take advantage of your linguistic generosity? Second, if people do in fact reciprocate receptiveness, does such reciprocity constitute simple mirroring as one party repeats the words and phrases used by the other—or does it reflect a deeper shift in interpersonal evaluations and relationship trajectory? Third, how far do the benefits of receptiveness go? Are they limited to one moment in time for one individual—or might they persist for multiple conversational turns and generalize to other group members? These questions are central not only for understanding the dynamics of conflict, but also for understanding whether and how conversational receptiveness can be leveraged in practice. Below, we discuss prior research that is relevant to exploring these possibilities. 
The hypothesized linguistic effects of conversational receptiveness
Accommodation vs. Complementarity. People mimic each other’s behavior using nonverbal, verbal, and paralinguistic cues (Danescu-Niculescu-Mizil et al., 2012). For example, people imitate facial expressions, accent, speech rate, eye contact (Chen et al., 2013; Ellsworth & Carlsmith, 1968, 1973), trunk lean, smiling, tone of voice, and back channels (Chartrand & Lakin, 2013). This extensively studied tendency, generally called “accommodation” (Doyle & Frank, 2016; Giles et al., 1973; Pickering & Garrod, 2004), helps people pursue many conversational goals (Chartrand & Lakin, 2013; Danescu-Niculescu-Mizil et al., 2013; Ireland et al., 2011; Srivastava et al., 2018). The many behaviors that have been found to be accommodated strongly suggest that deploying conversational receptiveness may be similarly reciprocated by one’s counterpart. This accommodation hypothesis would suggest that a linguistic style signaling receptiveness may solicit more receptive responses from conflict counterparts. 
On the other hand, there is a possibility that—in conflictual conversations in particular—the traditional accommodation pattern documented in other settings may not emerge. Parties in conflict often attempt to establish a dominant interpersonal position by proving the superiority of their own point of view and “winning” the argument. Indeed, the literature on interpersonal complementarity (Butt et al., 2005; Kiesler, 1983; Tiedens et al., 2007; Wiggins, 1979; Wiltermuth et al., 2015) suggests that people readily complement each other in terms of dominance to establish status hierarchies. In other words, the less interpersonally dominant one party behaves, the more interpersonally dominant their counterpart behaves—and through this dynamic, hierarchies are established. Thus, to the extent that conversational receptiveness is perceived as a less dominant behavior, it may invite complementary communication styles marked by expressions of dominance (e.g., persuasion attempts or the invalidation of arguments). Relatedly, because features of conversational receptiveness include hedging, subjectivity, and acknowledgment of the counterpart’s views, an individual deploying conversational receptiveness might be seen as less certain in their beliefs, licensing a counterpart to argue more dogmatically. This work suggests that conversational receptiveness could come with a cost: partners might respond to receptive counterparts by linguistically bulldozing over them. Under this complementarity hypothesis, demonstrating receptiveness might invite less receptive responses. 
 To establish the value of conversational receptiveness as a conflict de-escalation strategy, it thus becomes important to consider whether and when individuals who deploy this communication style are more likely to be met with accommodation (more receptive responses) or complementarity (less receptive responses). Given the robust evidence for the prevalence and power of reciprocity in human social interactions (Cialdini et al., 1975; Romano et al., 2022) as well as prior correlational evidence on conversational receptiveness specifically (i.e., Yeomans et al., 2020, Study 3), we predicted that we would find support for the accommodation hypothesis: that signaling receptiveness would be met with greater receptiveness by counterparts. 
Direct vs. Indirect Accommodation. While accommodation could lead to a benevolent conversational spiral, it may be only skin deep. To show evidence of accommodation, researchers need only observe that the linguistic features being used by one person are also used by the other. Indeed, behavioral mimicry has even been observed in non-human animals (Palagi et al., 2020), including meerkats (Palagi et al., 2019) and penguins (Baciadonna et al., 2022), suggesting that this external behavior can happen without deep engagement with the content or spirit of a counterpart's communication. Thus, to the extent that accommodation is observed in conflict, it may result from counterparts simply copying each other’s words without much thought being given to their meaning. We refer to support for this pattern of results as the direct accommodation hypothesis. 
In the current work, we introduce the construct of indirect accommodation: a deeper shift in behavior which captures the adoption of an overall communication style in addition to mimicry of specific speech acts. Traditionally, research on accommodation computes the frequency with which one person mimics the same behavior as the one enacted by their counterpart (e.g., Garrod & Anderson, 1987; Kramer et al., 2014; Pickering & Garrod, 2006). More complex models measure accommodation over a set of behaviors, sometimes called style matching (Danescu-Niculescu-Mizil et al., 2012; Doyle & Frank, 2016; Ireland et al., 2011), where total stylistic accommodation is an average of the direct accommodation values calculated for each feature (Babcock et al., 2014; Lix et al., 2022; Nguyen et al., 2014; Srivastava et al., 2018). Nevertheless, in these approaches, accommodation is computed as the frequency with which one person mimics the same feature as that enacted by the other.[footnoteRef:1]  [1: As a caveat, the definition of what constitutes a single feature is quite broad across these models. For example, positive emotion is typically defined by a long list of words (e.g., “joyful,” “great,” “helping”). And emotion contagion would be measured as increases in the recipient’s use of any of those words, without considering whether the writer’s and recipient’s words actually match. For example, both individuals using the word “great” would be coded identically to one person using the word “great” and the other using the word “helping.”
 ] 

We operationalize indirect accommodation of conversational receptiveness as the extent to which the use of specific receptiveness features by one individual affects the use of different receptiveness features by their counterpart. For example, direct accommodation occurs if Partner 1 hedges their claims, and Partner 2 becomes more likely to hedge as well. By contrast, indirect accommodation would occur if hedging by Partner 1 makes Partner 2 more likely to signal agreement, or less likely to use negation. We refer to support for this pattern of results as the indirect accommodation hypothesis. 
Drivers of direct vs. indirect accommodation. While direct accommodation is consistent with lower-level processes like mimicry, indirect accommodation suggests a deeper psychological change. Such a pattern would mean that receptiveness by one counterpart not only induced their partner to use the same words, but actually induced them to show linguistic engagement with the opposing perspective more broadly across other features as well. Thus, we propose that greater indirect accommodation requires greater engagement with a counterpart’s ideas and interpersonal intentions (i.e., greater cognitive receptiveness) than direct accommodation. In this way, indirect accommodation would offer behavioral evidence of receptive behavior by one party inducing a psychological shift in their counterpart—a novel and important finding.
Of course, direct and indirect accommodation are not mutually exclusive, but are likely to co-occur. For example, it is easy to imagine a case where individuals simply mimic each other’s words with little thought, providing evidence of direct accommodation in the absence of indirect. However, it is more difficult (though perhaps not strictly impossible) to imagine circumstances in which indirect occurs in the absence of direct. To achieve this, participants would need to suppress the widely-documented tendency to mimic their counterpart, and instead only increase their use of related (but not the same) linguistic features. In the present work, we examine whether, how and to what extent indirect accommodation of receptiveness occurs.
The emergence of indirect accommodation is likely influenced by several factors. Given that this phenomenon would require effortful cognitive engagement with opposing perspectives, motivation is likely a key determinant. Such motivation could take many forms—for example, individuals may be more or less motivated to respectfully engage with opposing views in general due to dispositional traits (e.g., individuals higher in cognitive receptiveness or need for cognition; Cacioppo et al., 1996), or individual goals (e.g., to learn information vs. to persuade; Collins et al., 2022; Yeomans et al., 2022). Further, individuals may be motivated to develop or maintain a positive relationship with their counterpart. This could be influenced by factors such as the closeness of the relationship (e.g., talking to a spouse vs. a stranger), the status or power of the individuals involved (e.g., talking to a boss vs. a colleague), or the goal of the conversation itself (e.g., an interview vs. a debate). 
In the present investigation, we propose and test a measurement approach for documenting the presence of both direct and indirect accommodation. We capitalize on contexts in which counterparts are engaged in asynchronous, text-based discussions on ideologically-laded topics, paralleling many important debates taking place on social media, over email, on Slack, and a variety of text messaging tools. This setting allowed us to focus specifically on the detection of linguistic accommodation (these conversations include verbal, but not non-verbal or paralinguistic, features). Further, because our interactions were asynchronous, we hoped that participants would take more time to reflect on their responses to their counterparts than they would in synchronous communication. To the extent that individuals are generally motivated to avoid conflict escalation, we hoped that the slower pace of dialogue would help them show greater accommodation to more receptive language when and if they encountered it. 
The hypothesized attitudinal effects of conversational receptiveness
Prior research has demonstrated that a person who is receptive to their counterpart will be evaluated more positively by that counterpart (Yeomans et al., 2020). But can a single dose of receptiveness survive over multiple rounds of conflictual dialogue or generalize to intergroup evaluations? Some evidence suggests that this may be the case. For example, Study 3 of Yeomans et al. (2020) examined discussions among Wikipedia editors and found that the level of receptiveness with which the thread began was correlated with a personal attack being launched by the end of the conversation. Although personal attacks certainly suggest lower receptiveness, that research was a) correlational; b) never analyzed the text for direct versus indirect accommodation, because the relevant computational method did not yet exist; c) did not consider deep-seated ideological conflict such as that characteristic of current policy discourse. Even still, we hypothesized that conversational receptiveness would successfully transmit across multiple conversational rounds in this polarized context. 
Beyond examining whether conversational receptiveness survives over multiple rounds of dialogue, we also examine the breadth of these effects. Whereas prior research has shown that receptiveness improves interpersonal evaluations, here we also examine whether receptiveness improves analogous intergroup attitudes. Social identity theory argues that when individual identity becomes intertwined with group identity (as it has in current American politics; Finkel, et al., 2020), comparisons to other groups can produce competition and ingroup bias (Tajfel, 1970, 1981). Indeed extensive research across social psychology and political science have documented dramatic increases in prejudice toward holders of opposing ideological beliefs (Brandt & Crawford, 2020; Brandt et al., 2014; Druckman et al., 2021; Finkel et al., 2020; Iyengar et al., 2019; Minson & Dorison, 2022). However, extensive research on the contact hypothesis theorizes that engagement between members of opposing groups under certain theoretically-specified conditions (e.g., cooperation and endorsement by communal authorities) can reduce prejudice (Allport et al., 1954; Mousa, 2020). Both of these classic theories support the idea that learning positive, individuating characteristics about an outgroup member could lead to more positive evaluations of the entire group. 
Yet, the current state of extreme partisan polarization has led to such high levels of geographic and informational sorting among liberals and conservatives (Brown & Enos, 2021), that partisans frequently lack individuating information on which to base their perceptions. Outgroup members are typically stereotyped to be less intelligent and less benevolent than ingroup members (Brandt & Crawford, 2020; Brewer, 1999; Collins et al., 2022; Crawford & Brandt, 2020;  Ehrlinger et al., 2005; Minson et al., 2020; Schroeder et al., 2017), and thus unwilling to engage with our perspectives or learn about our views (Collins et al., 2022). Furthermore, research on “meta-perceptions” demonstrates that partisans expect outgroup members to dislike and dehumanize them more than they really do (Kteily, Hodson, & Bruneau, 2016; Lees & Cikara, 2021; Moore-Berg et al., 2020a). 
We theorized that in such an environment, conversational receptiveness may work to violate outgroup stereotypes and provide counterparts with a highly salient exemplar of an outgroup member willing to engage in positive contact. Given the benefits of individuating information, we hypothesized that receptiveness would yield benefits for evaluations not only of the target being receptive, but also of other members of their group. 
Research Overview
The present research uses a multi-method approach to investigate the linguistic and attitudinal consequences of conversational receptiveness over time. Across studies, we test (1) whether accommodation vs. complementarity occurs; (2) whether such transmission is direct vs. indirect; and (3) whether transmission has downstream consequences across multiple conversational rounds and multiple targets. Study 1 leverages a novel, large corpus of training data and improved feature extraction tools to update the conversational receptiveness algorithm. Study 2 provides evidence of receptiveness contagion in a large dataset of naturalistic interactions (i.e., discussion forums in massively open online courses). Re-analyzing text from laboratory interactions between state and local government executives, Study 3 reveals transmission of one partner’s level of receptiveness on that demonstrated by their randomly-assigned counterpart. Study 4 and its replication randomly assign partisans to a brief training in conversational receptiveness prior to a political discussion. They causally demonstrate the effect of training on linguistic and attitudinal outcomes—both interpersonal and intergroup evaluations—collected from an untreated counterpart. They also allow us to cleanly identify which features of conversational receptiveness are being directly and indirectly accommodated. Finally, Study 5 traces the effects of the receptiveness training intervention over multiple conversational rounds for both interpersonal and intergroup evaluations. In robustness checks presented in the appendices (S5), we also show that conversational receptiveness is routinely better for measuring our phenomenon, compared to related constructs like politeness (Danescu-Niculescu-Mizil et al., 2013) and emotion contagion (Kramer et al., 2014). 
Our studies examine interactions between holders of opposing views either with regard to a specific policy (e.g., opponents versus supporters of the death penalty) or with regard to one’s entire set of political convictions (e.g., liberals versus conservatives). Scholars across social science disciplines often debate the extent to which disagreement on specific policy topics (i.e., “issue polarization”) can be helpful or harmful to decision making and social functioning (Klofstad et al., 2013; Skytte, 2021). After all, frequent and vocal disagreement is often considered the bedrock of democracy. However, there is broad agreement that to the extent that prejudice toward holders of opposing views decrease partisans’ ability to interact and cooperate, this phenomenon has a negative effect on society. Thus, in the present work we investigate whether conversational receptiveness transmits between parties in disagreement and can serve as an effective tool to improve counterparts’ interpersonal evaluations and willingness to interact in the future, irrespective of their specific policy views.
	Open science statement. We report how we determined our sample size, all data exclusions, all manipulations, and all measures in every study (Simmons et al., 2012). See materials, data, code, and preregistrations here: https://osf.io/kpjwv/?view_only=d9a000a16a714909a85834ceb69da5b5.
Study 1: Improving the measurement of conversational receptiveness
We begin our investigation by improving the original conversational receptiveness algorithm. First, we used a larger training set of conversations to estimate the model, quintupling the size of the dataset used in the original estimates. Second, we developed an updated version of the feature extraction software, including revisions to some of the key model features. The key intuition underlying our approach is that – as opposed to common top-down approaches like dictionaries - we are directly estimating the empirical relationship between the features of language and the outcomes (Yeomans, 2021; Yeomans et al., 2023). 
Method
Procedure. The original Yeomans et al. (2020) paper trained an algorithm using only the texts in their first study from participants who were assigned to write a message to a disagreeing counterpart (N = 543) and applied the algorithm to other studies in that paper. However, two other experiments from that project used a similar paradigm (Study 4 from Yeomans et al. (2020) and a study from an earlier draft that was removed during revisions). All three datasets were collected from Amazon Mechanical Turk in two waves: in the first, writers wrote short essays (N = 2,860; 59% Female), and in the second, raters evaluated the receptiveness of the writers (N = 5,454; 58% Female). For the purposes of the present manuscript, we refer to these three aggregated datasets as “Study 1.” 
Across these datasets, writers produced open-ended text responses to a disagreeing counterpart on a controversial issue: either confrontations between police officers and minority crime suspects, or university policies around handling of sexual assault accusations (word count: M = 70.41, SD = 33.15). Some participants were instructed to communicate naturally with their counterparts and others received broad instructions to come across as receptive to their counterpart’s perspective. 
After those responses were collected, raters (who disagreed with the writers) were recruited to evaluate the receptiveness demonstrated by the writers, using an adapted version of the 18-item dispositional receptiveness to opposing views scale (Minson et al., 2020; see Appendix S1). The response options for the receptiveness scale items run from “-3: Strongly Disagree” to “+3: Strongly Agree.” Because Study 1 combined three different datasets and the distribution within each dataset was slightly different, we standardized the receptiveness scores within each dataset in order to combine them (min = -3.91, max = 2.65). The average rating given to each writer by multiple raters was then used to train a natural language processing algorithm to automatically detect features of text that were predictive of these human ratings.  
	We estimated the model by extracting the linguistic features using version 0.9.3 of the politeness R package (Yeomans et al., 2018a). This package is a well-documented, open-source library that uses sentence structure (dependency relations, negation scoping, parts of speech) to extract speech acts from conversational text. The feature list is linguistically informed, improving on earlier work by refining and expanding their feature sets (Danescu-Niculescu-Mizil et al., 2013; Voigt et al., 2017), and building off other speech act taxonomies (e.g., Stolcke et al., 2000). By focusing on structural elements of the text, we hope to build a model that abstracts away from the details of the contents of an argument, and generalizes across many different topics.
The package is also substantially improved from the version used in Yeomans et al. (2020), and these changes affected the final trained model. Primarily, some new features were added: “hedges” were divided in two, with epistemic uncertainty phrases like “I think” moved to a new category called “subjectivity”; a new category of “disagreement” was also created. In addition, other features were refined: the positive and negative emotion features now include negation scoping, so that “not bad” is considered positive while “not good” is considered negative (unlike the previous version of this package, or most other emotion or sentiment dictionaries). 
	To estimate a model, we put the features into a LASSO model using the glmnet R package (Friedman et al., 2010). The target prediction of that model was the average receptiveness rating given to each text by human participants. For evaluation purposes, we generated model predictions using nested cross-validation (Poldrack et al., 2020). Specifically, we randomly divided the data into ten folds, and to make predictions for each fold we trained the model on the remaining 90% of the sample. 
To estimate model accuracy, we exploit the design of the original studies, which asked each individual rater to rate two different writers. These pairs of writers evaluated by each rater both had the same position and wrote about the same issue in response to the same text prompt from a disagreeing counterpart. Thus, we evaluate accuracy as the percentage of times the model would correctly choose which of the two writers was rated as more receptive by the human raters. The paired approach removes spurious sources of predictive accuracy (such as some topics being more receptive, or some seed text writers being more receptive). Using this method, rather than a correlation, allows the analysis to be focused more precisely on the linguistic choices of the writer being evaluated. In about 1% of cases the raters provided exactly the same rating to the two texts, introducing a small amount of random noise to the model. We removed these pairs from the analysis here, though the results are barely changed, and substantively identical, if we keep these pairs in the data. 
Results
	In our training data, each of several raters evaluated the level of receptiveness expressed by two different writers. As such, each writer's text was evaluated by multiple raters. We first calculated how often each rater ranked the two writers they saw in the same order as the other raters had ranked them. The agreement was modest (M = 60.6%, 95% CI [59.3%, 61.9%]). This result clearly suggests that there is a receptiveness “signal” that our participants could agree on. However, there is also quite a bit of disagreement among the humans, suggesting that their interpretations may be noisy, idiosyncratic, or contextual. Our algorithm demonstrated similar performance on that same test (M = 60.7%, 95% CI [59.4%, 61.9%]; paired t(5453) = .09, p = .932). Similarly, the correlation between a given human’s rating of a text and the average of all the other humans’ ratings of the same text was r(10906) = .32 (95% CI [.307, .341]). The correlation between the algorithm’s rating of a text and the average of all the human raters who saw the same text was r(2858)  = .34 (95% CI [.303, .368]). In other words, the algorithm agreed with humans as much as humans agreed with one another, suggesting that the algorithm picked up on the elements of receptiveness that were broadly accepted among the raters. Importantly, both the model and the humans were evaluating short texts, offered during a single conversational turn. The fact that even such a relatively impoverished dataset offers a detectable signal suggests that longer conversations would offer stronger cues.
The algorithm also outperformed several other benchmarks. For example, a model trained using the feature set and data from the original politeness corpus (Danescu-Niculescu-Mizil et al., 2013) did not predict receptiveness ratings as well (M = 54.8%, 95% CI [53.4%, 56.1%]; paired t(5453) = -7.36, p < .001), nor did a grammar-aware sentiment calculation using the sentimentR R package (M = 54.2%, 95% CI [52.8%, 55.5%]; paired t(5453) = -7.96, p < .001; other sentiment analyses produced very similar results). These results suggest that receptiveness is a construct that captures linguistic behaviors in conflict beyond those captured by prior politeness and sentiment measures. In our Appendix (SI 6), we provide detailed results as to how receptiveness performs relative to sentiment and politeness analyses in each of the subsequent datasets.
Our model was trained on two specific topics (police brutality and campus sexual assault policies). When we conducted a transfer learning test, by training the model on only one issue at a time and then testing it on the held-out issue, we found almost no drop-off in accuracy (M = 60.1%, 95% CI [58.8%, 61.4%]). This is because the model focuses on stylistic and structural elements of the text. Less theory-driven feature extraction, such as topic models or ngrams, tend to put more focus on topic-specific words, making them less accurate on new topics, and thus less generalizable.
Finally, we implemented one manual intervention in the model-building process, to remove two features initially selected by the model – the first-person singular pronoun, and the second person pronoun (“I” and “you”). Upon closely examining the text data we noticed that the impact of these pronouns is almost entirely due to their presence in other features such as acknowledgment or agreement (“I understand,” “you’re right,” “I think that,” etc.). We conducted ablation tests where we removed these pronoun features and found no drop in performance (M = 61.2%, 95% CI [59.9%, 62.3%]), which was not true for ablation tests removing other features.
Based on these results, we retrained a full model using all the available data at once (rather than 90% at a time, as used during the cross-validation procedure described above). The receptiveness features extracted by that model are shown in Table 1. Because the LASSO regression estimates linear coefficients, the importance of each feature is the product of its prevalence and its coefficient. The coefficients, in turn, can be positive or negative. Features with positive coefficients (like acknowledgment and subjectivity) increase a writer’s receptiveness score, while features with negative coefficients (like limiters and negations) decrease it. Thus, the model identifies both errors of omission - not saying things you should - and also errors of commission - saying things you should not.
Discussion
	Study 1 improved the conversational receptiveness algorithm by leveraging a larger training dataset and revising key features. This allowed for more precise estimation of the effect and frequency of each feature.   
In Studies 2-5 we use the revised algorithm to study the effect of receptiveness expressed by one party on the language used by conflict counterparts. We examine whether receptiveness elicits accommodation or complementarity, and the interpersonal consequences of these effects. We further introduce a computational approach to the measurement of indirect accommodation: the expression of receptiveness using different features than ones modeled by the counterpart. 
Study 2: Receptiveness contagion in a naturalistic setting
Study 2 begins testing our primary hypotheses. We track the transmission of conversational receptiveness in a naturalistic field setting where individuals are free to select into and out of conversations: the forums of two policy-focused online courses where students discussed controversial questions posed by instructors. 
Method
Participants. We analyzed data from two online courses (one on American government, the other on education policy). The data were originally published in Yeomans, Stewart, Mavon et al. (2018b) and we follow that paper’s exclusion criteria, data structuring, cleaning, and checks (see S1 in Appendix for details). Yeomans et al. (2018b) examined these data to study whether students who disagree with each other were willing to interact with one another. However, they did not examine the content of the interactions. 
Of the 16,169 students who entered the two online courses, 45% (N = 4,146; Mage = 36; 52% Female) completed enough of the pre-course survey to report their political ideology. These participants appeared demographically representative of the class. Of this sample, 1,450 students participated in the discussion forums.
	Forums. Most of the forum content consisted of a series of discussion question threads created by the teaching team (excluding logistical threads and student-created threads, which were rare and sparse). Most threads thus began with a question posed by the instructors with students (1) replying to the question or (2) commenting on their classmates’ replies (see Figure 1). On average, each thread contained 76.1 replies and 40.7 comments on those replies. Our unit of analysis is each reply-comment pair, limited to the 2,197 reply-comment pairs in which both students replied to the ideology measure.
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Figure 1. The structure of the discussion forums in Study 2. The top level of the forums included “threads” each beginning with a discussion question posted by the teaching team. Students could post “replies” to the prompt, and each reply could be followed by an arbitrarily long list of “comments” in chronological order.

	Ideology measure. In the government class, ideology was assessed using the liberal/conservative ten-point scale used in the World Values Survey (2018). In the education class, ideology was assessed using four questions specific to education policy that were combined into a single dimension using principal components analysis. Both scales were normalized (M = 0, SD = 1) within each class. We calculated ideological disagreement as the absolute difference between the replier’s score and the commenter’s score and used a median split to identify pairs with opposing (i.e., more than .97 SD difference) and similar (less than .97 SD difference) viewpoints. 
Results
We again estimated all relationships as standardized regression coefficients. Because each reply to a question could receive multiple comments, we clustered all standard errors at the level of individual replies (Blair et al., 2018).
Our key hypothesis was that receptive replies to discussion questions would prompt more receptive comments (i.e., that receptiveness would be contagious). We found strong support for this hypothesis (standardized β = .12,  SE = .01, t(4, 594) = 8.11, p < .001). Since individuals self-selected into conversations, the level of disagreement between dyad members varied continuously. However, the tendency of more receptive question replies to prompt more receptive comments was similarly true both for pairs in which self-reported differences in ideology were smaller than the class median (standardized β = .14, SE = .03, t(1,112) = 4.65, p < .001) and for pairs in which self-reported differences in ideology were above the class median (β = .11, SE = .03, t(1,081) = 3.70, p < .001)[footnoteRef:2] confirming that conversational receptiveness is similarly contagious across levels of disagreement.  [2:  We focus our ensuing analyses on disagreeing pairs, for two reasons. First, they more closely map onto our interest in conflictual conversation. Second, these interactions may be the most likely to devolve into conflict, as comments left by disagreeing students are less receptive, on average, than comments left by agreeing students (β = -.05, SE = .03, t(2,194) = -1.89, p = .060).] 

Of note, there are at least two potential alternative accounts for contagion in this naturalistic context. One explanation is that some topics simply elicit more receptiveness than others. In fact, within our pair dataset, thread-level fixed effects significantly explained variance in the receptiveness of both replies (adjusted R2 = .110) and comments (adjusted R2 = .022). To account for these thread-level effects, we calculated (and controlled for) the average receptiveness of all of the other comments in the same thread.
Another potential alternative explanation is that because students in the forum can choose which threads to comment on, more receptive students may seek out receptive replies on which to comment. This explanation can also be addressed using the rest of the forum data, as we can calculate (and control for) each student’s average receptiveness from all their comments in other threads.
To isolate the contagion relationship and control for both alternative accounts, we compared these three explanations using standardized regressions (see Table 2). We found that the thread’s average level of receptiveness (standardized β = .28, SE = .03, t(1,081) = 9.69, p < .001) and the commenter’s average level of receptiveness (standardized β = .31, SE = .03, t(1043) = 10.58, p < .001) both significantly predicted the receptiveness of the comments in the reply-comment pairs. Critical to our theorizing, however, is that even after we controlled for both these factors, the receptiveness of the reply in each reply-comment pair significantly predicted the receptiveness of the corresponding comment (standardized β = .06, SE = .03, t(1,024) = 2.09, p = .037). The size of the relationship between replies and corresponding comments declined by less than half after controlling for the two alternative accounts (.06 vs. .11). 
While our primary goal was to isolate a contagion relationship above and beyond other alternatives, the alternatives themselves are interesting. Because the forums were open to all members of the class, students were allowed to select into conversations. Thus, receptiveness might have attracted more receptive individuals to join in. Future research could further test this intriguing possibility. 
Table 2. Effect of a poster’s receptiveness on receptiveness of comments from disagreeing students in Study 2. Each column represents a different regression model, and each cell represents a standardized coefficient estimate, with the standard error in parentheses.


	Predictor
	1
	2
	3
	4
	5
	6
	7

	Target Post
Receptiveness
	.112***
(.030)
	
	.062***
(.030)
	
	.091***
(.029)
	
	.063*
(.029)

	Thread-Level Receptiveness
	
	.283***
(.029)
	.271***
(.030)
	
	
	.192***
(.031)
	.180***
(.032)

	Commenter-Level
Receptiveness
	
	
	
	.312***
(.030)
	.306***
(.029)
	.238***
(.031)
	.238***
(.031)

	Adjusted 
R-squared
	0.012
	0.079
	0.082
	0.096
	0.103
	0.127
	0.130

	Sample Size
	1082
	1082
	1082
	1044
	1044
	1044
	1044



Discussion
Study 2 demonstrates contagion in a naturalistic field setting. In contrast to complementarity predictions based on exerting dominance in conflict settings, students in online courses exhibited contagion: they used more receptive language when replying to peers who modeled more receptive language themselves, even after controlling for other relevant variables. 
Study 3: Receptiveness contagion among government executives
	Study 3 re-analyzes text from laboratory conversations between government executives from Yeomans et al. (2020). That paper examined the effect of conversational receptiveness on dyad partners’ interpersonal evaluations. However, they did not examine the effect of conversational receptiveness on subsequent language. We leverage these transcripts to test for the transmission of conversational receptiveness when partners are randomly assigned to dyads. 
Method
Participants. We collected data during a continuing education program designed for senior-level managers in US state and local government, including appointed officials, elected officeholders, and executives of nonprofit organizations, foundations, and national associations. We collected data over eight sessions in the summers of 2017 and 2018. All 270 participants in the programs were asked to participate, and everyone agreed. Nine dyads were excluded from analyses because they either did not complete the discussion portion of the study or had missing data due to technical difficulties. Another seven dyads were excluded because they were paired incorrectly and thus did not actually disagree with their partner. All analyses are based on the remaining 238 participants, or 119 dyads (Mage = 46.61 years; 70% Male).
Procedure. On the first day of the program, participants consented to participate and reported their gender, age, political orientation, and dispositional receptiveness to opposing views (Minson et al., 2020). Participants also reported their views on nine controversial socio-political issues as well as the extent to which each issue was “personally important” to them (see Supplementary materials for a full list and phrasing of issues). Participants reported their attitudes using 7-point Likert scales, ranging from “Strongly Disagree” to “Strongly Agree.” Three of these issues (the death penalty, public sector unions, and police brutality), which produced a balanced but polarized distribution of views, were used during the subsequent discussions that constitute the focus of our investigation. The participants’ responses from the first day were used to create discussion dyads and assign those dyads to an issue, balancing the number of dyads who discussed each issue and maximizing disagreement between dyad members. 
On the second day, participants arrived at the laboratory as a group and sat at individual computer terminals. They learned that, for approximately 20 minutes, they would have the opportunity to discuss a controversial topic via an online chat with a peer and would answer questions about the interaction. We assured them that their responses would remain anonymous. 
Participants saw their assigned topic and then wrote a statement offering the best arguments for their opinion. Our chat software then exchanged initial statements between dyad partners, who were each asked to separately write a response to their partner’s initial statement. These responses were then exchanged again, with each person writing a response to their partner’s response. Participants exchanged messages three more times, resulting in a five-round conversation (see S2 in SI Appendix for full instructions and screenshots of materials). 
After the discussion, participants completed a survey regarding their impressions of the conversation and their counterpart. Specifically, they reported their own level of receptiveness during the conversation and their perceptions of their counterpart’s level of receptiveness using a modified version of the Minson, Chen & Tinsley (2020) receptiveness scale. We further asked participants: “How much would you like to have your interaction partner on a work team,” “How much do you trust their judgment to make good decisions in complex situations?” and “How much would you like your partner to represent you and your organization in a professional context?” All questions were answered on 7-point Likert scales. Finally, participants reported the extent to which the conversation shifted their perceptions regarding the broad value of disagreement. We asked them “How useful is discussion by holders of opposing views for developing good public policies?,” “How valuable is political deliberation to the democratic process?” and “To what extent does hearing arguments from both sides of an issue ultimately lead to better decisions?” These later items were answered on 5-point scales anchored at “Not at all” and “Extremely” (see S2 in SI Appendix for details).
Results
Our key question is whether conversational receptiveness expressed by one individual in a conversation on a hot-button policy issue is mimicked by their partner later in the conversation. We estimated all effects as standardized regression coefficients. Since each of our participants engaged with another, we clustered all standard errors within dyads using the estimatr R package (Blair et al., 2018). All results were robust to controlling for the assigned issue, amount of self-reported disagreement, session/class fixed effects, or all of the above.
We calculated each participant’s conversational receptiveness in each of the five rounds separately, using the pre-trained receptiveness model from Study 1. In the first round of conversation, before participants had any exposure to one another, we found no correlation between dyad partners’ conversational receptiveness as measured by our algorithm (standardized β = .02, SE = .08, cluster-robust t(236) = .19, p = .847). This supports the success of the random assignment of dyad partners to each other. 
We then turned to our primary hypothesis: Does conversational receptiveness transmit between parties? We found that it did: while there was no correlation between dyads partners’ receptiveness at the start of the conversation, their levels of receptiveness converged over time. That is, the correlation between a person’s receptiveness in a round and their partner’s receptiveness in the preceding round was consistently positive (see Figure 2). Pooling data across all rounds, dyad partners’ conversational receptiveness was strongly correlated (β = .30, SE = .09, cluster-robust t(236) = 3.43, p = .001). These results thus provide our first piece of evidence of contagion between partners. 
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Figure 2. Contagion effects in Study 3. Points represent the correlation between the conversational receptiveness exhibited by dyad members in each round of conversation, as measured by the algorithm. The correlation between the receptiveness levels of dyad partners increases over time. The final point indicates the correlation between partners’ subjective ratings of each other’s receptiveness collected in the post-discussion survey. The error bars correspond to 95% confidence intervals around each estimate. 

The conversational receptiveness evaluations provided by the algorithm aligned with the subjective evaluations reported by the participants themselves. Dyad members’ pre-conversation ratings of their own habitual level of receptiveness were not positively correlated with each other (standardized β = -.11, SE = .09, cluster-robust t(236) = -1.27, p = .207). However, by the end of their conversations, partners tended to rate one another’s receptiveness during the conversation similarly. That is, each person’s evaluation of their partner was correlated with their partner’s evaluation of them (standardized β = .23, SE = .09, cluster-robust t(236) = 2.64, p = .010). Given the success of random assignment, this result again supports the contention that over the course of the discussion partners’ conversational styles converged, affecting both algorithmic and human evaluations.
Our dataset also allows us to answer one additional question about the dynamics of receptiveness in disagreement. Namely, whether the more or the less receptive person exerted more influence on the ultimate level of receptiveness demonstrated by the dyad. To address this question, we assessed conversational receptiveness expressed in Round 1 of the conversation (i.e., before any interaction) and assigned a score of 1 to the partner who was relatively higher in receptiveness and a score of 0 to the partner who was relatively lower. 
For the partner who began higher in receptiveness, we then subtracted their average receptiveness in Rounds 2-5 from their receptiveness in Round 1.[footnoteRef:3],[footnoteRef:4] This score tells us how much less receptive they became during the conversation. For the partner who began lower in receptiveness, we subtracted their receptiveness in Round 1 from their average receptiveness in Rounds 2-5. This score tells us how much more receptive they became during the conversation.  [3:  In this and future studies, algorithmically measured receptiveness is plotted and reported in standard deviation units from the Study 1 training data.]  [4:  Visually examining the data made it clear that most change happened between Rounds 1 and 2. ] 

When we regress change in receptiveness on a participant’s starting level relative to their dyad partner, we find a clear pattern. Individuals who began the interaction higher in receptiveness displayed no systematic change over the course of the conversation (Mdiff = -.02, SD = .16; not significantly different from 0, t(118) = -1.43, p = .157). In contrast, individuals who began lower in receptiveness displayed systematic and (at least to us) surprisingly large increases in receptiveness (Mdiff = .14, SD = .17; significantly different from 0, t(118) = 9.13, p < .001). We estimate that roughly 88% of the average change in receptiveness from Round 1 to Rounds 2-5 is explained by the change in receptiveness made by those who started the conversation lower in receptiveness than their randomly assigned partner. One interesting consequence of these dynamics is that conversational receptiveness increased over time (Round 1: M = -.21, SD = .16; Round 5: M = -.15, SD = .19; difference score greater than zero, cluster-robust t(236) = 3.88, p < .001).
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Figure 3: Change in receptiveness of dyad partners in Study 3. Within each dyad, one person began as being higher or lower in receptiveness. The partner who began lower was more likely to shift toward their partner than vice versa. Most of the change happened early in the interaction. 
A final question that our data allow us to address is whether shifting one’s level of conversational receptiveness yields relational benefits. Yeomans et al. (2020) reported that partners who were more receptive on average were evaluated more positively by their counterparts. Here we focus on whether shifting toward greater receptiveness has benefits as well. To answer this question we calculated each person’s change in conversational receptiveness, as the difference between their receptiveness in Round 1 and their average level of receptiveness in Rounds 2-5. We then used this difference score, and the participant’s original Round 1 receptiveness, as predictors in a regression with their partner’s post-discussion evaluations as the outcome. 
We found a strong positive relationship between this change variable and partner evaluations. Partners who increased their level of receptiveness were seen as more desirable team-mates (standardized b = .59, SE = .13, cluster-robust t(238) = 4.47, p < .001), as having better professional judgment (standardized b = .49, SE = .12, cluster-robust t(238) = 4.08, p < .001), and as being better organizational representatives (standardized b = .74, SE = .15, cluster-robust t(238) = 4.92, p < .001). These relationships also held when we controlled for the partner’s Round 1 receptiveness. 
Discussion
Even when government executives were randomly assigned to counterparts, receptiveness converged as discussion progressed—a conclusion supported by partners’ post-conversation ratings. Interestingly, more receptive dyad partners exerted greater influence than their less receptive counterparts, a process that unfolded quickly. These findings raise interesting questions about the timecourse of contagion, particularly in longer conversations or over the many conversations within a relationship.
 Interestingly, not only were counterparts more positively evaluated as a function of overall greater receptiveness (as reported in Yeomans et al. (2020)), but also as a function of their willingness to increase their receptiveness, suggesting that inducing greater receptiveness might prove to be a powerful conflict de-escalation tool. In Studies 4-5, we test when and why training people in conversational receptiveness can provide such benefits. 
Study 4: Training conversational receptiveness 
Study 4 has three goals. First, we use an experimental design to test whether training in conversational receptiveness for one party causally increases their counterpart’s receptiveness. Second, we investigate not only if conversational receptiveness transmits between parties but also how. We develop a novel approach for measuring linguistic accommodation across multiple features, allowing us to examine how much of the transmission is driven by direct vs. indirect accommodation. Third, we test whether the benefits of conversational receptiveness apply not only to interpersonal evaluations, but also to intergroup evaluations by providing participants with a highly salient exemplar of positive contact with an outgroup member (Christ et al., 2014). Measuring both indirect accommodation and intergroup evaluations provides a more stringent test for whether conversational receptiveness causes a meaningful shift in the nature of the conversation. 
Method
Study 4 proceeded in two stages. First, we recruited participants (“Writers”) on Prolific (N = 729, Mage = 39.53, 52% Female after pre-registered exclusions). The Writers reported their political ideology using a 7-point scale labeled from “1: Very Liberal” to “7: Very Conservative”) (ANES, 2021). We used the Writers’ self-reported political ideology (binarized to categorize all participants as either liberals or conservatives) to match them to a text written by a participant from an earlier pilot study who identified with the opposing political ideology and explained why the policies advocated by their ingroup were best for the country. Writers who did not identify with either the liberal or conservative ideology were excluded from the study. 
	In the second wave of the study, we used Prolific and MTurk to recruit Recipients (N = 2,328, Mage = 40.19, 52% Female) to respond to the arguments produced by the Writers. Like the Writers, the Recipients stated their political ideology. We then randomly assigned each Recipient to respond to a statement written by one of the Writers of the opposing ideology. Following our pre-registration, to maximize statistical power, we continued data collection until each Writer text had received responses from at least three Recipients (average = 3.19). This required us to oversample conservatives in an additional, smaller recruitment wave. Crucially, this was orthogonal to treatment, and the second wave did not substantively differ from the first in terms of attrition, estimated effects, etc.
Procedure. To examine whether conversational receptiveness expressed by one individual causally affected that expressed by an ideological opponent, we randomly assigned some Writers to receive instruction in the linguistic markers of receptiveness. Specifically, we told participants in the treatment condition (n = 354) that research has identified strategies for expressing receptiveness to opposing views in conversation. Next, we gave participants specific instructions on how to incorporate four markers of conversational receptiveness into their writing along with phrase suggestions (see S3 in SI Appendix for details). When writing their argument, participants in the treatment condition were instructed to: “Try to signal receptiveness as best you can, using the strategies you learned about. Try to work as many of the strategies as possible into the message you write.” Participants were incentivized with an opportunity to win a monetary bonus of $50 if they crafted one of the top 20 most receptive messages. By contrast, participants in the control condition (n = 375) were simply instructed to “Imagine you are having a conversation with this person and write a response to them.” To balance effort between conditions, participants in the control condition read an unrelated text (about the discovery of a new species of fish). Writers in both conditions took a short quiz to ensure they read the assigned material. 
After reporting their political ideology, Recipients proceeded to a page of the survey that displayed two pieces of text: the seed text, in which a participant from a prior pilot study explained why they believed the policies advocated by their ingroup are best for the country, and a Writer’s response to the seed text. We always assigned Recipients to view interactions where they shared a political ideology with the author of the seed text and thus espoused the opposing ideology from the Writer. 1,131 Recipients read texts from Writers in the Treatment condition and 1,197 Recipients read texts from Writers in the Control condition. The Recipients then proceeded to write a response to the Writer. To ensure that participants thoughtfully engaged with the task, we instructed them to write at least three-to-five sentences, and spend at least two minutes doing so. 
	Beyond examining conversational behavior, we were also interested in whether our treatment could impact Recipients’ attitudes toward both the Writers and other holders of the Writers’ political ideology. Thus, after Recipients completed the writing task, we also asked them to evaluate the Writer to whom they replied as well as other typical holders of the Writer’s political ideology. Specifically, we focus on the dimensions on which ideological opponents traditionally derogate each other according to prior research (Minson, et al. 2020; Collins et al., 2022). Thus, we asked participants whether they saw their counterpart and the other holders of the counterpart’s ideology as trustworthy, reasonable, likeable, and whether they would want to interact with them in the future. These measures were collected in a randomized order on 5-pt Likert scales anchored at 1: “Not at all” and 5: “Very” and produced high levels of internal reliability (Cronbach’s alphas: interpersonal = .90; intergroup = .93). 
Results
Manipulation check. We first tested whether our training successfully increased the level of conversational receptiveness used by Writers. The receptiveness algorithm confirmed that Writers in the treatment condition produced texts that were, on average, far more receptive than those produced by Writers in the control condition (Mtreatment = .35, SE = .01 vs. Mcontrol = -.17, SE = .01; Cohen’s d = 1.44, t(727) = 28.09, p < .001). Expressed in the original units - standard deviations within the training data - this effect size is 0.534 SDtrain. (see Appendix for exploratory analyses examining the effectiveness of training by demographic groups.) 
Contagion. We next examined whether conversational receptiveness transmitted between parties. Each Writer’s message was seen by approximately three Recipients in the second wave, so we estimate all models with clustered standard errors at the level of the original Writer (Blair et al., 2018). In line with our predictions, Recipients in the treatment condition produced replies that were higher in conversational receptiveness (Mtreatment = -.10, SE = .01) than did Recipients in the control condition (Mcontrol = -.18, SE = .01). This result proved to be statistically significant (Cohen’s d = .31, t(728) = 6.77, p < .001), providing the first truly causal evidence that using conversational receptiveness in disagreement triggers one’s counterpart to be more receptive in return. In the original units, this effect size is 0.073 SDtrain, roughly one seventh of the size of the direct effect on the Writers’ language (13.7%). These two effects are plotted in the first panel of Figure 4.
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Figure 4. Contagion effects in Studies 4, 4R and 5. We plot the effect of the intervention on the Writer’s language, as well as the Recipient’s language in the first panel. The middle panel presents the interpersonal evaluations of the Writers by the Recipients using combined Study 4 and Study 4R data. Finally, the last panel presents evaluations of the Recipients from Study 4 by and Observers in Study 5. The effects on language were measured in terms of standard deviation units from the training data in Study 1. The effects on evaluations were measured on 5-pt Likert scales. However, all the measures were standardized so as to provide an easy comparison of effect sizes across measures. All bars show group means and 95% confidence intervals. 

We now turn to investigating how much of this contagion consisted of direct accommodation (i.e., surface-level mirroring of linguistic features), indirect accommodation (i.e., using a receptive communication style more broadly, beyond mimicking the specific receptiveness features used by a counterpart), or both. To measure the relative contribution of these two mechanisms, we identified the ten features of conversational receptiveness in the text produced by all participants on each round. We then estimated the relationship between each feature used by one partner and each feature used by the counterpart on the following round (10 x 10 = 100 total coefficients). We combined the coefficients into two separate sums depending on whether each coefficient reflects direct or indirect accommodation. For example, a counterpart’s use of hedges in response to a target’s use of hedges constitutes direct accommodation; by contrast, a counterpart’s use of agreement in response to a target’s use of hedges constitutes indirect accommodation. See S5 in SI Appendix for details of these calculations as well as the modifications we employed to conduct these analyses on Study 2 and Study 3 data.
Our results revealed a key role for indirect accommodation (β = .03, bootstrapped 95% CI [.0141, .0409]), as well as direct accommodation (β = .03, bootstrapped 95% CI [.0238, .0427). As reported above, the total difference in the Recipients’ receptiveness between conditions was 0.0733, implying that indirect accommodation accounted for 38% of the total effect of the intervention on Recipients’ receptiveness level, while direct accommodation accounted for 45% of the total effect. The remaining 17% was attributed to other changes in the Writers’ language, besides the ten features we focused on, that also affected the Recipients’ use of the ten features. 
In Figure 5, we plot all the accommodation pathways between Writer and Recipient features. While many of these paths indicate direct accommodation (e.g., agreement leading to more agreement), many others indicate indirect relationships. For robustness, we also conducted further checks to account for collinearity and confounding variables, like topic or word count, and find our estimates to be relatively stable across different modeling strategies (see S5 in SI Appendix for details). These results suggest that people embrace the receptiveness of their counterpart in a way that goes well beyond previously measured mimicry effects.
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Figure 5. Estimated accommodation effects of Writer use of receptiveness features on Recipient use of receptiveness features from Study 4. Black arrows indicate a positive relationship between a Writers’ and Recipients’ level of receptiveness, and red arrows indicate a negative relationship. The color saturation of each arrow is determined by the strength of the coefficient. While positive direct accommodation is common (horizontal lines), indirect accommodation also plays a significant role in spreading receptiveness from one person to another (diagonal lines).

Evaluations. To what extent does conversational receptiveness expressed by a focal participant engender broader attitudinal shifts in a counterpart who is blind to the experimental treatment? In line with our predictions and prior work, Recipients who were exposed to Writers espousing an opposing political ideology but trained in conversational receptiveness provided more positive evaluations of their counterparts relative to those exposed to control Writers (composite: Mtreatment = 3.07, SE = .03 vs. Mcontrol = 2.52, SE = .03; B = .51, SE = .05, t(727) = 10.08, p < .001). Crucially, this improvement extended beyond the focal Writer and impacted Recipients’ evaluations of other holders of the Writer’s political ideology (composite: Mtreatment = 2.25, SE = .03 vs. Mcontrol = 2.17, SE = .02; B = .10, SE = .04, t(727) = 2.22, p = .03). We estimate the intergroup evaluations effect to be roughly one-fifth of the size of the interpersonal evaluations effect (19.6%).
Finally, we can examine the transmission of sentiment and politeness from Writers to Recipients and their effects on conflict outcomes. These results are reported in detail in the Appendix (SI 6). In general, whereas we find the both sentiment and politeness transmit from Writers to Recipients, receptiveness emerges as the strongest predictor of interpersonal and intergroup evaluations.
Replication without Replying. In Study 4, we saw that receptiveness training of Writers led to both linguistic and attitudinal changes in Recipients. But does the act of replying with more receptive language cause the attitudinal changes we observed, perhaps through the mechanism of self-signaling? To address this question, we ran a conceptual replication of Study 4 (N = 1,787, Mage = 43.57, 48% Female after pre-registered exclusions) that had an identical design, with one key difference: Recipients read the messages from the Writers and reported their attitudes without first being required to reply. 912 Recipients read messages from Control condition Writers and 875 Recipients read messages from Treatment condition Writers.
Results revealed that the act of replying appeared to have minimal impact. Using an identical analytical approach to that described above, we saw that Recipients who were exposed to ideologically opposed Writers instructed in conversational receptiveness (vs. not) provided more positive evaluations of their counterpart (alpha = 0.94; composite: Mtreatment = 3.28, SE = .03 vs. Mcontrol = 2.74, SE = .04; B = .49, SE = .05, cluster-robust t(1785) = 9.31, p < .001) and their counterpart’s group (alpha = .92; composite: Mtreatment = 2.34, SE = .03 vs. Mcontrol = 2.26, SE = .03; B = .08, SE = .05, cluster-robust t(1785) = 1.72, p = .086). 
While the effect on intergroup evaluations was marginally significant in this replication study, combined analysis of Study 4 and its replication provided evidence for a reliable effect on both interpersonal evaluations (composite: Mtreatment = 3.16, SE = .02 vs. Mcontrol = 2.62, SE = .02; B = .50, SE = .04, cluster-robust t(4113) = 11.47, p < .001) and intergroup evaluations (composite: Mtreatment = 2.29, SE = .02 vs. Mcontrol = 2.21, SE = .02; B = .09, SE = 0.03, cluster-robust t(4113) = 2.66, p = .008). An interaction test shows that the effect of condition does not vary across the two samples, for evaluations of either counterparts (p = .828) or their group (p = .924). The effects on the composite measures are also plotted along the language effects in the middle panel of Figure 4.
In sum, these results suggest that conversational receptiveness causes an overall psychological shift among disagreeing recipients consisting of several measurable outcomes including direct and indirect accommodation, as well as interpersonal and intergroup evaluations—with the Recipients’ opportunity to reply playing little-to-no moderating role. 
Discussion
	Study 4 provided causal evidence for transmission of conversational receptiveness between parties. This transmission was driven approximately equally by both direct and indirect accommodation with recipients showing greater conversational receptiveness in the treatment condition, but often using different features than what their partner modeled. Conversational receptiveness also triggered more positive interpersonal and intergroup evaluations, with brief training causally inducing linguistic and attitudinal shifts in counterparts who were blind to the treatment. 
Although Study 4 provided an ideal opportunity to document the existence of indirect accommodation due to the experimental design and the large dataset we collected, it is possible to conduct similar analyses using Study 2 and 3 data. Our analytical approach had to be amended to address the correlational nature of the data and the repeated observations in Study 3. (The technical details of the analysis can be found S5 of the SI). Nevertheless, we find converging evidence for the presence of both direct and indirect accommodation. While the estimates are noisy given the correlational nature of the data and the smaller sample size, it is worth noting that the proportion of the effect attributable to indirect accommodation is directionally larger than that attributable to direct. Given the limitations noted above, however, these results should be interpreted with caution.
The presence of indirect accommodation raises the natural question regarding its unique consequences on downstream evaluations of counterparts. Unfortunately however such an analysis would require individual-level scores of direct and indirect accommodation, which our computational approach does not produce, instead producing sample-level estimates. Future research, using much larger datasets, with repeated observations for each dyad can address the individual-level antecedents and consequences of direct and indirect accommodation. 
Study 5: Downstream consequences of receptiveness contagion
In Study 4, we saw that conversational receptiveness can improve evaluations of individuals that go beyond the immediate conversation partner. But can experimentally induced receptiveness contagion survive multiple conversational rounds? In Study 5, we test whether the level of conversational receptiveness exhibited by the Recipients in Study 4 is sufficient to shift the evaluations of a new wave of participants, who are now two conversational turns away from the intervention. We also assess which features of receptiveness drive such shifts. 
Method
We recruited participants from Cloud Research (N = 2,337, Mage = 44.26, 50% Female after pre-registered exclusions). Participants first reported basic demographic information including their political ideology using a 7-point scale labeled from “1: Very Liberal” to “7: Very Conservative” (ANES, 2021). They also reported their attitudes toward typical liberals and typical conservatives using 100-pt feeling thermometer scales, anchored at “0 – Very cold” and “100 – Very warm.”  
Using a within-subjects design, we asked participants (whom we call “Observers”) to read two discussions collected in Study 4: one from the control condition and one from the treatment condition. Both discussions consisted of the same original seed text, wherein a previous participant explained why they believe that the policies for which their ingroup advocates are the right ones for the United States. Each seed text was then responded to by Writers who had been randomly assigned to receive conversational receptiveness training, or to use their own natural communication style. Finally, each Writer’s text was considered by Recipients who were blind to condition and wrote responses. The task of the present participants (i.e., Observers) was evaluating this Recipient (and the Recipient’s group). By design, Observers in this study were of the same political ideology as the trained Writers and of the opposing political ideology from the author of the original seed text as well as the Recipient they were tasked with evaluating.  
After reading each discussion, Observers evaluated the Recipient’s trustworthiness, reasonableness, likability, and reported their willingness to interact with them in the future. They then answered identical questions about other people who share the same political ideology with the Recipient. As in earlier studies, we collected these responses on 5-pt Likert scales.  
Results
As in prior studies, we computed two indices by averaging and standardizing participant evaluations of the Recipient and other members of the Recipient’s group. This computation yielded the two primary dependent variables, which we again termed interpersonal evaluations and intergroup evaluations. We then regressed these measures on condition. To account for the repeated nature of our design (in which each Observer evaluated two Recipients), we included fixed effects for the Observer and clustered standard errors at the Writer level (because multiple Recipients responded to one writer). We also included fixed effects for the seed text that initiated the conversation, as well as Observers' responses on a 100-point feelings thermometer for holders of both their own and opposing political ideology. The statistical significance of all results remains unchanged with and without these pre-registered control variables (see online materials). 
Consistent with our predictions, Observers provided more favorable evaluations to Recipients who had replied to a Writer trained in conversational receptiveness. Interpersonal evaluations were significantly more positive in the treatment condition compared to the control condition (Mtreatment = .03, SE = .02, Mcontrol = -.03, SE = .02; B = .09, SE = .03, cluster-robust t(4681) = 3.39, p < .001). The same was true for intergroup evaluations (Mtreatment = .02, SE = .02, Mcontrol = -.02, SE = .02; B = .03, SE = .01, cluster-robust t(4681) = 2.37, p = .018). Importantly, we obtained this effect despite the fact that the Recipients who the Observers evaluated were blind to condition and were exhibiting a fraction of the linguistic effect demonstrated by the Writers in Study 4. Thus, we see experimental evidence that the contagion of conversational receptiveness, even from a very brief online training, can improve conversational outcomes over multiple rounds.
In a final set of analyses we explore which receptiveness features contributed the most toward improved interpersonal and intergroup evaluations. We tested four parallel mediation models. In all four models, the independent variable was the experimental condition of the Writer in Study 4 (i.e., training vs. control). In Models 1-2, the mediators are writer feature use and the dependent variable is interpersonal evaluations made by the Recipient toward the Writer (Model 1) or intergroup evaluations made by the Recipient toward the Writer’s group (Model 2) based on combined Study 4 and Study 4R data. 
Models 3-4 use the data from Study 4 and Study 5. In Models 3-4, the mediators are recipient feature use and the dependent variable is interpersonal evaluations made by the Observer toward the Recipient (Model 3) or intergroup evaluations made by the Observer toward the Recipient’s group (Model 4). In Models 3-4, we do not include data from Study 4R because in that study Recipients did not reply, and we therefore cannot assess their feature use. Across models, we use clustered standard errors to account for the fact that multiple Recipients read messages from the same writer (Models 1-2) or multiple Observers read messages from the same Recipient (Models 3-4). Results are summarized in Table 3. 
Three key findings emerged across models. First, agreement was the most reliable linguistic mediator. In all four models, it explained the largest proportion of variance in the treatment effect. And yet agreement neither explained the entire effect nor was the only linguistic feature to explain variation. Agreement never explained more than 35% of the treatment effect and other features, when taken together, often explained a greater amount of variance. For example, in Model 1, agreement explained 27.4% of the effect; acknowledgment, negative emotion, and negation explained a combined 32.7%. Finally, likely because the treatment effect was larger for interpersonal (vs. intergroup) evaluations, the mediation patterns were more reliable in the interpersonal models (Models 1 and 3) compared to the intergroup models (Models 2-4). Intriguingly, this held for both evaluations of the Writer/Writer’s group (Model 1 vs. Model 2) and for evaluations of the Recipient/Recipient’s group (Model 3 vs. Model 4). 
Together, the results provide converging evidence of the complex role of individual features of conversational receptiveness in driving interpersonal and intergroup evaluations. The role of agreement, in particular, suggests that one mechanism behind the conflict de-escalating effects of conversational receptiveness may have to do with the extent to which at baseline, partisans tend to exaggerate their level of disagreement, and therefore that intentionally identifying areas of agreement may correct such “false polarization” (Dorison et al., 2019; Fernbach & Van Boven, 2022; Sherman et al., 2003). Relatedly, recent work on faulty “meta-perceptions” (Lees & Cikara, 2021; Moore-Berg et al., 2020a) argues that parties in conflict hold exaggerated beliefs regarding the level of dislike and distrust that the other side holds toward them. Thus, greater use of acknowledgment, combined with lesser use of negations and negative emotion words may correct such beliefs, leading to positive interpersonal consequences documented here. Although these results should be considered preliminary given the exploratory nature of our mediation analyses, they offer several intriguing directions for future research. 
Table 3. Results of parallel mediation analyses investigating the consequences of specific feature use in Studies 4-5. Each column represents a different model and each row represents a different linguistic feature. Coefficients are unstandardized. In Models 1-2, the mediators are writer feature use and the dependent variable is interpersonal evaluations made by the recipient toward the writer (Model 1) or intergroup evaluations made by the recipient toward the writer’s group (Model 2). In Models 3-4, the mediators are recipient feature use and the dependent variable is interpersonal evaluations made by the observer toward the recipient (Model 3) or intergroup evaluations made by the observer toward the recipient’s group (Model 4). 

	Feature	
	Model 1
	Model 2
	Model 3
	Model 4

	Agreement
	b = 0.149***
se = 0.029
(27.4%)
	b = 0.020
se = 0.019
(24.3%)
	b = 0.022***
se = 0.004
(34.3%)
	b = 0.006*
se = 0.003
(19.1%)

	Acknowledgment
	b = 0.068*
se = 0.030
(12.5%)
	b = -0.008
se = 0.020
(9.7%)
	b = 0.000
se = 0.001
(0.6%)
	b = 0.000
se = 0.001
(0.9%)

	Subjectivity
	b = 0.019
se = 0.018
(3.4%)
	b = 0.011
se = 0.012
(13.9%)
	b = 0.013***
se = 0.003
(21.1%)
	b = 0.004
se = 0.002
(14.4%)

	Hedges
	b = 0.005
se = 0.004
(1.0%)
	b = 0.001
se = 0.002
(0.9%)
	b = 0.005*
se = 0.002
(7.9%)
	b = 0.002
se = 0.002
(7.8%)

	Positive Emotion
	b = 0.020*
se = 0.008
(3.6%)
	b = -0.000
se = 0.005
(0.1%)
	b = -0.002
se = 0.002
(3.4%)
	b = -0.001
se = 0.001
(2.8%)

	Reasoning
	b = -0.004
se = 0.007
(0.8%)
	b = 0.004
se = 0.005
(4.6%)
	b = 0.001
se = 0.001
(1.1%)
	b = -0.002
se = 0.002
(7.4%)

	Negative Emotion
	b = 0.062***
se = 0.017
(11.4%)
	b = 0.019*
se = 0.008
(23.4%)
	b = 0.020***
se = 0.004
(30.8%)
	b = 0.001
se = 0.004
(3.6%)

	Disagreement
	b = -0.001
se = 0.006
(0.2%)
	b = 0.003
se = 0.004
(3.6%)
	b = 0.002
se = 0.001
(3.7%)
	b = 0.001
se = 0.001
(4.7%)

	Adverb Limiter
	b = 0.000
se = 0.001
(0.0%)
	b = -0.000
se = 0.001
(0.1%)
	b = -0.001
se = 0.002
(1.7%)
	b = -0.000
se = 0.002
(1.1%)

	Negation
	b = 0.048**
se = 0.016
(8.8%)
	b = -0.002
se = 0.001
(2.6%)
	b = 0.006
se = 0.004
(9.2%)
	b = 0.002
se = 0.004
(7.2%)


*p < .05
**p < .01
***p < .001

General Discussion
Interacting with people who disagree is an inevitable part of personal and professional relationships—one that humans engage in from toddlerhood to the grave. And yet, the threat of disagreement spiraling into interpersonal conflict is ever-present. This tendency is particularly pronounced in current political discourse in the United States, with many prominent scholars expressing concern over the impact of the resulting dislike and distrust on the future of American democracy (e.g., Finkel et al., 2020). Societies, companies, and families need strategies that help disagreement remain thoughtful, civil, and—ultimately—productive. 
In the context of partisan politics in the United States, the present research tested conversational receptiveness (i.e., the use of language to behaviorally demonstrate one’s thoughtful engagement with opposing views) as just such a strategy. While Study 1 focused on improving an algorithmic measure of conversational receptiveness, Studies 2-5 included a naturalistic sample of students in online courses, a laboratory study of government executives, and three well-powered, pre-registered experiments. We see converging evidence that conversational receptiveness not only transmits between disagreeing parties (i.e., is contagious), but also that it triggers a deeper shift in mindset between counterparts.
Evidence for this deeper shift comes in two forms. First, transmission of conversational receptiveness was driven not only by direct accommodation (i.e., surface-level mirroring of words and phrases), but also by indirect accommodation (i.e., using a receptive communication style more broadly, itself a newly documented mechanism of language transmission). Indeed, the contagion effect was large enough that participants in a third round of conversation who were only exposed to counterparts who themselves had become more receptive via accommodation still responded to the differences stemming from the manipulation. Finally, conversational receptiveness triggered more positive interpersonal and intergroup evaluations, leading counterparts to evaluate both the target and their ideological counterparts more positively (cf., Mousa, 2021). Importantly, we find no support for the complementarity hypothesis in our studies: recipients of conversational receptiveness do not become more dogmatic or argumentative, but instead become more receptive themselves.
Contributions
Our work provides theoretical insights across several related disciplines. First, as a complement to prior work that has often focused on changing partisans’ mental states, we seek to improve conflictual dialogue by focusing on easily trainable and observable verbal behaviors. For example, while instructing one individual to exercise intellectual humility may change their mindset toward their counterpart, their behavior may not change sufficiently for their counterpart to notice or reciprocate. Our approach provides concrete insight into measurable mechanisms underlying the gradual escalation (or de-escalation) of conflict and how those mechanisms can be manipulated to improve outcomes.
Second, the present work advances research on computational linguistics. While prior research has repeatedly demonstrated that individuals mimic behavior, our work is the first to posit and measure indirect accommodation. These findings raise important questions about the role of indirect accommodation in other contexts and provide a measurement toolkit that future scholars can leverage for additional communication styles.  
Third, our work holds implications for communications, political science, and organizational behavior—three disciplines concerned with improving conflictual conversations. Future research is likely to uncover important relationships between the contagion of conversational receptiveness and the contextual features often studied in these disciplines. For example, differences in power and status, the presence of observers, communication duration, or relationship closeness are all likely to impact the presence and nature of contagion effects documented here.
Finally, our work is intimately related to work on persuasion and social influence. In the present work, the primary outcome variables were conversational receptiveness and interpersonal evaluations. A related question, which we do not directly address, is depolarization of attitudes themselves. Although behavioral markers of engagement with opposing views do not require nor necessarily precede greater attitude change (Minson et al., 2020; Minson & Chen, 2022), receptiveness may be particularly beneficial in contexts where parties are neither willing nor able to change their beliefs. Contexts where attitude change is extremely unlikely (such as in cases of ongoing violent conflict) may thus uniquely benefit from the subtle thawing of relations that receptiveness enables. Future research is needed to assess this possibility. 
Most broadly, our work adds to the growing body of evidence regarding the bidirectional relationship between cognition and language. Recipients in Study 4 were likely unaware of the effect that their partner’s receptiveness had on their own language or their evaluations of their counterpart. Future research should explore the extent to which conscious awareness plays a role in receptiveness contagion and whether making it salient would diminish or enhance its effects. 
Statement of Limitations
Our work has several important limitations, which in turn serve as the foundation for future directions. Although we offer the first conceptual and quantitative operationalization of direct versus indirect accommodation, future research is needed to test the different antecedents and consequences of these processes. We proposed that greater indirect accommodation requires greater engagement with a counterpart’s ideas (i.e., greater cognitive receptiveness) than direct accommodation. For example, whereas we expect direct accommodation to occur frequently, we would expect the emergence of indirect accommodation to emerge only when people have cognitive and emotional bandwidth to engage with the opposing view. We would also expect it to emerge in cases when people feel motivated to see the other side’s perspective, either as a function of the present situation or as a function of the ongoing relationship. Given that our primary focus was on documenting the existence of direct (and indirect) accommodation, we did not experimentally manipulate these contextual features to assess when each type of accommodation (or even its inverse within complementarity) might occur. In addition to these contextual features, future research might also explore the individual-level characteristics of people who are more or less likely to engage in indirect accommodation, analyses that we briefly explore in the Appendix (SI 7). 
Relatedly, we examined the relative presence of direct versus indirect accommodation in a set of interactions that are likely to lead to the emergence of both phenomena: asynchronous, text-based discussions on ideologically laden topics. These types of interactions characterize many important conversations in the world, perhaps especially those taking place on social media, over email and text. Although the studies used a variety of different techniques (e.g., discrete conversational rounds, online forums), we did not study longer, more naturalistic conversations that often take place in daily life. The absence of synchronous and spoken conversations limits inferences on the generalizability of our results and future work should test whether the results do generalize to such contexts (for a sample of related work in this space, see Broockman & Kalla, 2016; DiStasi et al., 2023; Kalla & Broockman, 2020; Rothers & Cohrs, 2023; Santoro & Broockman, 2022). Some work comparing spoken to written conversation suggests that people are more receptive, on average, when speaking than writing, but that receptiveness improves conflict outcomes in both mediums (Bevis et al., 2024). Perhaps most relevant, Study 2 provided evidence that individuals higher in receptiveness pulled unreceptive partners toward their level, rather than the reverse. However, one might imagine that in spoken conversation, if receptiveness is perceived as inauthentic or disingenuous, a conversational counterpart might respond even less receptively out of anger or a desire to express their authentic frustration. 
Beyond whether conversational receptiveness contagion occurs in a given context, how much of it occurs in that context is also important to consider in future work. In the present studies, training was relatively minimal: it included short instructions regarding components of conversational receptiveness, which took most participants only a couple minutes to absorb. Concomitantly, the downstream effects of such training were also modest in absolute size: even though they transmitted over multiple conversational rounds, they typically represented about a quarter to a half of a standard deviation in the relevant outcome variable. Many of these effects are generally considered small by traditional standards for evaluating effect sizes. 
While we believed it noteworthy that any transmission occurred, it is important for future work to assess to what extent larger effects (in both traditional effect sizes, but also terms of practical importance) could be obtained with more robust training. If so, conversational receptiveness may offer a promising strategy for schools, workplaces, and civic spaces being torn apart by conflict. Because conversational receptiveness is precisely defined and algorithmically measurable, our approach provides avenues for monitoring the health of conversations, and direct modification of language to enhance them.
A few other methodological limitations merit note. Our conclusions about the transmission of conversational receptiveness should be reproducible with similar samples within the United States. However, discussions in different cultural contexts or in different languages may change these findings in ways we have not considered. The analyses concerning evaluations of counterparts (and their group) map onto existing constructs such as ideological conflict (Stern & Crawford, 2021); however, they may need to be replicated with behavioral measures. We also openly acknowledge that our current model of receptiveness is limited -- surely there is more to constructive disagreement than these ten features. The Table of Limitations (Table 4) addresses these and other considerations. 
Conclusion
	Constructive disagreement is necessary, yet elusive. However, our work suggests that conversational receptiveness is effective not only for shifting behavior during a focal disagreement, but also for shifting subsequent attitudes, providing parties with a potential path around destructive conflict spirals. Indeed, one clear approach to eliciting more receptiveness from others is to be more receptive to them.

Table 4: Assessment of limitations.
 
	Dimension
	Assessment

	Internal validity

	 Is the phenomenon diagnosed with experimental methods?
 
	Yes (Studies 4, 4R, and 5)

	 Is the phenomenon diagnosed with longitudinal methods?
	No. However, it is worth noting that the discussions in Study 2 often proceeded over a span of days.

	 
Were the manipulations validated with manipulation checks, pretest data, or outcome data?
 
	In Studies 1 and 3 the algorithmic measure of receptiveness was strongly and positively correlated with human ratings of receptiveness. In Study 4, we conducted a manipulation check to ensure that Writers in the receptiveness condition used more receptive language than Writers in the control condition. They did. 

	What possible artifacts were ruled out?
	In Study 2, we ruled out two alternative explanations for receptiveness contagion: greater receptiveness of specific topics, and specific individuals. In Study 1 and in the Supplementary Materials, we empirically distinguish conversational receptiveness from the related constructs of politeness and emotion contagion.  

	Statistical validity

	Was the statistical power at least 80%?
	For Studies 1-3, we are re-analyzing published data, in every case using all data available. None of the p-values are especially close to traditional significance thresholds. Indeed, a key goal of Study 1 was to pool as much data as possible to generate a more robust measurement algorithm for the subsequent studies (increasing the training set size five-fold, from 543 to 2,860). In Studies 4, 4R and 5 we collected new data using a paradigm very similar to an unpublished pilot study. In that study, we observed a contagion effect size (i.e., effect of writer's treatment on the replier's receptiveness) of d = 0.125. Using the pwr R package, we calculate that to have 80% power to detect that effect again, we needed a sample of 792. Our sample sizes in Studies 4, 4R and 5 are much larger. 

	Was the reliability of the dependent measure established in this publication or elsewhere in the literature?
	Extensive prior research has demonstrated that ideological opponents derogate each other on intelligence, trustworthiness, and objectivity and that self-report measures of these attitudes predict behavior (see Minson & Chen, 2022; Santos et al,. 2022; Schroeder et al., 2017). 

The natural language processing algorithm was initially proposed and validated in Yeomans et al. 2020, and was further refined and validated in Study 1.

	If covariates are used, have the researchers ensured they are not affected by the experimental manipulation before including them in comparisons across experimental groups?
	Not applicable
 
 
 
 
 

	Were the distributional properties of the variables examined and did the variables have sufficient variability to verify effects?
 
	Yes 

	Generalizability to different methods

	Were different experimental manipulations used?
	Our “treatment” is the use of conversational receptiveness by one party to induce receptiveness in their counterpart. To the extent that different people exhibit receptiveness differently, we see our effect emerge across a large variety of idiosyncratic instantiations of receptiveness.

	Generalizability to field settings

	Was the phenomenon assessed in a field setting?
	Study 2 examined receptiveness used in a naturalistic setting (conversation forums as part of an online class).

	Are the methods artificial?
	Yes, the methods are artificial in Studies 1, 3, 4 & 5 (where conversations take place across discrete rounds). However, in Study 2 the conversations took place in a natural field setting. 

	Generalizability to times and populations

	Are the results generalizable to different years and historic periods?
	This was not tested, however the dynamics of disagreement appear fairly consistent across the existing psychological literature spanning the last 50 years. Thus we expect ongoing generalizability. If anything, the extent of partisan animosity which our intervention appears to dampen is more severe now than it has been in prior times.

	Are the results generalizable across populations (e.g., different ages, cultures, or nationalities)?
	We see no differences in our effects across age, gender, and political ideology. Given that all studies included US samples, results may differ in other populations.

	Theoretical limitations

	What are the main theoretical limitations?
	Our studies tested hypotheses about the transmission of conversational receptiveness. However, there are limitations regarding the contexts we studied (short-term written conversations rather than longer spoken conversations) and the downstream outcomes measured (self-reported social evaluations rather than behavioral measures). We also did not examine different social contexts outside the United States or other features that might blunt harmful conflict spirals.  
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