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media. The formulation effectively captures sharp saturation changes in the presence of
discontinuous material properties by employing a discontinuous pressure approximation at
material interfaces. The heterogeneous porous medium is divided into sub-domains within
which material properties are uniform or smoothly varying. By construction, the resultant

ﬁ%ﬂrﬁessm formulation control volume dual mesh is restricted within a sub-domain. The artificial mass leakage
CVFE methods across material property boundaries observed in classical CVFE methods is therefore
Discontinuous permeability circumvented. The approach applies the robust continuous pressure approximation in
Multiphase flow the rest of the computational domain; the discontinuous approximation is applied only

at the sub-domain boundaries. The discontinuous parameters necessary to achieve mass
conservative solutions, locally and globally, are described. We demonstrate the accuracy
and efficiency of the new approach by comparison with the classical continuous CVFE
method on various examples of heterogeneous domains as well as establishing the
convergence of the numerical method. The proposed hybrid formulation significantly
outperforms the accuracy and efficiency of classical CVFE methods that use the same order

of approximation for modeling multiphase flow in heterogeneous porous media.
© 2022 The Author(s). Published by Elsevier Inc. This is an open access article under the
CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Numerical simulation of multi-phase fluid flow through porous media in the presence of material heterogeneity fea-
turing geometrically complex domains is challenging. Material properties, particularly permeability, can vary by orders of
magnitude over very short lengthscales and the boundaries between domains with contrasting properties have complex ge-
ometries (e.g. [22,14,24]). The control volume finite element (CVFE) method is inherently flexible for modeling multiphase
flow and transport in such complex porous media, and is well documented in the literature [20,21,16,17,25,8,18,22,28,36,
26,23,35,38]. The approach combines the finite element method that resolves flow for elliptic or parabolic problems on
geometrically complex, unstructured meshes with the stable and mass conservative finite volume method for resolving the
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Fig. 1. (a) Node centered control volume dual mesh construction. (b-d) Comparison of control volume discretizations along a discontinuous material in-
terface: (b) Classical control volume finite element method. (c) Interface control volume finite element method [4]. (d) P2(pc) — P1(pc) element-pair of
[35].

hyperbolic transport problem [16,22]. Alternatively, the finite volume (FV) method is used to model flow in porous media,
discretized using k-orthogonal grids and applying the two point flux approximation [34,7,15]. This approach is fast and
robust but suffers from grid orientation errors and requires very high grid resolution when used to simulate multiphase
flow through geometrically complex geological features [26]. Extension of the FV method to unstructured meshes can be
achieved using the multi-point flux approximation (MPFA) [2,3,6]. The MPFA provides a general discretization framework
for modeling flow on non-k-orthogonal grids by introducing additional points in the cell stencil. The approach has limita-
tions due to the added computational cost of a large stencil and the potential for instabilities to develop when modeling
multiphase flow through heterogeneous and anisotropic porous media [1].

The family of mixed finite element (MFE) methods offers a flexible approach to simulate flow in heterogeneous sub-
surface domains [11-13,17,25]. In the MFE method, the flow variables are estimated using an element-wise constant
approximation for pressure and the lowest order Raviart-Thomas (RT) approximation for velocity. Since the fluxes are con-
tinuous between elements, the transport is resolved on the same element mesh, ensuring a mass conservative solution [17].
The main drawbacks of the approximation are (i) the increased computational cost: it requires between 1.5 to 4 times the
degrees of freedom (DoF) used by the CVFE method [17,22] and (ii) the indefinite matrices assembled by the set of equa-
tions [17]. The mixed-hybrid finite element (MHFE) method addresses the latter issue by the introduction of additional trace
variables [29,13]. More recently, the mimetic finite difference (MFD) method extended the MHFE approach to discretize any
polygonal shape by the numerical evaluation of the shape function [5]. The development of the MFD method for flow in
porous media applications is described by several authors (e.g. [32,40,41,5,30]).

In the CVFE approach, the discretization of primary flow and transport variables is based on two meshes, the element
(primary) mesh and the control volume (dual) mesh. The element mesh describes the material properties that can vary
element-wise (i.e. permeability) while the control volumes are centered on the vertices of the elements [21,22,26]. Fig. 1a
highlights the construction of the control volume mesh. When neighbouring elements contain contrasting material prop-
erties (i.e. they lie on either side of a sharp boundary such as a fracture wall; Fig. 1b), the shared control volumes that
span these elements allow mass to ‘leak’ across the boundary, contaminating the multiphase transport solution [19,35].
Consequently, the heterogeneous model is not honored.

Several methods have been developed to reduce or eliminate this numerical mass leakage. Abushaikha et al. [4] proposed
the interface control volume finite element (ICVFE) method by globally applying the pressure discretization on the element
edges rather than the element vertices in order to reduce the size of the overlap across elements. The control volumes
constructed by this approach span at most two adjacent elements (Fig. 1c). The method is effective in reducing numerical
leakage; however, it does not eliminate the issue entirely and is numerically expensive. Salinas et al. [35] employed a global
discontinuous Galerkin discretization for pressure. In the Salinas et al. [35] method, the element pair P pc — P1,pc was
used: velocity and pressure are approximated using discontinuous Galerkin of second order and first order, respectively. The
control volumes in this discretization are discontinuous across all element edges (Fig. 1d). The technique is highly effective
in preventing numerical leakage without mesh refinement at discontinuities. The drawback of this approach is that it is
numerically expensive as a result of the global duplication of pressure and velocity nodes and the higher order velocity
approximation required to ensure stability. Thus, the method requires solution of a large system of equations.

Nick and Matthdi [31] presented a discontinuity finite element finite volume method (DFEFVM) that was initially devel-
oped for single phase flow and passive solute transport. The approach prevents control volume overlap across discontinuous
interfaces by incorporating additional pressure nodes while using the continuous approach elsewhere. The method was later
extended by Tran et al. [38] to capture capillary barriers in two phase flow problems. Strong coupling of pressure nodes
across capillary discontinuities is carried out as a pre-processing step by modifying the system of equations based on the
likelihood of fluid movement across the interface. Furthermore, they employed an interface condition, described by van
Duijn and de Neef [39], to determine the saturation along the capillary barrier. The approach targeted capillary interface
coupling at discontinuities and has not been generalized further.
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The aim of this work is to develop a hybrid control volume finite element (HyCVFE) method that selectively applies
a discontinuous pressure approximation along the boundaries of contrasting material sub-domains while the continuous
approximation is exploited in the rest of the domain where material properties are constant or smoothly varying. The
method is designed to effectively and accurately capture multiphase fluid flow within and between highly heterogeneous
sub-domains with contrasting material properties without compromising the robustness of the numerical approximation or
significantly increasing computational cost compared to the classical CVFE method. The paper is organized as follows. In
Section 2 the governing equations of the multiphase model are described. Section 3 details the mathematical derivation of
the hybrid approach for the coupled multiphase flow and transport equations and then describes the solution method and
other approximations employed in the implementation of the HyCVFE method. We validate the method and demonstrate its
effectiveness with numerical experiments in Section 4. Finally, conclusions are drawn in Section 5.

2. Governing equations

Consider Darcy’s law that describes fluid flow through porous media. The total fluid Darcy velocity (v¢) is given by

vi=—MK-Vp+f, (1)

where K, Vp, and f are the permeability tensor, the pressure gradient, and a term accounting for capillary and gravity
forces, respectively. For a two phase system, the total mobility (1;) is the summation of the wetting phase mobility (A )
and the non-wetting phase mobility (Any ) as

N kr,w(sw) n kr,nw(sw)
Mw Mnw .

Here k, is the relative permeability, that is a function of the saturation Sy, and w is the fluid viscosity. The subscripts w
and nw denote the wetting and non-wetting phases, respectively. The continuity equation of the incompressible system is
given by

At

(2)

V-ve=q;, (3)
where g; denotes a source term. Now consider the fractional flow form of the mass balance equation for the wetting phase

aSw
¢W+V'(fwvt)ZQW7 (4)

where ¢ is the porosity of the medium, Sy, is the wetting phase saturation, t is time and g, is a source term for the
wetting phase. The fractional flow of phase o (fy) is given by

A
=—. 5
fa=3 (5)
We solve the mass balance equation for the unknown saturation subject to
Sw + Snw = 17 (6)

in order to constrain the total volume fraction.
3. Method
3.1. Formulation of the flow equations

3.1.1. Finite element method

The finite element method is used to solve the flow problem. First, the computational domain €2 is partitioned into a set
of ng sub-domains, {Qq}der1,n,) (Fig. 2). Each sub-domain (£24) defined by its homogeneous or smoothly varying material
properties, following the approach of Jacquemyn et al. [27] and Osman et al. [33], and triangulated into ng . elements such
that (74 = U:ii Q.) using a constrained conforming Delaunay triangulation [37]. We use the element pair Po pc — P1.y to
discretize velocity and pressure. The velocity vector is approximated using a discontinuous element-wise representation.
The pressure approximation is hybrid by having a continuous, first order polynomial representation within each sub-domain
(€2g4), but a discontinuous representation along the boundaries of the sub-domain (I'y) (Fig. 2). Let

Ve =Y @;(X)ve j, (7)
jeQ

and
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Fig. 2. (a) Discretization of pressure and velocity on a mesh using the HyCVFE method with two sub-domains €27 and ;. Emphasis is placed on the
hybrid pressure nodes lying on the sub-domain boundary. (b) Internal splitting of the hybrid pressure nodes along the sub-domain boundary. A continuous
pressure approximation is applied within each sub-domain while the necessary discontinuous approximations are used to establish the connections between
sub-domains. (c) Discretization of the pressure and velocity using the high order discontinuous method of Salinas et al. [35].

pa®) =Y W;xpj,  Vde[l,ng] 8)
jeQq

be the approximations of the total velocity and pressure fields. ®(x) and W(x) are the basis functions of velocity and
pressure, respectively, while v; and p are the unknown coefficients. The hybrid approach is applied on the sub-domain
boundaries by incorporating additional pressure nodes that separate the sub-domains (Fig. 2 (a-b)). Consequently, the nodes
are continuous within each sub-domain and the discontinuous pressure approximation is applied only between the sub-
domains to establish the global flow model. Fig. 2 (b-c) emphasizes the differences between the discretization employed
here in the proposed HyCVFE method and the discontinuous method of Salinas et al. [35]. In the latter approach, the
velocity and pressure degrees of freedom placed on the element boundaries are duplicated for neighbouring elements
(Fig. 2c). Moreover, the approach of Salinas et al. [35] employed a second order discontinuous velocity approximation that
was necessary to ensure stable solutions.

3.1.2. Discretization of Darcy’s equation
The weak form of Eqn. (1) is obtained by weighting with the test function ®;, derived from the same space as the
velocity basis functions, and integrating over the domain

[<I>i-vtd52+/<l>i-(Atl(~Vp)dQ=0. (9)
Q Q

Equivalently, the domain (2) is decomposed of ng sub-domains, given by

PQ; v dQ2y+ | ®;- (AK-Vp)dQR,| =0, (10)
> [ ok

QdEQ Qd Qd

where the term accounting for capillarity and gravitational forces is neglected. Applying integration by parts on the second
term, yields

3 |:/<I>i«vtds2d—/V(Qi'ktl()pdﬁd—i-/<<Di~ktl(p)«ndFd] —0. (11)

QdEQ Qd Qd rd

In order to accommodate the pressure discontinuity between sub-domains in the approximation, we apply integration by
parts one more time on the second term. This approach is adapted from Salinas et al. [35] and applied exclusively on I'y

3 |:/<I>i«vtd52d+/(<1>i')»tl()-Vded—/(tbi'AtKﬁ)-ndFd+/(<I>i'Atl(p)-ndFdi| —o, (12)

e Lo, Q Iy Iy

where p and p in the last two terms on the left hand side correspond to the pressure nodes that share the same coordinates
on the discontinuous interface (I'g). We substitute the finite element approximations for the velocity and pressure, Eqns. (7)
and (8), and apply the finite element triangulation (7;) over each sub-domain
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Fig. 3. The dual mesh construction in the presence of hybrid pressure nodes. The control volumes are separated along the discontinuous interface.

LR Nd,p
Z |: Z Z/‘I)i - D5V dQe + Z Z/ (<I>i : )\tK) - VWi pr d2

Qe L Qeeqq j=1g, QeeQqk=1g,
(13)

Ne.p
+ Z Z% (‘I’i . )»[Kh‘-llk(pk - ﬁk)) .n dre:| -0,

Teelg k=1,

where ng v, ng,p, and ne p are the number of velocity nodes in sub-domain €24, the number of pressure nodes in sub-domain
4, and the number of hybrid pressure nodes on the discontinuous interface (I'y), respectively. K, denotes the harmonic
average of the permeability on the discontinuous interface (I'y), €. is the element, and I'e is the element boundary. Eqn.
(13) describes the system of equations of all the sub-domains that are coupled by hybrid pressure nodes across their shared
interfaces (I'y). The last term on the left-hand side in Eqn. (13) is nonzero for the hybrid nodes such that p is the hybrid
pressure node of p that lies on the sub-domain boundary.

3.1.3. Discretization of the continuity equation

Our approach to discretize the continuity equation on the control volume dual mesh follows [26,23]. Fig. 3 highlights
the construction of control volumes along the sub-domain boundaries (I'y). The hybrid pressure nodes provide restricted
control volumes, with limited support, to their respective sub-domains. Consequently, no two adjacent sub-domains share a
control volume. We derive the weak form of Eqn. (3) by weighting with the test function W;, from the space of the pressure
basis functions, and integrating over the domain ()

Z /WiV~vtde—/\Iliqtde:| =0. (14)

Que “Qq Qq

Substituting the finite element approximation to the weak form gives

B Ng,v
S| 2 Y [uv-amdnn- ¥ | wiqtdacv}:o, (15)
QdEQ L ng EQd j:1QEv QCVEQdQCV
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with Q¢, representing the control volume. Applying the divergence theorem on the first term yields

Ng,v ng v
Z[ > 3 [ mara+ 33 [ wi@yie) ndre,
QueQ LTeveQy\lNy j= 1F Ievelly j= ]ch

(16)

- Z /q}iQtdch]=0y

Qcy EQdQCV

where V; j and I'c, denote the harmonic permeability-weighted velocity on the discontinuous interface (I'y), and the control
volume boundary. Here, we separated the internal fluxes of the sub-domain from the external fluxes (Fig. 4). The second
term in Eqn. (16) is non-zero for control volumes that lie on the sub-domain boundaries, contributing to external fluxes.
The term ensures continuity of the fluxes across the global domain.

3.2. Formulation of the transport equation

Finite-volume discretization

We discretize the mass balance equation in space over each control volume and in time using forward Euler, then apply
the divergence theorem to obtain the surface integral of the velocity term in Eqn. (4). The linearized integral-form of the
transport equation for the wetting phase is given by

n
¢(Sn+1 _sn ) 9
/ Power ~2wer) g, = — f (F et + agﬁ (Sl = St )V!) - mdrg,
Tev (17)
+/QW dQcy,
Qey

where At is the time step size and the superscripts n and n + 1 denote the current and next time steps, respectively. Eqn.
(17) describes the mass balance equation of the wetting phase applied to any control volume in the domain to approximate
the saturation (S ).

3.3. Solution method

We couple the flow and transport equations using an Implicit Pressure Explicit Saturation (IMPES) scheme. This approach
is appropriate in the context of CVFE methods due to the sequential nature of the formulation combined with the ease of
implementation for testing and validation. In our implementation, the pressure and velocity are obtained implicitly by
solving the finite element flow problem while keeping the saturation field unchanged. Then the saturation is updated
explicitly on the control volume mesh [16,22]. The explicit time stepping only guarantees stability for sufficiently small time
steps, when the Courant-Friedrichs-Lewy (CFL) number does not exceed unity [7]. The numerical method is implemented in
a proof of concept code for two-dimensional models using Python with the finite element mesh generated using CoreForm'’s
Cubit software.

3.3.1. Implicit pressure solution
Consider the global system of equations assembled from the force-balance given by Darcy’s law and the continuity
equation, Eqn. (13) and (16), respectively. The algebraic system can be written as

n+1 b
2 S

A is the mass matrix and in this specific formulation is a diagonal matrix. B and C are the stiffness matrix and the
divergence-free velocity operator, respectively. Both of these are composed of two terms. The stiffness matrix (B) is com-
posed of the last two terms on the LHS of Eqn. (13). The second term has a block diagonal structure for each sub-domain,
while the third is the jump-term attributing to fill-ins in the off block-diagonal structure. Similarly, C is composed of the
first two terms on the LHS of Eqn. (16). The first term accounts for internal fluxes within each sub-domain, while the second
term accounts for external fluxes between sub-domains ensuring continuity of the model.

The coupling term in the flow equation is the total mobility (A¢), described in Eqn. (2), that must be updated in the
stiffness matrix (B) prior to solving the flow unknowns for each time step. The saturation-dependence of the relative perme-
ability introduces strong non-linearities in the formulation [7]. In the proposed method, we approximate it using upstream
weighted values to maintain stable and physical solutions. The velocity and pressure can be solved simultaneously using this
formulation. We use a projection-based method to eliminate the velocity unknown and solve first for the pressure, similar
to the approach used in Jackson et al. [26] and Salinas et al. [35]. The velocity is then determined from the first row in Eqn.
(18) by substituting the pressure solution.



J. Al Kubaisy, P. Salinas and M.D. Jackson Journal of Computational Physics 475 (2023) 111839

. pressure node
«=uws control volume mesh
element mesh

<> internal flux

<«—>» external flux

Fig. 4. Types of fluxes in the hybrid model. The single and double arrows highlight internal fluxes within an element and external fluxes through discon-
tinuous interface connecting e; with e,, respectively.

3.3.2. Interface approximations

When updating the saturation using Eqn. (17), we consider two fluxes (Fig. 4): the internal flux between control volumes
within the same sub-domain, and the external flux between control volumes in different elements in neighbouring sub-
domains (Fig. 4). Internal fluxes are straightforward to compute since the control volume interface is internal to the element
and the flux is constructed to be continuous within each element. To establish consistent external flux approximations,
we refer to the discretization of the continuity equation, Eqn. (16), which computes the harmonic permeability-weighted
velocity at sub-domain boundaries (V;) given by

1y _
W= (Khl(ejvt,,_,1 + the;vt,ez), (19)

where Ky, K=1, and v; are the harmonic weighted permeability, the inverse of the element’s permeability, and the element’s
velocity, respectively. The approximation described here is similar but not identical to the one used by Gomes et al. [23]
and Salinas et al. [35]. We differ by not incorporating the weighted volumes in the flux approximation. Our numerical
experiments show that this approximation provides locally mass conservative scheme. The fractional flow term ( f,, ) and its

partial derivative with respect to saturation (%) are approximated, similar to the total mobility term described earlier, by

using upstream weighted values.
4. Numerical experiments

We first verify the steady state pressure solution for single phase flow in test Case 4.1. We next validate and establish
the convergence of the HyCVFE formulation for two phase flow using the Buckley-Leverett problem in test Case 4.2. We
then demonstrate the advantages of the proposed method compared to the classical CVFE method and the discontinuous
method of Salinas et al. [35] using three heterogeneous test cases. Test Cases 4.3 and 4.4 consider two phase flow in a single
fracture model, and an embedded box model, that were used previously [4,35]. The final test case, 4.5, represents a highly
challenging example in which two phase flow is focused into a fracture tip embedded in a low permeability domain.

We report the degrees of freedom in the numerical examples using

Ncvre =Np + Ny + N, (20)
for the continuous method where Ny, Ny, N5 are the pressure, velocity, and saturation degrees of freedom. For the hybrid
method we use

Nuycvee= Y (ap +Md.v +Nss). (21)

Qe

where ng p, ng,v, and ng s are the pressure, velocity, and saturation degrees of freedom in sub-domain €24. In single phase
flow problems, the saturation degrees of freedom in Eqn. (20) and Eqn. (21) are neglected. In multiphase numerical experi-
ments, we use the Brooks-Corey model [9] that describes the relative permeability curves by

nw
Sw—Swr
kkw(Sw)=| ——— , 22
rw(Sw) (1_Sw,r_5nw,r> (22)

and

NMpw
1—Sw— Saw,r ) 23)

1- Sw,r - Snw,r

krnw (Sw) = (

where the superscript n is the Corey exponent, and S, ; is the residual saturation of phase «. The parameters for each
model are provided in Table 1.
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Table 1
Summary of model setup.
41 42 43 44 4.5

Ly 1 1 1 1 1
Ly 0.05 0.05 0.25 1. 0.5
¢ 0.1 0.1 0.1 0.1 0.1
Ny N/A 2. 2. 2. 2.
Npw N/A 2. 2. 2. 2.
Swor N/A 2. 2. 2. 2.
Snw.r N/A 0.3 0.3 0.3 0.3
Khigh Kiow 2. N/A 104 104 106
Mnw/in N/A 2. 2. 2. 2.

2K

Lo
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Dimensionless distance

(b)

Fig. 5. Steady-state pressure test case (4.1): (a) The heterogeneous permeability field on the finite element mesh. (b) Comparison of the pressure distribution
along the horizontal axis for the CVFE and the HyCVFE methods. Hybrid pressure nodes yield the correct pressure solution at discontinuities.

We adapt the approach used by Salinas et al. [35] to compare the fraction of mass leakage (€mqx) obtained using different
approximations. The normalised mass leakage €pqx measures the undesired change in wetting phase saturation due to
leakage and is defined as

ZiteoW (SW,I' - SW,r,i)ch,i
ZieQIUW Qev,i

where o, refers to the low permeability sub-domain into which numerical mass leakage is of concern.

(24)

€max =

4.1. Steady-state pressure

We validate the pressure solution for single phase flow in a heterogeneous porous medium in the presence of hybrid
pressure nodes. The permeability field projected onto the finite element mesh is shown in Fig. 5(a); the high permeability
sub-domain to the right has twice the permeability of the low permeability subdomain to the left (Table 1). The HyCVFE
method mesh is decomposed into two sub-domains such that hybrid pressure nodes are placed at x = 0.5. Ncyrg and
NyycvrE required to solve the flow model are 443 and 446, respectively. Fig. 5(b) compares the pressure profile along the
horizontal axis for the two methods. The pressure drop in the higher permeability region to the right correctly corresponds
to half the slope of the pressure drop exhibited in lower permeability region to the left. Moreover, hybrid pressure nodes
yield the correct pressure approximation at the discontinuity, x = 0.5. The test case demonstrates that the proposed method
provides the correct pressure solution.

4.2. Buckley-Leverett problem

We validate the coupled flow and transport solution of the HyCVFE method against the semi-analytical Buckley-Leverett
solution [10]. The model setup is as follows. In the absence of gravity and capillary forces, the homogeneous medium
is initially saturated with the non-wetting phase, which is then displaced by the wetting phase. For validation purposes,
we introduce multiple discontinuous interfaces in the homogeneous medium to test the hybrid pressure nodes, resulting
in 8 sub-domains. Fig. 6a shows the two-dimensional mesh used in this numerical example with 40 elements along the
x-axis (ny = 40). The dashed red lines represent discontinuous interfaces at which control volumes do not span element
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Fig. 6. Pseudo one-dimensional numerical Buckley-Leverett test case (4.2). (a) HyCVFE method element mesh with red dashed lines indicating discontinuous
interfaces. (b) Reference CVFE method element mesh. The saturation solution after 0.2 PVI is displayed CV-wise for (¢) the HyCVFE method and (d) the
CVFE approach. (e) Comparison of the corresponding pressure solution for CVFE and HyCVFE methods. (For interpretation of the colours in the figure(s),
the reader is referred to the web version of this article.)
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Fig. 7. Convergence of the numerical solution to the semi-analytical Buckley-Leverett (B-L) test case (4.2): (a) Comparison of the proposed, hybrid method
to the semi-analytical B-L after 0.1 and 0.2 PVI. (b) L1-norm of the error for the HyCVFE and classical CVFE approximations.

boundaries. The numerical saturation solution after 0.2 pore volumes injected (PVI), obtained using the classical CVFE and
our HyCVFE approach is shown in Fig. 6. The saturation obtained using our HyCVFE method is in good agreement with the
classical CVFE. The corresponding pressure distribution deviates from a linear gradient in the interval x € [0, 0.5] due to the
quadratic relative permeability curves. Again, the CVFE and HyCVFE results are in good agreement.

We demonstrate the convergence of the proposed method to the semi-analytical solution of the Buckley-Leverett problem
after 0.1 and 0.2 PVI in Fig. 7a. The saturation profile shows several numerical solutions obtained with different mesh
resolutions (nx = 40, 80, 160) compared with the semi-analytical solution. We observe that refinement of the mesh results
in a better agreement with the semi-analytical solution. In all cases, the area under the semi-analytical and numerical
curves represents the same mass of wetting phase injected into the model. The flux continuity approach employed in the
HyCVFE method guarantees local and global mass conservation. The L1-norm of the error shows the rate of convergence of
the numerical methods, which is close to linear (Fig. 7b). The additional nodes introduced at discontinuous interfaces in the
HyCVFE approach introduce additional degrees of freedom that result in a slight shift of the curve for the HyCVFE method
to the right when compared to the reference CVFE method.
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Fig. 8. (a) The permeability field of the single fracture test case (4.3). The fracture is enclosed in a low permeability zone above and below while the left and
right boundaries include intermediate permeability zones. (b — e) Comparison of the saturation solution displayed using the control volume representation.
The left column shows the CVFE method while the right column shows the HyCVFE method. (b) and (c), (d) and (e) display the solution after 0.1 and 0.14
PVI, respectively. The dashed box in the plots outlines the fracture zone.

4.3. Single fracture problem

We demonstrate the potential of the method to reduce numerical mass leakage with a two-dimensional example from
Abushaikha et al. [4] and Salinas et al. [35]. A narrow conductive zone, representing a fracture, is enclosed in low perme-
ability zones (Table 1). This case shows the performance of the HyCVFE method with multiple sub-domain interfaces with
different material property contrasts and interface orientations with respect to the flow. The permeability field is shown in
Fig. 8a. The fracture sub-domain consists of a thin layer of elements. The model features intermediate permeability zones
to the right and left of the fracture sub-domain where pressure boundary conditions are applied. The model is initially
saturated with the non-wetting phase, and the wetting phase is injected from the left boundary to displace the non-wetting
phase through the right boundary. We compare the accuracy of the saturation solution at several timesteps in Fig. 8(b-e) for
the HyCVFE approach and the reference CVFE method. The saturation profiles differ between the two methods because the
CVFE approach suffers from numerical leakage from the fracture into the surrounding low permeability sub-domains via the
control volumes that span the sub-domain boundaries. This leakage results in a delayed saturation front when compared to
the HyCVFE solution. Ncyrg and Nyycyre used to model this problem are 2912 and 3060, respectively. Fig. 8e shows the
wetting phase migrates into the low permeability zone towards the right-hand end of the fracture in the HyCVFE method
only after the displacing phase reaches the intermediate permeability outlet zone.

We compare the normalized mass leakage of the proposed HyCVFE method (Fig. 9a) and the discontinuous approach of
Salinas et al. [35] (Fig. 9b) against the classical CVFE method; leakage using both methods is approximately two orders of
magnitude lower than for the CVFE approach. The normalized mass leakage results from Salinas et al. [35] were obtained
using a 3D model but can be compared with our 2D results because the material properties of the model cross-section
were simply extruded into the third dimension so the model was effectively 2D. We extract the number of degrees of
freedom (Dof) required for the classical CVFE method on a given 2D mesh (Nc¢yrg), and use this as a reference against
which to compare the number of DoF required by the new HyCVFE method (Npycvrg) and the discontinuous method of
Salinas et al. [35] (Nsgings) for the same mesh. This allows us to cross-compare the DoF required for the different methods.
Fig. 9c shows the resulting cross-plot of Nyycyvrg and Nsgjings against Ncy pe. The unit slope on this plot corresponds to the
case where the new hybrid or discontinuous method requires the same number of DoF as the classical CVFE method for a
given mesh. The discontinuous method of Salinas et al. [35] plots on a line which lies considerably above the unit slope,
because the method requires 18 degrees of freedom per 2D element. In contrast, the new HyCVFE method plots almost
exactly on the unit slope, showing that the number of additional DoF required by the method is insignificant compared
to the classical CVFE approach on a given mesh. Thus, although both methods are effective in reducing mass leakage, the
proposed HyCVFE approach requires far fewer additional DoF because the discontinuity between elements is applied locally,
rather than globally as in Salinas et al. [35].

4.4. Embedded box problem

We now consider the embedded box example from Abushaikha et al. [4]. The two-dimensional model is comprised of a
low permeability box embedded in a high permeability region via a sharp interface with permeability contrast of 4 orders
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Fig. 9. (a-b) Comparison of the normalized mass leakage as a function of the number of DoF for the single fracture test case (4.3). (a) Two-dimensional
model for HyCVFE and CVFE at 0.1 PVIL. (b) Three-dimensional model using discontinuous and CVFE methods from Salinas et al. [35]. (c) cross-plot of
Nhycvre and Nsgings against Ncy g for the 2D fracture model. The unit slope is the reference for the computational requirements of the classical CVFE
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Fig. 10. (a) The permeability field of the embedded box test case (4.4). The contrast in the permeability is 4 orders of magnitude between the embedded
box and the external region. (b —e) Comparison of the saturation solution displayed using the control volume representation. The middle column shows
the CVFE method while the right column shows the HyCVFE method. (b) and (c) are the saturation solutions of the CVFE and the HyCVFE methods,
respectively, after 0.12 PVI. (d) and (e) show the saturation solutions of the CVFE and the HyCVFE methods, respectively, after 0.25 PVIL.

of magnitude (Table 1). The permeability field is shown in Fig. 10a. Constant pressure boundary conditions are applied on
the left and right boundaries, and the wetting phase is injected over the left boundary. The top and bottom boundaries
are no-flow. Comparisons of the saturation solutions between the HyCVFE and CVFE methods are shown in Fig. 10(b-e)
at two timesteps, after 0.12 and 0.25 PVI. The saturation solution in the outer region is in good agreement between the
two methods after 0.12 PVI. However, after 0.25 PVI the CVFE method displays non-physical leakage of the saturation
solution across the discontinuous material interface, due to the continuous control volumes that span the interface. In this
numerical example, Ncyrg and Nyycvrg are 966 and 1006, respectively. Fig. 11a compares the normalized mass leakage for
different mesh refinements. The HyCVFE approach shows several orders of magnitude less mass leakage in the saturation
solution when compared with the reference CVFE method. Furthermore, we compare the computational requirements on
the cross plot in Fig. 11b. Similar to the previous example, the slope of the Nyycvre method is very close to the unit slope,
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Fig. 11. The embedded box test case (4.4). (a) Comparison of the normalized mass leakage as a function of Dof for HyCVFE and CVFE methods at 0.2 PVL.

(b) cross-plot of Nyycvre and Nsglings against Ncypg for the embedded box model. The unit slope is the reference for the computational requirements of
the classical CVFE method.

demonstrating that the additional DoF required for the HyCVFE approach are negligible when compared to the discontinuous
method of Salinas et al. [35].

4.5. Wedge pinch out problem

This final case comprises of a high permeability wedge or fracture that pinches out. The tip of the wedge is made up of a
few elements with large aspect ratio. The model represents the complex geometry of many geological systems and presents
a challenge for accurate and efficient modeling [26]. The permeability contrast between the sub-domains is 6 orders of
magnitude (Fig. 12a and Table 1). We apply constant pressure boundary conditions on the left and right boundaries with no
flow through the top and bottom boundaries and inject the wetting phase over the left boundary. The saturation distribution
is displayed at two time steps in Fig. 12(b-e). After 0.014 PVI, the wetting phase reaches the tip of the wedge in the HyCVFE
approach while the CVFE method displays a slower flow of the wetting phase through the wedge due to mass leakage into
the surrounding low permeability domain via the control volumes that span the boundary. The wetting phase in the CVFE
approach takes more than twice as long to reach the wedge tip at 0.034 PVI.

The (Ncvrg) and (Npycvrg) used to model this case are 874 and 920, respectively. The normalized mass leakage is
approximately one order of magnitude lower for the HyCVFE method (Fig. 13a), yet the computational cost is similar and
much smaller again than the discontinuous method of Salinas et al. [35]. Fig. 13b shows the cross plot of the number of
Nuycvre and Nggiings against Ncypg. Unlike the HyCVFE approach that does not require many additional DoF, the Salinas
et al. [35] method again has a steep slope indicating the high computational cost for a given mesh with respect to the
reference CVFE method. This case emphasizes the appropriate application of the HyCVFE method where the sub-domains
are meshed according to the underlying material geometry without influencing the adjacent region or the need to apply
mesh refinement to capture accurate multiphase flow behaviours.

5. Conclusions

The proposed HyCVFE formulation is a promising numerical method for simulating multiphase flow problems in highly
heterogeneous porous media that require geometrically complex models discretized using unstructured meshes. The ap-
proach has the following advantages: 1) The element pair Pg p¢c — P1,n provides stable numerical solutions for coupled flow
and transport problems. 2) The discretization of the continuity equation in the HyCVFE approach yields locally and globally
mass conservative solutions. 3) The formulation exploits the efficient continuous pressure approximation in sub-domains
with uniform or smoothly varying material properties. The continuous control volumes constructed by spanning element
boundaries within sub-domains are desirable for efficiency. 4) Along material property discontinuities that correspond to
sub-domain boundaries, additional nodes are applied to preserve sharp saturation changes over the interface based on a
discontinuous pressure approximation. These nodes prevent control volumes from spanning multiple sub-domains and thus
reduce mass leakage. 5) The general approach of the HyCVFE formulation is well suited to incorporate additional physics
such as gravitational and capillary forces and rock and fluid compressibility. Including these physics is the topic of future
work. 6) The approach can be readily extended from 2D to 3D models by populating hybrid nodes on the vertices of the
tetrahedral faces separating the sub-domains. In common with most investigations of new numerical methods, the HyCVFE
approach is currently implemented in a ‘proof of concept’ 2D code; in future work, we will investigate the performance
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is made up of several elements with large aspect ratio. (b-e) Comparison of the saturation solution of the fracture problem displayed using the control
volume representation. The left column shows the CVFE method while the right column shows HyCVFE method. (b) and (c), (d) and (e) display the solution
after 0.014 and 0.034 PVI, respectively.
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Fig. 13. (a) Comparison of the normalized mass leakage as a function of DoF for the HyCVFE and CVFE methods in the wedge test case (4.5) at 0.014
PVL (b) cross-plot of Npycvre and Nggiings against Ncy g for the wedge model. The unit slope is the reference for the computational requirements of the
classical CVFE method.

of the method in large 3D domains with parallel implementation. 7) The gains in accuracy far outweigh the overhead of
additional computational cost to use this hybrid approach. The numerical examples show that only 4-5% of additional de-
grees of freedom are introduced and provide significant improvements, up to several orders of magnitude, to the solution
accuracy.
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