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ABSTRACT 

Recent studies on spoiler aerodynamics have suggested that it might be possible to 

improve the current use of spoilers for advanced flight control. This study appears to be the 

first attempt at using spoilers as active control devices for augmenting the control of 

aircraft. Based on recent experimental data, both linear and nonlinear generic control-

coefficient models for the most typical aft-mounted spoilers were generated and included in 

complete nonlinear aircraft models. 

Linear range space theory was applied to the controllability analysis of the aircraft 

for predicting the manoeuvres benefiting most from use of spoilers. Nonlinear open-loop 

optimal control techniques were used for two-point descent manoeuvring of a nonlinear 

aircraft A series of nonlinear flight simulations were conducted, based on the development 

of a multi-functional flight simulation code. The studies showed the potential advantages of 

spoiler control and suggested that it should be worthwhile to attack the harder problem of 

closed-loop spoiler control. 

The most appropriate feedback control technique seems to be that provided by the 

nonlinear inverse dynamics (NED) methodology. This was applied to the complete 

nonlinear aircraft system, giving an advanced flight control system which exploited spoilers 

and enhanced aircraft manoeuvring ability, safety and stability levels. The contributions 

made in this area include: 

(1) Study and development of a systematic design procedure and package for the 

synthesis of feedback-decoupled model-following control systems for aircraft using the 

NID approach. 

(2) Design of a multi-mode longitudinal flight control system for an aircraft (BAe 

HAWK) using spoilers as an active control device. 

(3) Development of active control using spoilers for various mission objectives, 

including manoeuvring enhancement, fast deceleration and alleviation of the effects of 

gusts, turbulence and microbursts. 

Finally, some parameter-adaptive control studies are presented, based on NED 

techniques and aimed at the robust enhancement of aircraft control using approximate 

models. The results are encouraging. 



For Pan Hua and Qiao-Qiao 
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NOMENCLATURE 

AC = Aircraft 

ACSS = Aircraft Static Stability 

ACT = Active Control Technology 

FCC = Flight Control Command 

FCS = Flight Control System 

HAWK = British Aerospace Single-engined Jet Trainer/Flight Aircraft 

IPVCA = Integrated Pitch and Velocity Control Augmentation 

IPTCA = Integrated Pitch and Trajectory Control Augmentation 

LIDFCS = Longitudinal Inverse Dynamics Flight Control System 

MB = Most Beneficial 

NID = Nonlinear Inverse Dynamics 

PACL = Parameter Adaptive Control Logic 

SP = Spoiler 

P = Air Density 

m = Aircraft Mass 

c = Wing Mean Chord 

WC = Wing/Aerofoil Chord 

S = Wing Reference Area 

b = Wing Span 

H = Flight Height above Sea Level 

Uo = Equivalent Air Speed 

V = Flight Path Velocity 

M = Mach Number 

Q = 1/2 pV2 

Anz = Normal Acceleration 



a = Wing Incidence Angle (angle of attack) 

y = Flight Path Angle 

e = Pitch Angle 

q = Pitch Rate 

L = Lift Force 

CL = Lift Coefficient 

D = Drag Force 

CD = Drag Coefficient 

M = Pitching Moment 

8e = Elevator Deflection 

Ssp = Spoiler Deflection 

&spo = Spoiler Off-set Angle 

5T = Thrust Setting (in ratio form) 

CLSP(Q5S) = Spoiler Lift Coefficient (Lift Derivative) 

CNLSP = Generic Spoiler Lift Coefficient 

CDSP(Cd5s) = Spoiler Drag Coefficient (Drag Derivative) 

CNDSP = Generic Spoiler Drag Coefficient 

CMSP(Cm5s) = Spoiler Moment Coefficient (Moment Derivative) 

CNMSP = Generic Spoiler Moment Coefficient 

X{a) = Incidence Influence Function 

Csp(Cp) = Short Period (Phugoid) Damping Ratio of Longitudinal Dynamics 

®nsp(®np) = Short Period (Phugoid) Natural Frequency 

Oza = Acceleration Sensitivity of Aircraft 

LAH*) = The ith Lie Derivative with respect to A (pi 18) 

[A, B] = The Lie Bracket of A and B (pi20) 

AJRmin = Relative Cost Saving Function 

JE = Time-average Error Derivative Index 
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CHAPTER ONF 

Chapter One 

INTRODUCTION 

1.1 A Survey of Spoiler Research 

1.1.1 General remarks 

Spoilers are deflected plates, usually on the upper surface of a wing, which can be 

used to disturb the flow and cause separation, and thereby change the lift and drag of the 

aircraft. A popular and conventional arrangement of spoilers on the upper aft-surface of a 

wing section can be seen in Fig. 1-1. 

The flow field generated by a deflected spoiler on a wing can be very complicated 

and contains the phenomena of flow separation, reattachment and vortex shedding. When 

the spoiler is deployed on the aerofoil which is at an angle of attack below the stall, flow 

separates from the upper aerofoil surface ahead of the spoiler due to the adverse pressure 

gradient from the spoiler, and then reattaches on the spoiler surface. It separates again 

from the spoiler tip and sheds a free shear layer into the wake. These separating shear 

layers form a large reverse flow bubble from the spoiler to just downstream of the trailing 

edge. The mixing of vortices shed from the spoiler tip and the trailing edge make the 

wake highly turbulent and oscillatory. (Fig. 1-2) 

As effective aerodynamic control surfaces, spoilers have been traditionally and 

widely used in aircraft control as speed brakes and/or as lift dumpers at touch down, they 

are also used as effective lateral control devices when asymmetrically deflected. A 

special feature of spoilers as far as control is concerned is that the variable 5sp, the 

deflection angle between spoiler and the wing, can not change sign within the working 

authority. (Fig. 1-1) 

Recent experimental and computational studies in spoiler aerodynamics have 

suggested their potential usefulness for the active control of future aircraft, owing to their 

effectiveness at providing rapid force variation, the absence of large changes in pitch 

moment and their flexibility in use. Much effort has been devoted to the description of 

the flowfield structures of spoilers and the related aerodynamic features. 

1.1.2 Brief review of spoiler research history 

The study and application of spoilers originated from the 1930's, when interest in 

spoilers was mainly to use them as lateral control devices (WEICK & SHORT, 1932; 
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CHAPTER ONE 

FRANKS, 1954). Most of the early works were confined to steady parameters, such as 

static surface pressure, lift, drag and moment. 

Until recently, due to the complex nature of the spoiler flowfield, the aerodynamic 

data for spoilers were only the global mean quantities and they guided the theoretical 

analysis in a limited way. 

Recent efforts made to obtain complete flowfield and parameter modelling 

information may be classified as; 

Experimental: using various means of testing or visualization to determine the 

characteristic flows around airfoils fitted with different spoilers. The measurements 

include partial and whole pressure distribution, lift, drag and moment, from both the 

steady and unsteady tests concerned with spoiler motions. 

Computational: developing finite difference Navier-Stokes and inviscid discrete 

vortex computer codes which can predict the characteristics of flow fields for arbitrary 

airfoils and spoiler geometries, to complement the experimental results and to further 

reveal the mechanism of the spoiling flows. 

Applications: generating spoiler models for effective system design and applying 

them to more active uses for advanced control of aircraft. 

Complete measurements of spoiler flowfields, including boundary-layer 

development and associated wake characteristics, were conducted by SEETHARAM & 

WENTZ (1977), and WENTZ & OSTOWARI (1981), at the Wichita State 

University. 

A series of experiments were also carried out by the Joint Institute for Aeronautics 

and Acoustics of Stanford University and the Aerodynamics Research Group of Boeing 

Airplane Company. Works from BODAPATl et al (1982), MCLACHLAN et al (1983), 

AYOUB et al (1982) and LEE & BODAPATl (1985) centred on the issues of the 

flow visualization of spoiler flow, measurements of the steady and unsteady surface 

pressures, and mean velocities of the flowfield. The experiments based on a two-

dimensional ATR (Advanced Transport Research) aerofoil fitted with a conventional aft-

mounted spoiler design also gave a series of measurements on the spoiler coefficients of 

CLSP, CDSP and CMSP-

14 



CHAPTER ONE 

There has recently been an increased interest in the unsteady aerodynamics of 

spoilers and their potential usefulness. This is concerned with the unsteady and transient 

flow phenomena caused by fast moving spoilers. The very rapid deployment of a spoiler 

results in a momentary increase of lift and a subsequent time delay before the final 

decrease in wing lift is attained. A thorough understanding of the phenomena and the 

mechanisms involved is essential for future applications. 

Notable works in this area include a series of experiments by MABEY et al (1982, 

1988) at RAE on the unsteady features of moving spoilers, revealing the 'adverse' lift 

effect and presenting the analysis of the delay time x and the force and moment variation 

patterns resulting from the spoiler motion. 

Experimental programmes have also been conducted by KALLIGAS & 

BIRDSALL (1987) and MYERS & BIRDSALL (1989) at Bristol University to look into 

various features of the adverse lift effect caused by rapidly acting spoilers, with emphases 

on the effects of the spoiler designs (shape and location) and their motion patterns. 

Numerical methods have played an increasingly important part in spoiler studies. 

Although facing the difficulties of little theoretical information about spoiler 

characteristics (especially for the unsteady cases), and complicated and expensive 

computation, many efforts have been made to analyse and predict the spoiler performance 

numerically. This is mainly because a numerical method has some advantages of 

demonstrating the physics involved in producing spoiler effectiveness, and providing a 

flexible way of analysing aerofoil/spoiler combinations, thereby reducing the 

experimental efforts needed. 

Early works in this area included that of WOODS (1956) and BARNES (1965) 

who applied a linear perturbation free streamline potential theory to an aerofoil/spoiler 

combination in subsonic flow for the prediction of the increment pressure, lift, drag and 

pitching moment. 

A wake source model together with conformal transformation methods was used 

by PARKINSON et al (1974, 1987) to analyse the flow structure, the pressure 

distribution and the lift coefficient due to spoiler deployment on aerofoils at arbitrary 

incidence. The effects of the camber and thickness of the aerofoils, and the spoiler 

location, height and inclination were considered. 

15 



CHAPTER ONE 

TOU & HANCOCK (1985) developed an in viscid panel method for the 

solution of the inviscid separated flow past a 2-D aerofoil/spoiler/flap combination at low 

speeds. Similar studies prior to these can be found in HENDERSON'S work (1978) and in 

that by Boeing's Aerodynamics Research Group. 

The discrete vortex method has also become an increasingly important tool in the 

study of the vortex shedding mechanism of a rapidly moving spoiler. KALKANIS (1988) 

used this method for the simulation of the separated flow generated by both fixed and 

moving spoilers fitted on the upper surface of an aerofoil. In this study, the case of a 

rapidly moving spoiler was modelled using a distribution of singularities along its 

surface, and the lift and drag coefficients of the aerofoil/spoiler combination were 

obtained using both pressure integration and a momentum method. The results for the 

delay times to maximum adverse lift were presented. 

1.1.3 On evaluation of spoiler effectiveness 

Effects of spoilers are normally measured by integrated parameters such as the 

lift, drag and moment which present the effects on aircraft dynamics. Pressure and 

velocity distributions are also used to show the characteristics of the spoiler flow field. 

The measurements of these parameters provide the understanding of spoiler flow 

mechanism and form the basis for the mathematical modelling of spoilers. 

As far as the use of spoilers for control of aircraft is concerned, for the precise 

modelling and the introduction of spoilers into the control systems, comprehensive 

measurements of spoiler coefficients, CLSP. CDSP and CMSP> and/or their derivatives 

Ci5s, CdSs and Cm6s> are of great importance. 

There have been many studies and efforts made on this. In particular, Table 1-1 

summarizes some recent wing-spoiler/aerofoil-spoiler experiments and their outcomes, 

with the focus on the measurements of the coefficients for two-dimensional aerofoils and 

conventional spoiler designs and locations. Summarizing these studies yields the 

following conclusions concerning the basic features of spoilers. 

On the conventional use of spoilers and their effect on mean loads 

1. Aft- and upper-wing mounted design for spoilers has been widely adopted for 

the conventional use of most spoilers, owing to the capability of providing a large range 

of effectiveness, particularly at negative wing incidence. 
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CHRPTER ONE 

2. Due to possible spoiler flow reattachment on the trailing section of a wing, 

there usually exists a small control-insensitive region which is incidence-dependent and 

deployed within which a spoiler has little or nearly no control effectiveness. 

3. Generally speaking, for an aft-mounted spoiler, when incidence a varies within 

the normal region and the spoiler deflection angle 5sp is beyond the insensitive region, 

nearly linear coefficient functions CLSP(§sp)' CospCSsp) and CMSP(Ssp) are obtained. 

There is also a strong indication from the experimental data (WENTZf 1981) that a linear 

description of spoiler effectiveness vs the spoiler project height (Shsj^ sin(6sp)) may be 

even better for the modelling. 

4. There is an increasing dependence of the spoiler effectiveness on the incidence 

a as it approaches the stall regions (positive or negative). 

5. An aft-mounted spoiler has an effect on the pitching moment of an aircraft, the 

extent of which depends much on the location of the spoiler. This effect may have a 

considerable influence on the longitudinal handling and control. 

6. Under some circumstances and assumptions, two-dimensional aerofoil/spoiler 

data may be applied to three-dimensional cases (WENTZ), This provides the possibility 

that we may initially design and tailor suitable spoilers for a wing by referring to relevant 

two-dimensional test data. 

On the unsteady properties of spoilers: 

1. There is an adverse lift effect and a time lag associated with the rapid 

movement of a spoiler, which are caused by an initial vortex, formed immediately after 

the activation of the spoiler and its development .(Fig. 1-3) 

2. The deployment rate and the location of spoilers on an aerofoil are among the 

important factors determining the degree of adverse lift. 

3. As in the steady cases, there is an increasing dependence of the dynamic lift on 

incidence a , the lift is much smaller when the spoiler is activated at high a then when 

a=0. 

4. The adverse lift effect has potential usage in future aircraft for enhancing the 

performance levels relating to manoeuvring enhancement and air superiority, provided 

the complicated and transient flow phenomena involved can be thoroughly understood 
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ex aL 
and effectively controlled. Preliminary studies from FRANCIS^(1979), CONSIGNY 

et ccL (1984) and SIDDALINGAPPA & HANCOCK (1980) have shown that an oscillating 

form of spoiler motion is capable of manipulating the unsteady separation flow by 

introducing unsteady vorticity, suggesting a way to control adverse lift. 

1.2 On Active Control Technology (ACT) 

The idea of ACT is closely connected with the active control of aircraft. It 

originated in middle 60's owing to the demand of improving the manoeuvrability and the 

aerial combat performance of fighters. Great progress has been made in both the 

technology and its applications during the last two decades, following developments in 

aerodynamics, modern control theory, flight control systems, computer and micro-

processors, actuator mechanics and systems, information, and system simulation and 

development. The successful applications can now be found in many modern aircraft 

including the F-16, F-15B, F/A-18A, JAGUAR, TORNADO, Boeing-747 and Boeing-

767 etc. 

There have been so far a large number of studies and publications in this area, 

bringing a variety of definitions of ACT. A summary of many previous definitions on 

ACT gives the following one which is believed to cover the principal features of ACT: 

Active control technology is a design technique which may be concerned 

with the introduction of advanced control at the very beginning of an 

aircraft design in order to gain the most from control systems. It may 

involve the use of a multivariable flight control system and sophisticated 

control law design to improve the quality and performance levels of an 

aircraft. That might be done by simultaneously driving an appropriate 

number of control surfaces and auxiliary force or moment generators in 

such a fashion that either the unexpected loads and motion modes which 

the aircraft would have experienced without using ACT are much reduced, 

or such that the aircraft being able to perform a degree of manoeuvring 

well beyond the capability of a conventional aircraft. 

Fig. 1-4 shows the difference between the design of an ACT aircraft and that of a 

conventional aircraft. A proposed ACT aircraft configuration is illustrated in Fig. 1-5. 

Most of recent ACT aircraft have adopted so called fly-by-wire (FBW) systems 

for the handling and control augmentation. Such a FBW control system is featured by the 
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use of redundant electrical circuits and cables, rather than traditional hydraulic linkages, 

between the pilot output to the actuator input, hence substantially reducing the weight, 

size and costs of the handling systems and bringing the improvement in aircraft handling 

and the easier realization of advanced and sophisticated control laws. Also, along with the 

development and the use of powerful on-board digital processors and electronics, digital 

fly-by-wire (DFBW) control has become a progressively more popular choice for modem 

aircraft. 

The most significant and beneficial control functions resulting from ACT are 

generally considered to be the following; 

Relaxed Static Stability (RSS): RSS is closely connected with the design 

of an aircraft. It can be achieved by reducing the static stability margin 

(NELSON, p64, 1989), by either moving the aircraft's centre of gravity 

backwards to (or even beyond) the lift (aerodynamic) centre, or moving the 

lift centre forward to the centre of gravity, through which reduced structure 

weight and higher lift/drag ratio, therefore the manoeuvrability enhancement 

of the aircraft, can be gained. It is necessary while doing this to maintain the 

dynamic stability and handling quality by using an effective feedback 

augmentation system. RSS is often used in conjunction with FBW systems. 

Direct force control (DEC): DFC refers to the control of an aircraft using 

the additional lift or side force from appropriate control and control devices 

for the fast and direct changes of the trajectory while keeping the attitude as 

constant. In longitudinal flight, direct lift control may be achieved by 

appropriate control of a number of extra and unconventional control surfaces 

including horizontal canards, leading and trailing edge flaps and spoilers. 

DFC has a range of beneficial applications in mission objectives such as air-

superiority, formation and precise landing. 

Manoeuvre load control (MLC): MLC is a technique for redistributing the 

aerodynamic loads over the wing of an aircraft during a manoeuvre, by 

controlling surfaces such as leading edge slats, trailing edge ailerons and 

flaps, to gain a beneficial lift distribution for reducing drag and controlling 

the flow departure (for combat aircraft), thus enhancing the manoeuvrability, 

or for reducing the bending moment at the wing root (for transport aircraft), 

thus reducing the wing structure weight and improving the performance 

levels of the aircraft. 

19 



CHAPTER ONE 

Gust alleviation control (GAC): GAC aims to improve ride quality for the 

crew and passages, and to suppresses the unexpected bending modes in 

aircraft structure during a gust/turbulence encounter. This is done by making 

measurements of the gust-induced acceleration at positions of interest and 

then making use of appropriate control to reduce the unexpected 

acceleration. Moreover, a successful GAC system will normally contribute 

to the reduction in structure loading so that MLC and GAC are quite likely 

to be used in conjunction with each other. 

Flutter mode control (FMC); FMC is used to actively reduce aircraft body 

flutter, which is caused by the unsteady aerodynamic coupling and may 

result in hazard damage to the aircraft structure. This is realized by sensing 

the distributed accelerations and by properly controlling the deflection of 

certain auxiliary control surfaces for damping the flutter modes of an 

aircraft, thus bring the advantages of improved safety level, reduction in 

structure weight and increase in the flight envelop of mission objectives. 

Also, ACT covers such integrated control concepts as integrated flight/thrust 

control (IFTC) and the integrated flight/fire control (IFFC) which bring further benefits 

to aircraft through the integration of flight control, navigation, instrumentation, fire 

control and thrust control. 

1.3 Introduction to Nonlinear Flight Control 

1.3.1 General remarks 

Future aircraft will be expected to meet higher performance and mission 

superiority requirements and, therefore, will employ more and more advanced techniques 

like ACT. The aerodynamic characteristics and operational requirements of such aircraft 

present the control system design with problems that are increasingly difficult to solve 

with standard or conventional control system design approaches. Among these problems, 

the nonlinearity of an aircraft is an essential feature. 

Aircraft nonlinearity arises from the following sources: 

* The nonlinearity existing in the force and moment generation processes 

of an aircraft, with strong, multi-axis, highly coupled features. 
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* The nonlinearity connected with the operation of an aircraft: some 

anticipated operation capabilities, i.e. supermanoeuvreability (HERBST, 

1983), require that aircraft be precisely controlled over a substantial 

portion of the flight envelope that encompasses strong nonlinear 

aerodynamics and loss of control effectiveness. (LANG & FRANCIS, 

1985) 

1.3.2 Current/Traditional design approaches 

For a long time, aircraft control design has relied on the the use of linear control 

techniques. The so-called 'gain-schedulling' method is based on the local linearization and 

control, around a series of selected operating points, of a nonlinear system, and has been 

widely used for the design of flight control systems. 

The basic design procedures involved in this method can be summarized as: 

1) Select a set of operating points to adequately cover the entire operational 

envelope of the nonlinear system: 

x = f(x,u), y = c(x) (1-1) 

2) Apply the small-perturbation analysis for each operating condition Xq, 

with 

Xq = f(Xo.Uo), Yo = c(Xo) (1-2) 

and put the perturbation equation in a linear form: 

5x (1-3) OX — —— 
ox O 3u 

5u Sy = 
o o 

3) Apply linear design approaches to (1-3) for linear controllers. 

4) Design a scheduling algorithm that ties all the individual designs into a 

total control for the nonlinear system (1-1). 

Fig. 1-6 shows the principal configuration of the control system. 
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Two commonly used methods in conjunction with the linearization approach for 

keeping desired system properties are: 

Robust Control: Designing the control system by synthesizing some 

constant gain feedback so that the closed-loop system is insensitive to 

undesirable disturbance and parameter variations. 

Adaptive Control: Designing adaptive schemes that adjust the open-loop 

and closed-loop gains so as to adapt to variations in the perturbation model 

(1-3) and disturbance. 

Both the methods have proven effective in flight control for the enhancement of 

the system robustness to disturbance and for handling, in some extents, the nonlinearities 

from the modelling of (1-3). 

The gain-scheduling based linear approaches have been widely accepted as an 

effective way for the preliminary synthesis of an aircraft control system, and have had 

many successful applications in modern aircraft. There are, however, disadvantages in 

using the linear methods. Notably when the nonlinearities of an aircraft become 

important: 

* It is hard for linear methods to deal with the strong nonlinearities which 

are encountered in flight control and will increasingly occur in future 

aircraft. 

* A large number of operating points have to be selected to cover the 

increasingly enlarged flight envelope of an aircraft. Hypothetically, the 

equilibrium points may not exist or even can not be defined under certain 

circumstances or in some part of the envelope. (HUANG & KNOWLES, 

1990) 

* The control algorithm becomes complicated when feedback logic and 

scheduling algorithms are taken into account. 

* Performance degradation may occur owing to the conservative nature of 

the robust controllers. 
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1.3.3 Nonlinear control strategies for advanced flight control 

Clearly, nonlinear control strategies are required which are based directly on the 

nonlinear model x = f(x,u),y = c(x) and which explicitly take into account the 

nonlinearities during the system synthesis process. In the design of flight control systems, 

these are expected to provide more effective control and the efficient utilisation of control 

resources. 

The following are the summary of recent studies and achievements in this area, 

with a particular interest in their applications to advanced flight control. 

Feedback Linearization 

The basic definition and theory of this methodology can be found in ISIDORI's 

'Nonlinear Control Systems' (1990). Generally speaking, the method uses nonlinear 

coordinate transformation for converting a nonlinear system in the form (1-4) to an 

equivalent linear system. A linear control is then designed upon the linear system and 

applied to the nonlinear system through the transformation. 

m 
X = f(x)4- Egi(x)u( y = c(x) (1-4) 

i-1 

Necessary and sufficient conditions for the existence of local and global 

transformation were obtained in the studies of SU (1982) and HUNT et al (1983). The 

basic design logic in the contrast to the conventional flight control design (Fig. 1-6) can 

be seen in Fig. 1-7. Fig. 1-8 outlines the design concept. 

The method was successfully applied to the flight control of a V/STOL aircraft by 

MEYER & CICOLANI (1975, 1981), where the nonlinear aircraft system with complex 

characteristics and operational requirements was put in the form of (1-4), and the concept 

of 'block triangular' systems was proposed and applied for the nonlinear transformation. 

A 6-degree of freedom flight control system was developed and various tests and 

simulations were carried out. It was concluded that the method was effective for a large 

class of dynamic systems requiring multi-axis control which have highly coupled 

nonlinearities, redundant controls, and complex multidimensional operational envelopes. 

During the same period, SMITH & MEYER (1980) applied the approach to a 

system development for the carrier landing control of an A-7. WEHREND & MEYER 

(1980) used the method for the automatic control of a DHC-6. Flight tests were made 

over a large portion of the flight envelope during which the nonlinear control performed 

well despite disturbance and aircraft plant modelling errors. 
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Later, in 1984, MEYER et al applied this method to the design of a helicopter 

(UH-IH) autopilot. The details of systematic construction of the transformation from the 

nonlinear system to the linear system was given and in particular, the necessary and 

sufficient conditions for the transformability were presented and evaluated with the 

system configuration. The performance of the designed automatic control system was 

simulated in flight on an on-board computer. 

Nonlinear Inverse Dynamics (NID) 

This is an alternative transformation approach similar to the above method, with 

the emphasis on the input-output linearization of nonlinear systems. Generally, the 

method is based on the construction of the inverse dynamics (SINGH & RUGH (1972), 

FREUND (1973)) by differentiating the m (number of control) elements of the output y 

such that the nonlinear system can be decoupled and the outputs can be individually and 

linearly controlled. Fig. 1-9 shows the principal structure of a NID system. 

The interrelation between these two methods, as SASTRY & ISIDORE (1989) 

summarized, is that the former design technique is often referred as exact state space 

linearization, while the later one as exact input-output linearization. The bridge between 

the two techniques lies in the fact that the design of a state-space linearization control is 

equivalent to the design of some 'output' functions for which input-output linearization is 

possible. 

A remarkable study using the NID methodology for flight control was made by 

LANE and STENGEL in 1988, in which they applied the NID to the development of a 

flight control system for a 12-state nonlinear aircraft model. The system was designed to 

be valid over the entire flight envelope and the major efforts were put on the analysis and 

control of the severe nonlinear effects from extreme flight conditions, such as high 

incidence angle and high angle rates. Simulation results suggested the effectiveness of 

NID control in providing improved levels of performance over conventional flight control 

designs, especially in the extreme flight conditions. 

Early studies relating to the NID were mainly on system decoupling and 

separation of control modes. Among them, ASSEO (1973) showed how the flight path 

angle and heading angle commands of a simplified aircraft model could be decoupled, 

leading to the control of single-axis manoeuvres. SINGH & SCHY (1980) applied the 

method to the manoeuvre control of an aircraft and demonstrated how the nonlinear roll 

coupling divergences associated with rapid open-loop manoeuvres could be eliminated. 
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Similar works can also been found in FAL5& WOLOVICH (1967), SINGH & RUGH 

(1972), and FREUND (1975). 

Other relevant methods 

These include the work by HAUSER et al (1989) where an approximate feedback 

linearization was applied to a non-minimum-phase nonlinear aircraft system (a V/STOL 

Harrier), giving a system design with desirable properties of bounded tracking and 

asymptotic stability, and the work by MENON et al (1985) where the calculations of the 

linearizing transformations were simplified by the use of singular perturbation theory. 

The extended linearization methodology (RUGH, 1984; BAUMANN & RUGH, 

1986) forms another important line of research which may be potentially used for 

nonlinear flight control (WANG & RUGH, 1987). This method is based on the family 

of linearizations of a nonlinear system in the form x = f(x,u). Nonlinear state feedback 

control laws to be designed have the form u=w-k(x), which constitute an overall, 

nonlinear state feedback controller, and bring the closed-loop system the property that its 

linearizations are equal to the desired linearly-controlled systems. 

The direct dynamic inversion (DDI) method was presented by BUGAJSKI et al 

(1990) where application was made to the control of a NASA high incidence research 

aircraft. During the same period, ENNS (1990) studied the robustness issue of the DDI 

method and showed its application to a lateral-directional flight control. 

Recent studies on nonlinear flight control other than feedback linearization are 

represented by the following: SINGH and COELHO (1984) and STAFORD (1987) 

studied nonlinear aircraft control based on the feedback of separate terms derived from 

the linear model and a Lyapunov equation. Later in 1989, SINGH and INNOCENTI 

reported application of variable structure control to aircraft control, where the feedback 

gains were derived from Lyapunov-based equations and switched on hyper-surfaces 

corresponding to different system dynamics. 

Studies on nonlinear flight control based on the approximation of nonlinearities as 

power series were made by GARRARD et al (1989), where the feedback control for a 

supermanoeuvreable aircraft was generated using nonlinear optimization of a quadratic 

function. ABED (1989) studied bifurcation control techniques and applied them to a 

nonlinear flight control system aiming to stabilize a high-alpha manoeuvring aircraft. 
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1.3.4 On robust nonlinear control and systems 

It has been widely accepted that the robustness of of a control system has become 

an increasingly important issue in system development. It may become essential for a 

range of aircraft systems where 'rough' dynamic modelling, large disturbances and 

perturbations in system parameters are inevitable. 

Although the feedback linearization methodology has received considerable 

attention in the literature and has found many applications in nonlinear flight control, few 

works on the robustness aspect of the nonlinear control systems have been documented. 

However, the chief drawback of these methods is also apparent: they rely heavily on the 

modelling of nonlinear dynamic system and an exact cancellation of nonlinear terms in 

order to get linear input-output behaviour. Consequently, no robustness is guaranteed in 

the presence of parameter uncertainty or unmodeled dynamics, which may result in 

illogical control and decayed (even unacceptable) system performance. (SASTRY & 

ISIDORI, 1989) 

Robustness analysis with respect to infinitesimal perturbation in the state model of 

nonlinear systems can be found in the works of SU et al (1983), GILBE/?r& HA (1984), 

and KRAVARIS & CHUNG (1987), where a variety of linearization methods were used. 

SU et al studied the robustness relating to feedback linearization designs. They 

showed a way of constructing the Lyapunov functions for nonlinear systems using 

transformation methods and proved that the feedback linearization control was robust in 

the sense that all systems close (in the topology defined) to the mathematical model are 

asymptotatically stabilized about corresponding equilibrium points, and the stability 

holds for any trajectory starting in some fixed compact set in state space. 

From a practical viewpoint, robustness design is of even more importance. It can 

be generally expressed as: given upper bounds on the modelling error, design a feedback 

control to guarantee certain stability and specifications for all perturbations within the 

given bounds. The salient feature of the problem is the fact that it is a deterministic 

treatment of uncertainty in that one requires certain performance in the presence of 

uncertainties. 

The typical structure of a robust controller u can be put in the form: u=ki+k2, 

where ki is to give desired control in the absence of modelling error while k j is an 

additional term to provide robustness corrections to cope with modelling inaccuracies. 

The design procedure therefore consists of the following two steps: 
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1) Under the assumption of a perfect model, do a nominal controller design 

(e.g. a feedback linearizing or inverse control law) to meet the appropriate 

closed-loop linearity requirements and some design criterias. 

2) Introduce robustness corrections for guaranteeing uniform ultimate 

boundedness of the states and the output. 

The approaches to robust nonlinear design originated from that for linear systems 

with bounded parameters and uncertainty. (CORLESS & LEITMAIN, 1981; GUTMAN, 

1979) 

CORLESS & LEITMAIN studied robust design for a dynamic system containing 

uncertain elements. The design of the robust feedback control was based on the 

assumptions that the set of possible values of these uncertainties was known. It was 

shown that the robust control was a set of continuous functions of the states and was able 

to guarantee uniform ultimate boundedness of every system response within an arbitrary 

small neighbourhood of the zero state. 

A similar study on the uncertainty dynamics was made early by GUTMAN in 

which the presence of uncertainty was formulated by some contingent differential 

equations. Generalized dynamic systems were defined upon which asymptotic stability of 

the nonlinear system (in the sense of Lyapunov) was developed. Some applications to 

quasi-linear systems were made. These studies, also many others, formed the basis of 

recent studies on robust nonlinear control in conjunction with feedback linearization 

approaches. 

HA & GILBERT (1987) studied multivariable robust tracking problems using 

Lyapunov functions. The controller was robust in the sense that the tracking error, which 

was defined as a general function of system state and the input command, was ultimately 

bounded in the presence of modelling errors. Restricting assumptions on the structure of 

the model and the modelling errors were generalized through a transformation 

framework. 

A similar Lyapunov approach was studied by KRAVARIS & PALANKI (1988) 

and applied to the robust synthesis of nonlinear SISO systems. The uncertainty modelled 

there was in terms of a class of model perturbations that satisfied appropriate matching 

conditions. 
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In addition, there is a simple approach to robust control, the so-called sliding 

control methodology (UTKIN, 1977; SLOTINE & LI, 1991), which is based on a 

notational simplification allowing an nth . order tracking problem to be replaced by an 

equivalent first-order stabilization problem. In practice, uncertainties in the model 

structure (i.e. unmoddled dynamics) lead to a trade-off between tracking performance and 

parametric uncertainty, corresponding to replacing a switching, chattering control law by 

its smooth approximation. Practical implementations of the methodology included 

underwater vehicles (YOERGER et al, 1986), aircraft (HERDRICK & GOPALSWAMY, 

1989) and highway systems (McMAHOM et al, 1990). 

The adaptive control of nonlinear systems is similar in the sense of the system 

robustness, but in addition the model is actually updated during the operation. 

In this aspect, SASTRY & ISIDORI (1989) reported a study on the adaptive 

control of minimum-phase nonlinear systems which were exactly input-output 

linearizable by state feedback. They suggested the use of a parameter adaptive algorithm 

to make asymptotatically exact the cancellation of nonlinear terms when the uncertainty 

in the nonlinear model terms could be put into a parametric form (see Chapter 7 for 

details). This study was viewed as generalizations of work pioneered by NAM & 

ARAPOSTATHIS (1986). 

Some other attempts in this area have included that of MARINO (1985) and 

NICOSIA & TOMEI (1984) for robot control cases, using a combination of high gain, 

sliding modes, and adaptation. The ad.lptive control of full-state linearizable SISO 

systems was studied by TAYLOR/1987). 

1.4 An Overview of the Thesis 

As control device, a spoiler exhibits more complex behaviour than do most of the 

conventional aircraft control devices, such as the elevator, rudder and aileron. 

Consequently, modelling and control of aircraft become more difficult when spoilers are 

involved. Moreover, although the potential of spoilers for aircraft control has been proven 

through a large number of aerodynamic studies, use of spoilers for active control of an 

aircraft does not yet seem to have been considered before in advanced control studies. 

Further, in most previous studies concerning nonlinear flight control using the 

feedback linearization methodology, control devices such as spoilers and flaps have been 

normally ignored, deleted or imposed with constraints in the control synthesis (MEYER Si 

CI Co L A I, 
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1981). This was mainly because during these applications, these devices were considered 

as only being occasionally used and/or weakly coupled devices, and the incorporation of 

these direct force generators might result in a system which was not explicitly block-

tmngular and hence not invertible. Clearly, these arguments are not really valid and may 

bring an improper or even illogical control to an aircraft when spoilers are actually active 

and in principal use. 

This thesis is devoted to studying the active use of spoilers for aircraft control and 

in particular, it appears to be the first systematic study made in this area. The main 

contributions concern: 

1. Spoiler control modelling — generation of a generic spoiler model for 

flight control from experimental data. 

2. Analysis of spoiler control effectiveness — use of nonlinear flight 

simulation, linear range space theory and nonlinear optimal control. 

3. Design of flight control systems utilising spoiler control — study of the 

NID methodology and its application to the nonlinear flight control with 

spoilers functioned as a principal control device. 

4. Study of spoiler applications to aircraft ACT — typically for 

manoeuvring enhancement and gust/microburst alleviation. 

5. Adaptive control of NID-based nonlinear flight control systems. 

It is expected the study will further the understanding of the use of spoilers as an 

important control device in future aircraft. It provides a good example of the development 

of spoiler control systems following a systematic routine of modelling, simulation, open-

loop and closed-loop control designs. 

The major contents of the thesis are summarized next: 

In Chapter 2, a generic spoiler control model is derived, based upon the analysis 

and processing of aerodynamic experimental data. The model is expressed in terms of the 

aerodynamic coefficients CLSP̂  CMSP and CDSP' and the two major nonlinear effects 

involved — the spoiler deflection 5sp and the wing incidence a — are studied and 

introduced into the modelling. Both linear and nonlinear forms of the generic model are 
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presented and a special spoiler model for the HAWK aircraft is proposed. Chapter 3 

relates to the analysis of spoiler control effectiveness using a linear method — the linear 

range space theory of controllability. The work is concerned with the study of the theory 

and the development of a general routine for the comparison of linear systems, in 

controllability and control efficiency. It is applied to a linearized aircraft system with 

spoiler control to predict manoeuvres for which the use of the spoiler control might be 

most beneficial. The evaluation of the stability and handling qualities of the HAWK is 

also given in this chapter. Chapter 4 is devoted to the analysis of spoiler control 

effectiveness, with emphasis on nonlinear flight simulations concerning spoiler control 

and on design of open-loop flight control using nonlinear optimal control techniques. For 

these purposes, a 6 degree of freedom flight simulator is developed, and nonlinear 

optimal two-point boundary control, combined with the first-order gradient algorithms, is 

applied to the HAWK aircraft system utilising spoilers. Enhancement of control for 

descents is demonstrated. 

As far as the design of closed-loop system is concerned. Chapter 5 considers 

NID control and its application to the development of a nonlinear flight control system 

using spoilers. In this chapter, a sophisticated computer code for the control system 

synthesis based on the NID method is developed. A detailed derivation of the inverse 

dynamics of the HAWK is given, in which an uniform relative order is defined and used 

for each output control variable of interest. The outcome presents a decoupled mission-

defined multi-mode control system for the HAWK aircraft. In Chapter 6, the work of 

Chapter 5 is applied to the application studies of spoilers for aircraft active control, 

concerning the most promising uses of spoilers in the improvement of aircraft 

performance levels. Four applications cases: decoupled attitude/trajectory control, fast 

deceleration control, gust/turbulence alleviation and low-altitude windshear/ microburst 

alleviation, are presented in detail. Finally, Chapter 7 introduces the studies in the 

robustness of NID control using newly developed parameter adaptive control techniques. 

Aiming to tackle some worst moddings in aircraft system parameters, an NID-based 

adaptive control algorithm is derived and applied to the HAWK flight control. 
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Tablel-1 Summary of Aerofoil — Spoiler Studies 

Authers Aerofoil/Wing Spoiler Spoiler Range 

(0) 

a Range 

(0) 

Test Condition 

DESTUYNDER 

(1987) 

Froude Scaled 

{3.5m half SPA) 

L: 60%W.C. 

CH: 8%W.C. 

-8sp= 5, 10, 20 0 Re. = 12*106, 

M = 0.5, 0.78 

PARKINSON & 

YEUNG (1987) 

Joukowsky 

(2.4%CB, 11%THK, 

12/27 CH/SPA) 

L: 70%W.C. 

CH: 10%W.C., 

5%W.C. 

-8sp= 30,45, 60 0 ~ 14.0 Re. = 0.3* 10® 

(low speed) 

MABEY, et al. 

(1982) 
NACA 64A 010 

(10%THK, 2/5 CH/SPA) 

L; 65%W.C. 

CH: 8%W.C. 

SPA: 1/4W. SPA 

-8sp= 0 ~ 38 0 Re. = 1 ~ 3*106 

M = .25, .5, .7, 

.8, .85, .9 

MACK, et al. 

(1979) 

GA(w)-2 

fl3%THK. with flap) 

L: Trailing Edge 

CH: 10%W.C. 

-8sp= 0 ~ 60 -8.0 ~ 16.0 Re. = 2.2*10^, 

M = 0.13 

WENTZ, et al. 

(1981) 

Two-Dimensional 

(11.3%THK,61cm CH) 

L: 73.3%W.C. 

CH: 15.7%W.C. 

-8sp= 0 ~ 60 

(4. 7. 9. 19. 39. 59) 

0, 8.0, 14.0, 16.0 Re. = 2.2*10®, 

M = 0.13 

McLACHLAN, et al 

(1983) 

Two-Dimensional 

(11.3%THK, 20/45 

CH/SPA) 

L: 73.3%W.C. 

CH: 15.54%W.C. 

-8sp= 0, 15, 30, 60 -8.0 ~ 18.0 Re. = 0.28-0.52*106; 

M = 0.06-0.13 

LEE&BODAPATI 

(1987) 

Boeing ATR 

(11.3%THK, 20/45 

CH/SPA) 

L: 73%W.C. 

CH: 15.5%W.C. 

-8sp= 0, 15, 30, 45, 60 -10.0 ~ 12.0 Re. = 0.28*106, 

M = 0.06 (20m/s) 
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CONSIGNY, et al. 

(1984) 

Supercriticial Wing 

(16%THK,18cm CH) 

L: 52%W.C. 

CH; 15%W.C. 

—8sp= 0 ~ 20 0 Re. = 0.3-4.7* 10^ 

M = 0.3, 0.6, 0.73 

COSTES, et al. 

(1987) 

Supercriticial Wing 

(1/2 CH/SPA) 

L: 67%W.C. 

CH: 15%W.C. 

-8sp= 0 ~ 31 2.0 Re. = 1 ~ 16*106, 

M = 0.2 

MYERS, et al. 

(1989) 

NACA 0012-64 

a/2 CH/SPA) 

L: 70%W.C. 

CH: 8%W.C. 

—8gp= 0 ~ 40 -20.0 ~ 20.0 Re. = 0.56 - 71*106, 

M = 0.06 (20m/s) 

TOU & HANCOCK 

(1983) 

Clark Y-14 L: 70%W.C. 

CH: 10%W.C. 

-5sp= 0 - 9 0 6.0 N/A 

KHOO & GRAHAM 

(1989) 

LSI 0424, 0421 

NACA 23018. CHP2 

L: 70%W.C. 

CH: 10%W,C. 

-5sp= 90 0 ~ 35.0 Re. = 0.67-2.0* 10^, 

(Low Speed) 

u» 
to 

Note: CH: chord, SPA: span, THK: thichness, L: wing surface location. Re.: Renolds number, 

M: Mach number.W.C.: Wing/aerofoil chord 

n 
a: 
s 
"U 
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Figure 1-1 Conventional spoiler configuration 
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Figure 1-2 Separated flow patterns of deflected spoiler (MACK et al 1979) 
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Figure 1-3 Numerical simulation of spoiler 'Adverse Lift' (KALKANIS, 1988) 
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Figure 1-4 Comparison between ACT design (b) and traditional design (a) 
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Figure 1-5 Configuration of a proposed ACT aircraft (McLEAN, 1991) 
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Figure 1-6 Conventional flight control configuration 
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Figure 1-8 Design concept of feedback linearization 
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Chapter Two 

SPOILER CONTROL MODELLING 

2.1 General Remarks 

In this chapter, a generic spoiler control model for the most typical aft-mounted 

spoilers is proposed. This is mainly based on the survey in Section 1.1 and on some 

further discussions of the recent experimental data concerning spoiler aerodynamics. 

The major objective of the work lies in the need for a generic spoiler model with a 

precise mathematical expression of spoiler behaviour when used as a control device. The 

generic model here is for a range of popular spoilers with the common features of about 

70% aerofoil profile chord location, a chord of 10% aerofoil chord and a span normalized 

to the whole span of the aerofoil. According to the spoiler data used for the modelling, 

the model would be ideally used for low air-speed/Mach no. cases with spoiler motion 

being quasi-steady. 

The model expression normally and ideally takes the form of the related 

aerodynamic coefficients, namely the spoiler lift coefficient CLSP> the drag coefficient 

CDSP and the moment coefficient CMSP> and/or their derivatives and 

while linear modelling is concerned. In this study, a least-square error fitting (LSEF) 

technique in MATLAB was applied to the spoiler data, giving algebraic expressions for 

the coefficients CLSP> CDSP and CMSP- The spoiler deflection angle 5SP and the wing 

incidence a appear as the most influential independent variables. 

Based on the generic model, different forms of spoilers for HAWK aircraft were 

designed and applied to the control studies later. 

2.2 Spoiler Modelling Small Incidence Case 

At first, the spoilers were modelled for the case of small wing incidence where the 

functional dependence of the spoiler effectiveness is mainly on its deflection angle 5sp. 

This view point is backed by many experiments, typically those of WENTZ et al 

(1981) and MCLACHLAN et al(1983), where the phenomena that the incremental lift 

and drag as a function of spoiler deflection angle was virtually independent of the median 

range change of a was reported. The underlying mechanism is that when the incidence is 
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small or below some critical point, there is no interaction between separated wing flow 

and the spoiler induced separation, hence the effectiveness of the spoilers is solely 

decided by the separation due to their deflection. 

2.2.1 Spoiler lift coefficient CLSP 

This coefficient expresses the contribution of a spoiler to the lift force of an 

aircraft wing. The feature of negative lift force provided by deployment of most 

conventional spoilers has caused them to find their application in flight control as lift 

dumpers. The relation between the spoiler lift LSP and the coefficient CLSP is: 

2 
Lsp = ^ 2 Clsp (2-1) 

Fig. 2-1 presents relevant experimental data for the coefficient CLSP- Data for 

spoilers with chords ranging from 5% WC (wing or aerofoil mean chord) to 15% WC and 

locations from 65% WC to 73% WC are shown. They demonstrate the general quasi-

steady features of most aft-mounted upper-wing surface spoilers: the negative lift 

increment (CLSP - 0, Lgp ^ 0) with upwards deflection of the spoilers (5sp < 0) and the 

roughly linear relation between CLSP and 6SP. 

Apparently, the data pattern shown in Fig. 2-1 is not ideal for setting up the 

generic model with a fixed 10% WC. An important step to get a collapsed data 

distribution for this purpose is to make the assumption that the spoiler effectiveness is 

proportional to its chord length. Based on this, a spoiler with a chord of X% WC can 

therefore be normalized to the 10% WC spoiler using the following formula: 

Cnlsp = —^Lsp (2-2) 

Normalizing the coefficient data in Fig. 2-1 according to (2-2) yields Fig. 2-2. 

Compared with Fig. 2-1, the data in Fig. 2-2 show a much more collapsed pattern so it is 

more suitable for the generic model. 

Applying linear interpolation to each set of data in Fig. 2-2 brings a family of lift 

curves which have the range: 

ICUSiSsp I <:IChfLS]̂  <=10.8 iSqj (:Z-3) 
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So initially, the generic lift coefficient model may be assumed to be: 

CNLSP = CI5^ 5SP (2-4) 

where C;§ is the derivative (or gain) with the range: 0.6<C}§ <0.8. 

Further studies were made on the improvement of the model. It is easy to find 

while looking at Fig. 2-1 and Fig. 2-2 that with increase of 5sp, the control effectiveness 

(the lift slopes) of the spoilers shows a decreasing trend, suggesting that the purely linear 

expression may be not accurate enough when 5sp is large. 

Quite naturally, this suggests that a Sine function may give a better description of 

the relation between CLSP and 5SP, as also pointed out by WENTZ from his experimental 

tests that "spoiler effectiveness depends primarily on projected height rather than on the 

deflection angle". This can be further verified by looking at Fig. 2-3 and Fig. 2-4, the 

former showing the dependence of Cigs on 5sp for all the normalized data and the latter 

the Qh (=CLSP/sin(5sp)) on 5sp. Fig. 2-4 gives more uniform results for large 6sp than 

Fig. 2-3. 

To demonstrate this quantitatively and also to get a more general expression for 

the lift coefficient, an analysis was made to fit each data set in Fig. 2-2 using three 

different functional expressions: namely the linear and sine function (form a), the linear 

function (form b) and the sine function (form c), respectively. The analysis was aided by 

the MATLAB package and gave the LESF results for the functions in the fonns: 

Form a: linear & sine function: 

CNLSP (a) = K i 5 s p + K 2 s i n ( 5 s p ) (2-5) 

Form b: linear function: 

CNLSP (b) = Ki6sp (2-6) 

Form c: sine function: 

CNLSP (c) = KS SIN(5SP) (2-7) 
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Table 2-1 summarizes the fittings for some of the normalized spoiler data. 

Comparisons between the fitting errors suggest an improvement in the accuracy using the 

CNLSP (a) OR CNLSP (C) for the lift coefficient modelling. 

The last but most important work was fitting of all the normalized spoiler data in 

Fig. 2-2 using the functions (2-5), (2-6) and (2-7). This was to give an improved spoiler 

model with a more generic behaviour. The following results were obtained: 

Form a: CNLSP (a) = 0.325SP +0.51 sin (6SP) (2-8) 

(EN=0.309) 

Form b: CNLSP (b) = 0.76SP (2-9) 

(EN=0.45) 

Form c: CNLSP (c) = 0 .92 s i n ( 5 s p ) (2-10) 

(EN=0.41) 

where 5sp < 0, EN: error norm. 

The lines fitted to the data are shown in Fig. 2-5 and the errors from the fittings 

are shown in Table 2-1. 

The overall data fit presents an equivalent, or 'generic', spoiler lift coefficient 

model with 5sp as the only independent variable. Moreover, the analysis of the fitting 

errors shows that the combined linear and sine function (form a) gives the best 

description of the lift coefficient, and the sine function (form c) is better than the linear 

one (form b). 

2.2.2 Spoiler drag coefficient CQSP 

The drag coefficient CDSP represents the contribution of spoilers to the drag of an 

aircraft. The ability to provide fast and substantial drag force during flight is a significant 

feature of spoilers and has stimulated the use of them as air brakes. As the lift case, the 

relation between the drag and its coefficient is: 

l^sp - ^ — C d s p (2-11) 

where there are CDSP - 0 and Dsp ^ 0. 
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When attempting to model this coefficient, there was the obstacle that only a 

small amount of experimental data was available. Fig. 2-6 shows the scarce distribution 

of the CDSP data. Using the same normalizing procedure, as introduced in the CLS? 

modelling, for the 10%WC generic spoiler, a set of normalized Cdsp data can be 

obtained and Fig. 2-7 shows the more collapsed data distribution. 

Following the same LESF procedure for CLSP using the functions (2-5), (2-6) and 

(2-7), the drag coefficient models for all the normalized data were generated as: 

Form A: CNDSP (a) = -0.15SP - 0.004 sin (6SP) (2-12) 

(EN=0.046) 

Form b: CNDSP (b) = -0- I5sp (2-13) 

(EN=0.046) 

Form c: CNDSP (c) = -0-15 s i n ( 5 s p ) (2-14) 

(EN=0.071) 

with 5sp < 0. 

Fig. 2-8 shows the lines fitted to the data. The analysis of the fitting errors 

suggested the best model for the drag coefficient: 

CNDSP = - 0 . i 5 s p . (2-15) 

2.2.3 Spoiler moment coefficient CMSP 

Spoiler moment coefficient CMSP represents the longitudinal pitching moment 

increment due to spoiler deflection. For most aft-mounted upper wing surface spoilers 

(with the hinge line after the lift centre of the wing), CMSP appears as positive, showing 

an increase in aircraft moment. The relation between the moment increment and its 

coefficient is expressed by: 

2 
M S P = ^ ^ C m s p (2-16) 

The modelling of CMSP has become a controversial issue. In many previous 

studies, this coefficient was simply neglected because of its small size and the difficulties 

involved in obtaining an accurate measurement, leaving very few test data available. Also 
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the data, as shown in Fig. 2-9, seemed to be affected by various significant factors such 

as Mach number, scale effect, aerofoil type and, in particular, the location of spoiler hinge 

lines. 

However, modelling and analysis of this coefficient are important for the use of 

spoilers in control. As MACK^(1979) and others have pointed out, the moment influence 

from spoilers may seriously affect aircraft handling and control. This is verified by the 

later analysis of this aspect while combined with the flight simulation in Chapter Four. 

Fig. 2-10 shows the 10%WC normalized data distribution. Looking at the results 

from CONSIGNY (52% WC location), COSTES (67% WC) and MCLACHLAN (73% 

WC) and comparing the data pattern with that of CNLSP and CNDSP» the effect of the 

spoiler location is seen to be significant. 

Table 2-2 lists the results of fitting some sets of the data using the three functions 

given above. Curve fitting for all the data from three similar locations (67%WC, 70%WC 

and 73%WC) using the three functions is shown in Fig. 2-11 and yields: 

Forin a: CNMSP (a) = 0.005Sgp - 0.12 sin (Sgp) (2-17) 

(EN=0.038) 

Form b: CNMSP (b) =-0.16SP (2-18) 

(EN=0.04) 

Form c: CNMSP (c) = -0.114 sin(6sp) (2-19) 

(EN=0.038) 

with 5sp < 0. 

So from the fitting, a suitable model for the moment coefficient of the 70% WC 

spoilers appears to be: 

CNMSP = -0.15SP. (2-20) 

2.3 Spoiler Modelling High Incidence Case 

As summarized in Chapter One, the wing incidence a has some significant 

effects on the control effectiveness of most conventional spoilers. Since a also stands for 
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an important state variable of aircraft dynamics and its variation in most advanced high-

manoeuvrable aircraft may go well beyond the small a assumption for simple modelling 

of spoilers, there is a need to model these effects by introducing a , as another 

independent variable yet related to the deflection 5sp, into the coefficient functions. 

Previous studies on spoiler effectiveness loss due to high incidence cases have 

been documented by PARKINSON et al(1987), MACK et al(1979), WENTZ et al(1981), 

MCLACHLAN et al(1983) and KALLIGAS et al(1987), where spoiler tests were made 

in various incidence regions (see Table 1-1). A general conclusion drawn from these and 

other similar studies is that the effectiveness of spoilers has an increasingly weak 

dependence on the deflection 6sp as the wing incidence a approaches the positive or 

negative stall regions. 

Another important conclusion regarding this aspect is obtained from MYERS's 

experiment in 1989 which revealed that the tendency for spoiler control effectiveness to 

increase or decrease with increasing incidence depends strongly on the location of the 

spoilers on the wing surface. A spoiler hinged forward of the mid-chord position has an 

increase in its effectiveness with a increase, while an aft-hinged spoiler shows the 

opposite tendency — a reduction in its effectiveness. 

An approach is investigated to take the incidence effect on spoiler effectiveness 

into account through defining an incidence influence function ^(a) and combining the 

function with the spoiler model previously defined: 

CNSP(a> 5sp)=X(a) CNSP(5sp) (2-21) 

where ^(0)=1 gives C^sp =CNSPJ the spoiler model described in 2.2 for small incidence 

cases. 

^(a) can be approximately determined using the following procedure: 

1) Suppose the function CNSP(5SP) is linear (which is roughly true for most 

conventional spoilers), i.e. 

= (Zg, 6sp (2-:Z2) 

where Cg is the curve slope for a ~ 0. Then (2-21) can be written as: 
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. CNSp(<^'^sp) CNSp(a,6sp) 
^ (a ) = % = TTH ^ (^-^3) 

(-NSPl^sp;|a=0 ^6ja=0Osp 

2) Given Cg 1^=0 and a family of CNSP(a>5sp) curves, a set of derivative 

data as a function of a , Cg , can be obtained by linear interpolation. 

Then the X(a) can be decided by (2-23). 

Applying the above procedure to some of the experimental C ^ g p data yields a 

set of points of A.L(a) shown in Fig. 2-12. Based on the data, a generic formula A,NL(a) is 

proposed as: 

1.0 - 1 0 ° < a < 1 0 ° 

a (2-24) 
2.0 10° < a < 20° 

10.0 

and the fit of the function to the data is shown in Fig. 2-12. 

Similarly, the generic influence functions A,nd(oc) and iNM(a), for the drag and 

moment coefficient models, respectively, can be defined by X,D(OC) (Fig. 2-13) and ^M(OC) 

(Fig. 2-14) from the corresponding experimental data, and appear as: 

A,NTT) (ot) = 1 —15° < (X < 20° (2-25) 
15.0 

and 

^NM(a) = 1 — — - 1 5 ° < a <20° (2-26) 
30.0 

The function curves are drawn in Fig. 2-13 and Fig. 2-14, respectively. 

Finally, it should be pointed out that because of the limited amount of 

experimental tests giving the spoiler data of interest over a large scope of a variation, the 

proposed influence functions ^NL(A), ^ND(«) and A,NM(OC) may only be a rough estimate 

of the incidence effect and require validation by further cases. However, the modelling 

process does show that the formula (2-21) could be an effective way by which the most 

essential features of spoiler effectiveness can be modelled and then introduced into flight 

control design. 

45 



CHRPTER TtUO 

2.4 A Generic Spoiler Control Model 

Summarizing the work on the spoiler modelling so far, a generic spoiler control 

model for a range of normalized full-span, two-dimensional, 70% WC location and 10% 

WC spoilers, preferably working quasi-steadily under low Mach number conditions 

(Mach. No. < 0.2), is set up in the coefficient forms of CisfLSP' ̂ NDSP &nd C ŝiMSP-

2.4.1 The generic lift model CNLSP 

In the interest of simplicity and flexibility in use, from (2-9), (2-10) and (2-24) 

this coefficient is modelled as: 

First form: Cnlsp = 0.92^NL(a) s i n (5 sp) (2-27) 

Second form: CNLSP = 0.7XNL(a) SGP (2-28) 

where, 

^NL(®) = ' 

1.0 - 1 0 ° < a < 1 0 ° 

2 . 0 — — 10° < a < 20° 
10.0 

2.4.2 The generic drag model CNDSP 

From (2-13) and (2-15), this coefficient is modelled as; 

C NDSP = -0.1 ̂ ND(A) 5SP (2-29) 

where ~ 1 —15° < (X ^ 20°. 
15.0 

2.4.3 The generic moment model CNMSP 

From (2-18) and (2-26), the model is given as: 

CNMSP = -0. L^NM(A) 5SP (2-30) 

where = 1 - ^ - 1 5 ° < a < 2 0 ° -
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2.5 An Artificial Spoiler Model for the HAWK Aircraft 

Finally, upon the modelling of the generic spoiler, an attempt was made to design 

a spoiler for the British Aerospace Hawk aircraft. It is called 'artificial' simply because the 

Hawk, which has been in service for more than 20 years, has not got any spoilers in the 

original design, and the introduction and combination of the spoilers with the aircraft 

model aim to further the analysis and evaluation of spoiler control effectiveness, and to 

design and develop a nonlinear flight control system utilising spoiler control, making use 

of the Hawk as a flight testing platform. 

Basic features and data concerning the Hawk can be found in HERD'S report 

(1985) and WHITFORD's paper(1991). Detailed 3-dimensional diagrams of the HAWK 

60/100 and HAWK 200 are shown in Fig. 4-1. The design of the spoiler used here for the 

Hawk 60/100 is: 

Wing Data: 

Ref. Area: 16.7m2 Aspect Ratio: 5.28 

Mean Chord: 1777mm Angle of Sweepback: 26° 

Thickness/Chord Ratio: 10.9% (root) 

Spoiler Geometric Data: 

Ref. Area: 0.9m2 Movement about Hinge Line: 90° 

Hinge Line: 65% WC Chord: 10% WC 

Spoiler Control Coefficients Models: For different application cases, the spoiler 

is modelled in different forms: 

Spoiler Model One: 

Lift: CLSP = KI^L(OC)SIN(5SP) (2 -31) 

Drag: CDSP = KD^D(«)5SP ( 2 - 3 2 ) 

Moment: CMSP = KM^M(A)5SP (2 -33 ) 
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Here 5SP ^ 0, and ?IL(OC), ^D(a) and A.M(OC) are taken as the same as the functions 

defined in (2-24), (2-25) and (2-26), respectively. A nominal set of the gains Kj, K j and 

Kjxi are Ki - 0.46, K j = -0.05 and Km = -0.05. 

Spoiler Model Two: 

The drag and moment models are the same as (2-32) and (2-33) yet the lift model 

becomes: 

Lift: CLSP = Ki?iL(a)5SP (2-34) 

where Ki = 0.35. 

Spoiler Model Three: (linear model) 

Lift: CLSP = C;g 8sp (2-35) 

Drag: CDSP= Q g Sgp (2-36) 

Moment: CMS? = 5SP (2-37) 

where a set of the derivatives are given as Cjg^ = 0.35, Cjg^ = -0.05 and C^g^ = -0.05 

Explanatory Remarks: 

L The hinge line of the spoiler is subject to its chord length and the actual hinge 

lines of the ailerons and flaps of the Hawk. Also, at the nominated hinge line of 65%WC, 

it is considered reasonable to employ a smaller gain/derivative for the moment models. 

2. The spoiler coefficient data CLSP, CDSP and CMSP are defined such that they 

correspond with the data of a half semi-span design of the two-dimensional generic 

spoiler (CNLSP, CNDSP» CNMSP) I" 2.4. For the Hawk wing with its relatively low swept 

angle, this mainly relies on WENTZ's experimental result that the control effectiveness is 

directly proportional to spoiler span and three-dimensional effects are negligible for 

unswept wings, even for spoilers of relatively low-aspect ratio. However, due to the more 

complex nature of 3-dimensional flow and its considerable effects on the boundary 
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layers, the view point on which the design is based should still be subject to the validation 

of further studies of spoilers on swept wings. 

2.6 Concluding Remarks 

Appearing as the first attempt at research in this area, the work described above 

has produced a generic mathematical model for a range of conventional spoilers with 

some common features. Its importance lies in the facts that by using the model, further 

analysis and evaluation of spoiler effectiveness in control are made possible, and some 

artificial spoilers for a specified aircraft (e.g. the HAWK) could be designed, for 

advanced studies of flight control utilising spoilers and for reference for a practical 

spoiler design. 

The modelling was based on processing the spoiler coefficient data which is 

available. A key step involved in gaining the collapsed data distributions for the generic 

model was the assumption that the spoiler effectiveness is proportional to its projected 

height, which not only led to formula (2-2), which revealed the effect of spoiler chord 

length, but also gave an improved lift coefficient expression using the sine function. With 

respect to the influence of wing incidence angle, a formula incorporating the influence 

function A,(a) (2-21) was proposed, by which the most important features of spoilers are 

presented in a simple and flexible way. 

The different forms of the spoiler models for the HAWK will be applied to the 

different stages of the control studies relating spoilers. Special attention should be given 

to the moment coefficient since, presumably due to the limited data and considerable 

location effect, the gain (derivative) seems somewhat beyond expectation. A special 

simulation analysis has therefore been devoted to its effect on the flight control 

effectiveness (Chapter 4), suggesting that use of a smaller gain Km (C^^g ,̂ e.g., =0.01) 

for the most applications. 
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Table 2-1 Spoiler lift coefficient function modelling 

CNLSP fa) CNLSP fb) CNLSP fc) 

Wentz 

(73%WC) 

Ki=-0.34, K2=1.27 

(EN=0.028) 

Ki=0.76 

fEN=0.097) 

Ks=0.87 

(EN=0.040) 

McLachlan 

(73%WC) 
Ki=-0.17, K2=1.06 

(EN=0.002) 

Ki=0.75 

(EN=0.074) 

Ks=0.87 

fEN=0.014) 

Costes 

(67%WC) 
Ki=0.67, K2=0.14 

(EN=0.026) 

Ki=0.81 

fEN=0.026) 

Ks=0.87 

fEN=0.026) 

Myers 

(70%WC) 
Ki=-2.21, K2=3.05 

(EN=0.072) 

Ki=0.67 

(EN=0.112) 

Ks=0.71 

fEN=0.098) 

Tou 

(70%WC) 

Ki=0.19, K2=0.69 

(EN=0.042) 

Ki=0.71 

fEN=0.212) 

Ks=0.94 

(EN=0.085) 

Lee 

(73%WC) 

Ki=0.67, K2=0.06 

(EN=0.034) 

Ki=0.72 

fEN=0.034) 

Ks=0.83 

fEN=0.067) 

Overall Data 

(70%WC) 
Ki=0-32, K2=0.51 

(EN=0.309) 

Ki=0.7 

(EN=0.45) 

Ks=0.92 

(EN=0.41) 

Table 2-2 Spoiler moment coefficient function modelling 

CNMSP fa) CNMSP fb") CNMSP fc) 

Consigny 

(52%WC) 
Ki=-2.02, K2=2.01 

fEN=0.007) 

Ki=-0.04 

fEN=0.009) 

Ks=-0.04 

(EN=0.009) 

McLachlan 

(73%WC) 
KI=0.05, K2=-0.17 

fEN=0.002) 

Kp-0.10 

fEN=0.012) 

Ks=-0.11 

fEN=0.005) 

Costes 

(67%WC) 
Ki=0.20, K2=-0.30 

fEN=0.004) 

Ki=-0.09 

fEN=0.005) 

Ks=-0.09 

fEN=0.005) 

Myers 

(70%WC) 
Ki=1.06, K2=-1.29 

fEN=0.0) 

Ki=-0.13 

fEN=0.024) 

Ks=-0.14 

(EN=0.021) 

Mabey 

(65%WC) 
Ki=-0.50, K2=0.47 

(EN=0.008) 

Ki=-0.04 

fEN=0.012) 

Ks=-0.04 

fEN=0.012) 

Overall Data 

(70%WC) 
Ki=0.00, K2=-0.12 

(EN=0.038) 

Ki=-0.1 

(EN=0.04) 

Ks=-0.1139 

(EN=0.038) 
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Figure 2-1 Summary of spoiler lift coefficient measurements 
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Figure 2-3 Analysis of spoiler deflection angle effect 
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Figure 2-5 CnlSP fitting using the three functions 
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Figure 2-6 Summary of spoiler drag coefficient measurements 
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Figure 2-9 Summary of spoiler moment coefficient measurements 
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Figure 2-11 CNMSP fitting using the three functions 
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Figure 2-12 Incidence influence function of the spoiler lift coefficient 
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Figure 2-13 Incidence influence function of the drag coefficient 
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Chapter Three 

RANGE SPACE THEORY AND ITS APPLICATION TO SPOILER 
CONTROL SYSTEMS 

3.1 General Remarks 

This chapter is concerned with the use of linear range space theory for the analysis 

of spoiler control effectiveness. 

The concept of the range space of a dynamic system is closely connected with the 

reachability and the controllability of the system (BROCKETT, 1970). For a linear time-

varying system, the analysis of its range space involves the definition of its controllability 

grammian, through which the optimal control with 'minimum energy cost' can be found 

which transfers the state between any two specified values. 

Also, through the calculation of the controllability grammian, the comparison of 

the controllability and effectiveness of different control strategies applying to the same 

system can be carried out. In this chapter, a special routine for this is developed and 

programmed in the MATLAB environment, giving the results of the decomposition of a 

difference in minimum control cost index and the most beneficial (MB) control directions 

along which the most efficient control can be expected. 

The theory and the analytical procedure are applied to the analysis of spoiler 

control. A balanced linear perturbation model of an aircraft - a British Aerospace 

HAWK — with the linear spoiler control input, is built up and the evaluation of the 

natural stability and handling quality of the aircraft at various flight states is given. Two 

control strategies, one using and the other not using spoiler control are defined and the 

MB control directions regarding to the most beneficial use of the spoilers are predicted 

using the theory. System responses to controls for those directions are simulated and 

improvements in the aircraft control efficiency (using a relative improvement function) 

are obtained, showing the potential effectiveness of spoilers in improving aircraft control. 

3.2 Review of Linear Range Space Theory 

Consider a general n-dimensional, time-varying linear state equation: 

X = A(t)x + B(t)u(t) (3-1) 
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where x is the nx 1 state vector, u is the mx 1 control vector, and A and B are nxn and 

nxm matrices, respectively, whose entries are continuous functions of t defined over («>, 

oo). 

The analysis of the range space of (3-1) is based on the following theorems: 

Theorem 1 (BROCKETT, 1970): There exists a control u(t) which drives 

the state of the system (3-1) from the value XQ at t-tq to the value xj at t=ti 

if and only if xo-0(to,ti)xi belongs to the range space of the matrix 

w ( t o , t i ) = 0 ( t o , t ) B ( t ) B ' ( t ) 0 ' ( t o , t ) d t ( 3 - 2 ) 

where 0(t , to) is the transition matrix of x = A(t)x, in that x(t)=0(t, to)xo, 

and is nonsingular for all t. 

w(to,ti) is called the Controllability Grammian. In the time-invariant case, it has 

the same range and null space as the nxn matrix: [B, A B , A " " ^ B ] [ B , A B , A " " ^ B ] ' . 

In the case of a linear dynamic system being controllable, i.e. rank[0(to,')B(.)]=n, 

there are generally many different controls u that are able to transfer the state of the 

system from XQ to xi during [to, ti]. Among all these controls, there is an optimal control 

which is closely connected with the controllability grammian and the minimum energy 

consumed. 

Theorem 2 (CHEN, 1970): If the state equation (3-1) is controllable at time 

to, then given any initial state XQ at time to and any desired final state xi, 

there exists a finite ti(>to) and a control input u*(t) defined as: 

u*(t) = (0(to,t)B(t))'W~^(to,ti)[<D(to,ti)xi -XQ] (3-3) 

which is the unique optimal control minimizing the energy cost function: 

J=Jj^||u(t)fdt,i.e. 

jjJ u \ t ) dt>JjJ u*(t) dt (3-4) 

where uKO is any control performing the transformation from (xo, to) to (xi, 

ti). 
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Moreover, the optimal control for minimizing the general energy cost function 

J = ' u' Rudt (3-5) 

with R a mxm positive definite matrix, can be found by the replacement of u=R-l/^v in 

(3-1), yielding: 

X = A(t)x + B(t)v(t) (3-6) 

where B=(BR-^/^). Applying Theorem 2 to (3-6) gives the optimal control of (3-1) for 

cost function (3-5): 

u*(t) = R-^/2(0(to, t )B(t)) 'w-nto, t i ) [0( to, t i )xi-xo] 

(&7) 

where w~^(to,ti) = j'^^0(to,t)B(t)B'(t)(I)'(to,t)dt. 

3.3 Control System Analysis Using the Range Space Theory 

As an important application, the range space theory can be used for the evaluation 

and comparison of different control strategies. Typically for a linear dynamic system with 

two possible control structures, namely control structure one: 

x=A(t)x+Bi(t)ui(t), (3-8) 

and control structure two: 

x=A(t)x+B2(t)u2(t), (3-9) 

the difference between the two control structures regarding the controllability and system 

performance can be analysed in the ways explained next. 

3.3.1 Comparison of system controllability 

This refers to the comparison between the range spaces wi(to, ti) and W2(to, ti), 

relating to structure one (3-8) and structure two (3-9), respectively. By calculating and 

comparing the dimensions of Rank[0(to,-)Bi(0] and Rank[<I)(to,*)B2(')], or Rank[Bi, 

ABi,. . . , A"'^Bi] and Rank[B2, AB2,..., A"'^B2] for time-invariant cases, the 'structural' 

difference in controllability can be revealed. 
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3.3.2 Comparison of control efficiency 

Further analysis and evaluation of the different control structures, when they 

result in the same range space measurement, i.e. when rank[wi(to, tj)] = rank[w2(to, ti)], 

can be made through the comparison between the minimum control costs needed for a 

certain transformation of the system state variables. The procedure is as follows; 

1) Consider the control cost function J=j^' u' Rudt. 

2) Suppose systems (3-8) and (3-9) are controllable from [XQ, to] to [XI, ti], 

then the optimal controls of the systems can be found as: 

u\( t ) = - XQ) (3-10) 

and 

u*2(t) = R~^^^(3>(to,t)B2(t))'w2~\to,ti)(<l>(to,ti)xi-xo) (3-11) 

where B; = and w^ = /^^JO(to,t)BiB-'(D'(to,t)dt (i=l,2). 

The values of the minimum cost functions are; 

= (0(to,t i)xi-xo) 'wf^(to,t i)(<l)(to,t i)xi-xo) (i=l,2) (3-12) 

3) The difference between the two cost functions can be evaluated as; 

= (<D(to,ti)xi-xo)'(w2~Hto,ti)-wrHto,ti))(<I)(to,ti)xi-XQ) 

(3-13) 

For the time-invariant case: 

u\(t ) = - xg) 

(i=l,2) (3-14) 

where Wj=jj^e "̂̂ B^B, e and 

AJ21 = -Xo)'(w2-l - wi-^)(e-^(' '- '«)xi - x o ) 

(3-15) 
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Without loss of generality, let to=0, ti=T and xo=0. Then from (3-15), 

AJ21 = X1M21X1 (3-16) 

where: M21 = e~^'^(w2"^ - w f ^)e~^'^, 1=1,2. 

So, through the calculation and analysis of the control cost difference AJ21, the 

advantage of using the second control structure over the first, or vice versa, with regard to 

the minimal control energy needed to reach xi from the origin, can be evaluated. 

3.3.3 On the most beneficial (MB) control directions 

In the case that the use of the second control structure is more effective in 

minimizing the control energy than the first one, i.e. in that AJ21 < 0, we can define the 

most beneficial control directions through the spectral form of the matrix M21. In spectral 

form, M 2 I = P Q P ' , where Q is diagonal matrix with the eigenvalues of M21 along its 

diagonal, and where P is a matrix which columns are the associated normalized 

eigenvectors of M21. Then the direction in which control structure 2 has the most 

advantage over control structure 1 is given by the nominal vector x^ which minimize 
/ 

i.e. by the eigenvector of M21 associated with the minimal most negative 
FI112 

eigenvalue of M21. 

3.3.4 Programming using MATLAB 

The above analysis procedure was programmed in the MATLAB environment. 

The key step involved is the calculation and decomposition of M21, which can be 

deduced as; 

M21 = e~^^(w2-l - wi-l)e"^'^ 

= (jJe^®B2B2'e^'®d0)~^ -(jJe'^^BiB/e^'^de)"^ 

=W2-l(T)-Wrl(T) (3-17) 

For stable system dynamics, Wi(T) and W2(T) can be found by firstly solving the 

Lyaponuv equations: 

AWj (00) + Wj (oo)A' = - B j % (i=l,2) (3-18) 

and then: 

Wi(T) = i Je^^ iB/e^ '^dG 
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= Wi(oo)-e^^Wi(oo)e^'T (i=l,2) (3-19) 

In MATLAB, the above calculation can be simply carried out by: 

W1 = Lyap(A, B1 * BL') - expm(A * T) * Lyap(A, B1 * BL') * expm(A' * T) 

W2 = Lyap(A. B2 * BT) - expm(A * T) * Lyap(A, B2 * B20 * expm(A' * T) 

TP. 01 = eig('invfW2)-inv(Wl)) 

3.4 Linear Modelling of Aircraft with Spoiler Control 

3.4.1 Small-perturbation modelling of aircraft 

An aircraft model generally takes the nonlinear time-invariant form: 

x=f(x,u). (3-20) 

Choosing an operating point (XQ, UQ), which represents balanced flight at a given height 

and velocity, we can locally (in the neighbourhood of XQ, UQ), define a linear perturbation 

state equation: 

5x = A P5X 4-B q5U (3-21) 

where matrices AQ and BQ are constant and defined by An = and 
9x 

_ af(xo,uo) 

a T - . 

So, the analysis of the controllability of an aircraft system in the form of (3-20) 

can be locally performed by applying the range space theory to the linear and time-

invariant model (3-21). 

Here, owing to our interest in the use of spoilers for the longitudinal control of 

aircraft, the matrices AQ and BQ are only modelled for the longitudinal body axes. The 

state vector is x=[U, y, 9, q] and the control vector u=[ue, Ut, Usp]. 
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The evaluation of spoiler control efficiency was conducted on a linear small 

perturbation model of the British HAWK aircraft. A linear form of the spoiler model 

described in Chapter 2, Spoiler Model Three, was combined with the linear aircraft 

model. 

3.4.2 A new form of linear model for aircraft longitudinal dynamics 

The standard equation of the small-perturbation longitudinal model by NELSON 

(1989, pl26) can be rewritten in terms of the path angle by a coordinate transformation 

using the relationship; Ay = A8 - Aa = AG - AW / UQ , giving a new form of the model in 

(3-21) as: 

"AU" XU -XWUQ XW-UQ - g 0 "AU 

Ay - Z Y / U o Z ^ "Zw 0 Ay 

A8 0 0 0 1.0 AG 

Aq. MY + M^ZY - ( M ^ + M^ZW )Uo (MYY + M ^ Z W ) U o MQ + M^UQ Aq 

+ 

Xe 

- Z e / U o 

0 

Mg + 

Xt 

- Z t / U o 

0 

M[ + Mc 

Xsp 
% 

- Z g p / U o 

0 

% 
- Z g p / U o 

0 (3-22) 

sp ^wZgp 
."sp. 

where Ue= A 6e,ui= A6t,usp= •̂ SspJ U and W are the body-axis velocities; Xu, Xw, Xg, Xt, 

Xsp, Zu, Zw, Zg, Zt, Zsp, Mu, Mw, Mq, M^, Me, Mt and Msp are the longitudinal stability 

derivatives. 

3.4.3 Analysis of the stability and handling quality of the HAWK 

The longitudinal stability and handling quality of HAWK aircraft were analysed 

upon the setting-up of its small perturbation equations at several chosen operating points 

ranging from low-altitude to high-altitude (500m~ 10000m) and from the low Mach 

number to the high Mach number (0.6-1.1). 

Table 3-1 summarizes the analysis of the natural modes (the short period mode 

and the long period mode) of HAWK longitudinal dynamics at 6 chosen operating points. 

Here the setting time of the short period was estimated using the formula ts=3.5/̂ spCOnsp 

for the 5% convergency margin, and the half-decay time of the long period mode was 

calculated by ti/2 = 0.693/lril. 
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Table 3-1 Analysis of HAWK longitudinal natural modes 

Flight States Short-

period 

Long-

period 

Flight States 

Csp ®nsp (p ®np tl/2(s) 

No.l (h=500m, M=0.57) (183 2.78 1.52 0.13 0.063 84.46 

No.2 (h=1000m, M=0.59) 0.81 2.75 1.57 0.13 0.062 86.31 

No.3 (h=3000m, M=0.67) 0.75 2.69 1.74 0.16 0.058 73.82 

No.4 (h=5000m, M=0.76) 0.68 2.61 1.98 0.14 0.054 88.74 

No.5 (h=8000m, M=0.94) (156 2.50 2.50 undamped stable mode 

No.6 (h=10000m, M=1.09) 0.56 2.56 2.46 0.72 0.041 23.62 

Comments: The evaluation of the natural modes of HAWK longitudinal dynamics shows 

a desirable natural stability of the aircraft throughout a wide flight envelope. This is 

illustrated by a distinguished separation of the two natural modes and by the first level 

(level-1, the best) of flight stability when the damping ratios (the Phugoid mode 

(^p>0.04) and the Short mode (0.5<^sp<1.3)) are concerned, (referring to MIL-F-

8785c(ASG), MOORHOUSE, 1982) 

The analysis of the longitudinal handling quality of HAWK was made through the 

evaluation of the CAP (control anticipation parameter) specification: CAP=(o^nsp/nza, 

which relates initial pitch acceleration to state normal load factor. Table 3-2 is the 

summary of the analysis and the judgement of the handling quality levels at the selected 

operating points based on the specification of MIL-F-8785c(ASG). 

Tab e 3-2 CAP ana ysis of HAWK 

Right States Hza W n̂sp CAP Quality Level 

(for the phase A flight) 

No.l 20.43 7.71 0.377 level-1 

No.2 20.06 7.58 0.378 level-1 

No.3 19.87 7.23 0.364 level-1 

No.4 17.52 &80 (1388 level-1 

No.5 12.39 6.27 0.506 level-1 

No.6 2345 (x55 0.274 level-1-2 

Comments : The evaluation shows that the natural handling quality of HAWK 

(concerning the aircraft control without any control augmentation) is desirable in most of 
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its flight envelope, especially at low/medium altitude, and for the control missions 

including rapid manoeuvring and precise tracking (defined as the phase A flight). 

3.5 Evaluation of Spoiler Control Using the Range Space Theory 

3.5.1 Definition of the two control structures 

To apply the previously designed analytical procedure to spoiler control, the two 

control structures for being evaluated are defined as: 

control structure 1 — conventional control using the elevator and thrust: 

Bi = 

Xe 

-Ze /Uo 

0 

Xt 

- Z T / U O 

0 

Mg + M^Zg M[ + 

; uj =[Ue u j ' (3-23) 

control structure 2 — structure 1 plus the spoiler control; 

Bo = 

X s p 

B i 
"Zsp / UQ 

0 

^sp ^w^sp 

; U2 = [ui Usp]' (3-24) 

A linear spoiler model in the form of Csp=C5s6sp was used. By referring to (2-35) 

~ (2-37), the derivatives Cgs for the lift, drag and moment coefficients were chosen as 

CI5S=0.35, CD8S=-0 0 5 and Cm5s=-0.01, so the entries regarding the spoiler control in (3-

22) are given as 

XSP="C(J5SQS/M, ZSP=-CI5SQS/M, MSP=CM5SQSC/IYY (3-25) 

3.5.2 General conclusions 

According to the definition and notation of 3.3, there are some general 

conclusions relevant to spoiler control. 

1. Controllability: The range space for the first control scheme is a subset of that 

for the second control (B2=[Bi, bsp]). Therefore rank[A AB2 A^B2 .... A""1B2] > rank[A 
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ABi A^Bi .... A"-^Bi]. This is also applicable for to B1&B2 of (3-10), (3-11), where 

R2= 
•RI 0 

0 

2. Control Efficiency: For T > 0 and [A, Bj] being controllable, we have M21 

=M2i^0, so 

AJ21 = X 'M2IX < 0, Vx. (3-26) 

Proof: From (3-17) and using the fact for a matrix A that (A')-^=(A-1)', it is easy to verify 

that; 

M21' = [(Jje^® B2B2'e^'®de)T^ - [(jJe^®BiBi'e^'®de)T^ 

= M21 

Let: Wj = /Je^®BiBi'e^'®de Wg = f J e ' ^ ^ B z e ' ^ ' ^ d e 

where B2 = [Bi,bsp]. Then: 

W2 =jJe'^®B2B2V®de 

= + J ^ e ' ^ \ p b s p > ' ® d 9 

= W1+AW2 

where AW2 = |Je^®bspbsp'e^'®de. 

Clearly, AW2 = AW2 > 0. Since [A, Bj] is controllable, we have Wi'=Wi > 0. 

Thus from W2=Wi-i-AW2, it follows that W2-W2 > 0. 

So (3-17) can be written as: 

M2i=(WI+AW2)'^ - Wi'^ 

The Matrix Inversion Lemma (GOLUB & VANLOAN, 1989, p51) gives: 

(A+UV')-1=A-^ - A-lU(I+V'A-lU)-^V'A-l 
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Since AW2 = AW2 > 0, we can factorize AW2 as UU' for some matrix U. 

Therefore; 

W2-l=(Wi+UU')-l 

= w r i - w r i u ( i + u ' w i - i u ) - i u ' w r i 

so 

M2i=W2-l-Wi-l = -Wi-lU(I+U'Wi-lU)-lU'Wrl. 

Since (I+U'Wi'lU) > 0, we have (I+U'WrlU)-l > 0. Therefore, since M'NM> 0, 

i fN>0 : 

M21 ^ 0. (End of Proof) 

In view of (3-26), the manoeuvre involving moving to xi at ti from the origin (i.e. 

xo=0) at time 0 will exploit spoiler most control efficiency when xi is an eigenvector of 

M21 corresponding to the minimal eigenvalue of M21. Here 'most control efficiency' 

refers to the minimal control energy consumption. 

3.5.3 Controllability evaluation 

Using MATLAB, the controllability grammians of the selected flight states were 

verified, showing that for all the evaluated operating points: 

Rank[Bi ABi A^Bj A ^ J = Rank[B2 ABg A^B2 A%2] = 4 (3-27) 

i.e. there is no change in the longitudinal controllability from the structural difference due 

to the use of spoilers. This is also a general conclusion for an aircraft dynamics modelled 

as (3-22) and applicable for the whole flight envelope, while without imposing control 

constraints on the conventional controls — elevator and thrust. 

3.5.4 Control efficiency improvement using spoilers 

This is concerned with the evaluation of spoiler control in the improvement of 

control efficiency of the HAWK aircraft, i.e. in the reduction of the control costs for the 

two-point manoeuvring of the aircraft. The evaluation employed the analytic procedure 

described in 3.3 and centred on the issues of the analysis of the most beneficial control 

directions of the spoilers and the analysis and comparison of the controls and motions of 

the aircraft along the MB directions. 
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Here is an example based on the analysis for the flight about the operating point 

of Ho=5000m, Mach=0.76 and with the following model matrices: 

-0.016 -6.6533 -3.1537 0.0 " • 0.0 2.8 3.772" 

0.0003 -0.0722 0.0722 0.0 0.0 0.0 0.111 
AQ = 

0.0 0.0 0.0 1.0 
Bq = 

0.0 0.0 0.0 

0.005 4.77 -4.77 -Z81 -14.639 0.0 -0.162 

The most beneficial control directions: Table 3-3 summarizes the most negative 

eigenvalues ^min(Q) and the corresponding eigenvectors Pmin(Ji) from the decomposition 

of the M21 in (3-17), for different time duration T, where for small perturbations, there is 

AV~u and Py, Py, Pe and Pq represent the respective components of the unit vector 

Pmin(X) in the V, y, 6 and q directions, respectively. 

The weighting matrix R is defined by referring to the constraints on the deflection 

angles and rates of the elevator and spoilers (see Appendix One for the data): 

R = 

100.0 

1.0 
1.0 

(3-28) 

fable 3-3 Anal ysis of the most beneficial control directions 

T ^min(Q) PMINFX^ T ^min(Q) 

PY PY Pe Pa 

0.1 -6.91x107 0.0000 0.9994 -0.0353 0.0006 

0.5 -2.94x104 0.0000 0.9870 -0.1600 0.0128 

1.0 -1.16x103 0.0042 0.9619 -0.2703 0.0400 

2.0 -84.48 0.0185 0.9403 -0.3340 0.0633 

5.0 -46.36 0.0152 0.9304 -0.3604 0.0682 

10.0 -33.58 0.0077 0.9109 -0.4054 0.0765 

50.0 -9.57 0.0002 0.7762 -0.6233 0.0953 

100. -&49 0.0002 0.7539 -0.6500 0.0966 

Since AJ2] = (Px)'Q(Px), it follows that Xmin(Q) represents the maximum control 

cost reduction allowed by using spoilers when xi has unit norm, i.e. ^min(Q)= 

Min.(AJ2i||iX|tkl)- By Table 3-3, this value is strongly dependent of the time duration T 

and decays sharply as T increases, indicating the time-dependant feature of the spoiler use 
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for the control cost saving and suggesting that, as might have been expected, the use of 

spoilers is most beneficial for the rapid manoeuvres. This point can be further verified 

through the evaluation of the relative improvement function which is defined as: 

^^min J 

X • 
^min 

x=Pmin ~ D' ,,, - I D (3-29) 1 Pmin^l ^min 

i.e. the ration of the maximum cost saving using the spoiler vs the cost would-be when 

using the conventional controls, along the most beneficial unit vector Pmin • The curve (a) 

in Fig. 3-1 is vs T for the nominal spoiler model which clearly shows a nearly 

50% loss in the efficiency at T=2.5s compared with that at T=0.1s. 

Table 3-3 also lists the corresponding MB directions while Fig. 3-2 shows the 

variation of the MB directional vector with T in the major component y-Q plane. It can be 

seen that as the state variables are equally weighted and the focus is on the short period 

time-domain, i.e. T<ts, the vector is dominated by the component of the vector in 

the y direction, showing that the improvement using spoilers would be greatest for 

changing the flight path angle. Considering that the change of the path angle is closely 

connected with the height change of an aircraft (H = Vsin y), it is concluded that spoilers 

as modelled as (3-26) can be profitable and efficient for the longitudinal trajectory control 

of the aircraft. Also from the data, as T increases, the MB direction tends towards the 6 

direction, showing the beneficial use of the spoilers for attitude control when T is long. 

A brief study on the effects of the spoiler coefficient modelling was conducted: 

following the above conclusion and considering that the vertical trajectory change of a 

balanced flight would be always associated with the lift change, it is easy to understand 

that the lift coefficient CLSP plays a key role in the MB control usage. This can be 

verified by looking at the curve (b) in Fig. 3-1 where the relative efficiency regarding the 

use of a higher lift coefficient gain, C |gs=0.7, which was same as that of the whole-span 

spoiler model (2-28), is presented, showing a significant increase in the control 

efficiency. While the influence of the spoiler drag coefficient in the MB control can be 

seen by comparing the curve (c) in Fig. 3-1 with Cd5s=0 (no spoiler drag effect) with the 

curve (a) from the nominal data, showing an increase in the control efficiency due to the 

drag effect. It is interesting to notice that the increase is mainly from T > ts, i.e. after the 

short period of the aircraft, showing that while beyond the short period, the control 

efficiency is increasingly (with a period) associated with the thrust control saving and. 
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therefore, the spoiler drag coefficient could be helpful in the increase of the control 

efficiency through reducing the thrust control cost. 

The variation of the spoiler control efficiency with the flight conditions was 

investigated through the evaluation of AIRn ĵnCT) for different operating points. Fig. 3-3 

shows the comparison of the three typical curves (a), (b) and (c) for medium, high and 

low altitudes, respectively. It is notable that the spoiler has a higher control efficiency 

while acting at high altitude than at low and medium ones. Fig. 3-4 shows the y-G 

variation pattern of the MB vector for the high altitude (h=10000m), comparing it with 

Fig. 3-2 (h=5000m), it shows that the MB direction seems to be increasingly dominated 

by Y component as the height increases. These suggest that the use of spoilers for the 

trajectory control of HAWK at higher altitude could be more effective than at 

low/medium altitudes. 

3.6 Simulations of Flight Control along MB Directions 

The controls along the MB direction are given by (3-14), as follows: 

Control construct one: 

ui=Bi eA(-Owi-^eA(-T)Pmin (3-30) 

Control construct two: 

U2=B2 eA(-0w2-^eA(-T)Pmm (3-31) 

where: wi=e"'^'^Wie"AT (i=l,2) 

The system (3-22) responses to the control (3-30) and (3-31), respectively, were 

simulated using MATLAB and utilised the following discrete equation: 

Xk+i=Fxk+Guk (3-32) 

where F and G were the system matrices derived from the discrete of the extended matrix 

Ah: 

x = AhX (3-33) 
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where x=[x,u]', 
A B 

0 0 

Simulation was made upon the selected operating point of ho=5000(m). Fig. 3-5 

and Fig. 3-6 compare the control Ugand utfrom the two control structures, respectively, 

in driving the system from the original point to the final state x f = P i n i n = [ 0 . 0 0 1 5 , 0 . 0 9 3 0 4 , 

- 0 . 0 3 6 0 4 , 0 . 0 6 8 2 ] ' during T=5 (s). As shown in the figures, with the aid of the spoiler 

control in the y-dominated MB direction, demands for the conventional controls are 

substantially reduced (60% reduction in the peak-peak value of Ug and 90% reduction in 

U t ) . 

Fig. 3-7, Fig. 3-8 and Fig. 3-9 give the time-history sketches of the state variables 

y, 0 and A V, respectively. Comparison between those with and without spoiler control in 

these variable transformations reveals an important aspect of spoiler control in the MB 

direction: the improvement in the flight stability. This is clearly shown in the figures with 

the advantage of the spoiler aided control in suppressing dynamic overshot (50% 

overshot reduction in y, 30% in G and 50% in AV) and smoothing the process of the 

dynamic responses. 

3.7 Concluding Remarks 

Following the previous chapter on the modelling of a generic spoiler, this Chapter 

concentrated on the analysis of spoiler control effectiveness using linear techniques based 

on range space theory, to give some primary and qualitative judgements and guide-lines 

concerning the use of spoilers. 

An analytical procedure for the analysis and comparison of different control 

structures applied to same plant was developed. It was realized through an appropriate 

algorithm written in the MATLAB environment and was applied to spoiler control. It 

enabled the evaluation of the use of spoiler control for the enhancement of aircraft control 

efficiency concerning control cost minimization. This application has shown the success 

of the method in the primary analysis of control structures and suggested its further and 

wide use in many similar cases concerning the comparison and choice of different control 

strategies for cost minimization. 

The evaluation of spoiler control was done with a linear model of the HAWK. It 

has revealed that the most beneficial control directions would be mostly dominated by the 

y-component, i.e. by the trajectory angle of the aircraft, and that use of the spoilers in the 
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most beneficial directions for two-point manoeuvres should be within a short time 

duration, e.g. T<ts, for most efficient control. These conclusions are closely in accord 

with the intuitive expectation that what spoilers are good at is the providing of rapid force 

variation. 

Details on the evaluation of the natural stability and handling quality of the 

HAWK were given, and showed a desirable aircraft behaviour in most of the flight 

envelope. Even so, significant improvement in flight dynamic responses was achieved 

while spoiler control and the conventional controls were jointly applied in the most 

beneficial control directions. This indicated that the use of spoilers could be not only 

efficient in energy saving, but also effective in the control augmentation. 

Of course, application of the range space theory to the spoilers is based on the 

linear perturbation model of the aircraft, which is valid only near the linearization point 

and under the assumption of no constraint on the use of the control resources. This limits 

the application of the theory for the further analysis of spoiler control, for which 

nonlinear theory and techniques are really required. 
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Figure 3-1A JRmin vs T (state no. 4) 

T(s) 

(a): Nominal data 
(b); Ckfs=0.7 
(c);Cdds=0.0 

Figure 3-2 MB direction vs T (h=1000m) 
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Figure 3-3 Comparison of AjRmin(T) at different states 
(%) 
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(a): Flight state no.4 (h=5000m) 
(b): Flight state no.6 (h=10000m) 
(c): Flight state no.2 (h=1000m) 
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Figure 3-4 MB direction vs T (h=10000m) 
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Figure 3-5 Comparison of optimal lie in MB direction 
(deg.) 
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Figure 3-7 Comparison of path angle trackings 
(deg.) in M B direction 
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Figure 3-8 Comparison of pitch angle responses 
(deg.) in MB direction 
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Figure 3-9 Comparison of path velocity changes 
(m/s) in MB direction 
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Chapter Four 

SIMULATOR AND OPTIMAL CONTROL OF NONLINEAR 
AIRCRAFT USING SPOILERS 

4.1 General Remarks 

The theme of this chapter is the simulation and optimal control of nonlinear 

aircraft utilising spoilers. In contrast, yet also in conjunction, with the last chapter's 

discussions of the analysis of the linear aircraft and spoiler systems, work here is centred 

on the analysis and open-loop control of nonlinear aircraft and spoiler systems. These 

enable the evaluation and the further understandings of spoiler control and its role in the 

enhancement of aircraft manoeuvres. 

A six-degrees of freedom flight simulator is the basis for the simulation study of 

aircraft nonlinear flight. In this chapter, a specified aircraft simulator (computation-based) 

for British Aerospace HAWK is described. The simulator is based on the previous works 

of HERD (1985) and PESMAJOGLOU (1989) in this area and has included many useful 

functions from this study for more sophisticated flight simulations and for the use of 

spoiler control. 

For optimal control studies, the first-order gradient algorithms utilising Armijo 

iteration procedure for the solution of two-point boundary-value problems were studied. A 

program package based on the method was developed and applied to the design of open-

loop control of the aircraft manoeuvring between two fixed points. Combining the study 

with the spoiler control, the effectiveness of spoilers for the enhancement of aircraft 

manoeuvres was further evaluated and demonstrated in a series of simulations concerning 

descent flight control. 

4.2 The HAWK Aircraft 

The British Aerospace HAWK was originally designed to an RAF requirement for 

a two-seat all-through jet trainer. Its first flight was in 1974 and the first type MK.l 

entered service in 1976. Since then, various versions of the HAWK have been designed 

and put into service, signifying it as one of the most successful aircraft developed in 

Britain. Its latest single-seat variant, the Hawk 200 (see Fig. 4-1(a) for the main features) 

in the late 1980s promises, with the adoption of state-of-the art avionics, to extend the role 

of the transonic fighter into the next century. 
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The HAWK parameters and aerodynamic coefficients used in this study referred to 

the data of the Hawk 60 trainer, provided by HERD in his project report. A three-

dimensional diagram of the aircraft is shown in Fig. 4-l(b). 

4.3 Development of Digital Flight Simulator 

A digital simulator program written in standard FORTRAN was developed for the 

6-degree flight simulation of the aircraft. The inputs to the system range from a given 

aircraft database, disturbances, programmed controls to pilot commands, and the outputs 

may be any system variables of interest. The basic configuration of the simulator was 

designed by HERD and later expanded by PESMAJOGLOU. Contributions from this 

study to this simulator have included: 

1. Modification of the simulation configuration and the data input/output. 

2. Introduction of multi-modes control simulation. 

3. Introduction of spoiler control function (for linear & nonlinear spoiler 

models) 

4. Simulation of aircraft 'pre-stall' and 'stall' flight. 

5. Simulation of fly-in-atmospheric disturbance — turbulence/gust and wind 

shear. 

Fig. 4-2 is the major block diagram of the simulator. There are three major parts: 

1. Flight Simulation Commands: control and simulation mode setting. 

2. Flight Control: control modelling and the generation of airframe force and 

moment. 

3. Aircraft Motion Equations: calculation of aircraft motion variables and 

system auxiliaiy variables (e.g. the direction cosines and Euler angles) 

Fig. 4-3 shows the decentralized diagram of the flight control block. 

Fig. 4-4 is the flow chart of the simulation package 'HAWKSIMl', which was 

constructed by connecting the database for the HAWK with the simulator. The major steps 

involved in the simulation procedure are: the initiation and trimming of the system, the 

definition of simulation modes and control inputs, the computation of system auxiliary 

variables, the computation of aircraft forces and moments, and the computation of rotation 

and translation motions. Fig. 4-5 Shows the flow chart of the core subroutine 'SOLVEQ' 

for the solution of aircraft equations, it consists of consequent calls to other subroutines 
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for the calculation of aircraft equations and the update of system variables. The 

communication, i.e. the exchange of input and output variables and parameters, between 

different subroutines is by two large-scale COMMON blocks. The aircraft data is stored in 

nine data files. 

For all the simulation cases, the aircraft is originally trimmed to follow a level, 

steady flight path, with all control surfaces at neutral positions. The trim-flight is provided 

by the balance settings of the throttle and the zero-a lift of the wing. 

The simulator programs were written in standard FORTRAN 77 on the main frame 

(CDC-CY960/VE960) of Imperial College Computer Centre and later fitted into Sun work 

stations and Silicon Graphics work stations. The choice of simulation language was 

dictated by the possible ultimate use of parallel FORTRAN on a transputer system, (the 

Meiko Computing Surface) 

4.4 Aircraft Handling Simulation — without Spoilers 

The simulator described above was firstly tested for various kinds of flight and 

control cases, based on the HAWK aircraft database, for establishing the validity of the 

digital representation of the system. Then, it was used for spoiler control studies. 

The separation of the aircraft motions into the longitudinal and lateral groups in the 

simulator assumes that there are no coupling effects between the longitudinal and lateral 

modes. In the simulations of the longitudinal control, where spoilers are expected to be 

very useful, the control inputs are the elevator(5e), thrust(5t) and spoilers(5sp), and the 

system state variables of interest include flight height(H), flight path velocity(V), flight 

path angle(Y), aircraft pitch angle(9), incidence angle(a) and the normal acceleration Anz-

4.4.1 Simulation one — small stick input 

The characteristics of the short period motion of the aircraft were investigated by 

studying the short-time response of the aircraft to small control inputs. Fig. 4-7 presents 

an example of the aircraft response to a -1.0 degree (upwards) of elevator control in 5 

seconds, initiating from balanced flight at Ho=5000(m) and Vo=237(m/s). Evaluation of 

the time histories of the variables a and q bring the estimated setting time tg of about 

2.0(s) and a desirable damping ratio (see a , ^=0.7). This is in consistent with the previous 

analytic results in Chapter 3 based on small-perturbation principles. Also, in Fig. 4-7, a 

consequence change in the angular variables, from q to 6 (moment), then to a and y 

(force), can be clearly observed. 
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4.4.2 Simulation two — manoeuvring 

The nonlinearity of an aircraft exists in the dynamic equations and is closely 

connected with flight condition. This can be shown through the following simulation of a 

constant-g manoeuvre control. 

The manoeuvre of the HAWK with a large and sustained control was simulated by 

applying a large amount of elevator control (5e=-6.0o) to the aircraft for 40 seconds, 

resulting in an oval shaped flight trace in the H-X plane (see Fig. 4-8(a)). Fig. 4-8(b) 

shows the time history of the path velocity V undergoing a considerable variation (up to 

60% from the balanced value), caused by high-a drag and the variation in the respective 

gravity due to the attitude change (see Fig. 4-8(c), (d) for the variations in 9 and a). These 

demonstrate the typical nonlinearity of an aircraft corresponding to large and sustained 

controls and manoeuvres, where the small-perturbation based linear methods (with V 

assumed constant and the angular variables varying within small regions) would no longer 

be applicable. 

4,5 Aircraft Handling Simulation — with Spoilers 

The aim of spoiler control simulations is to look at the behaviour of the generic 

spoilers, as modelled in Chapter 2 (2-31 ~ 2-37), while combined with the nonlinear 

HAWK model. The objectives include the validation of the most beneficial use of spoiler 

control and the evaluation of its nonlinear effects. 

4.5.1 Sole spoiler control 

Sole spoiler control was studied by applying a pure spoiler control to a balanced 

aircraft and keeping other controls constant. A simulation in this aspect is demonstrated in 

Fig. 4-9 where the spoiler control was a step deflection of -60.0° (upwards) and the 

simulation time was 20 seconds. Both the nonlinear and linear spoiler models, based on 

the Spoiler Model One and Spoiler Model Three from Chapter 2, were applied. 

The trajectories (flight height H vs distance X) of the aircraft gravity centre are in 

Fig. 4-9(a) which shows the typical motion pattern resulting from the sole open-up spoiler 

control to a balanced level-off flight: descent and deceleration. The effects of the linear 

and nonlinear spoiler controls are compared and the nonlinear effects are characterized by 

the sharper sloped descent trajectory, an increase in the final descent height AHf=500(m) 

and a decrease in the final ground distance AX=400(m). 
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Fig. 4-9(b) shows the time histories of the angle variables a , y and 6 from the 

nonlinear spoiler control. Comparing the variation patterns of these variables with that 

previously shown in Fig. 4-7 (a) using the conventional elevator control, it can been seen 

that in the spoiler control, the consequence change in the angular variables becomes: y_^ 

a —>0. This therefore further verifies the conclusion of Chapter 3 that the spoiler, due to 

its direct force, has a direct and effective control on the path angle y, which, in turn, brings 

fast variation in the flight trajectory. 

4.5.2 Effects of spoiler moment coefficient CMSP 

Combined with the spoiler simulation, an investigation was made into the effects 

of spoiler moment coefficient, CMSP> on the spoiler control effectiveness. This was done 

through repeatedly applying a fixed sole spoiler control (8sp=-30°), with the moment 

coefficient adopting a different value each time, to the same balanced flight. 

Fig. 4-10 shows the simulation of the descent controls corresponding to the gain of 

the CMSP, Km, varying from -0.05 to 0.0, with a step of 0.005. According to the analysis 

in Chapter 2 on the effect of spoiler hinge line location, the variations could be seen as 

the results from the parallel shifting of the spoiler hinge line from a rear position on wing 

surface forwards to a point close to the aerodynamic centre where the moment effect 

becomes negligible. 

The simulation reveals that, along with an increase in the spoiler moment 

coefficient CMSP (IKmiT), there is a decrease in the spoiler y control (Fig. 4-10(b)) and 

therefore a decrease in the descent ability (Fig. 4-10(a)), eventually as the coefficient gain 

reaches a certain value (km=-0.045 in the HAWK case), the spoiler may entirely change its 

nature as a 'lift dumper' and becomes a lift-aid device instead. This is mainly owing to the 

fact that as CMSP increases, there is an increase in the positive moment, which in turn 

brings a delayed positive lift that counters, and even eventually exceeds, the negative lift 

from the spoiler lift coefficient CLSP- Clearly, this suggests that for efficient descent 

control of aircraft utilising spoilers, the moment coefficient should be ideally confined, by 

carefully adjusting the spoiler hinge location, to a small value. 

4.5.3 Joint elevator-spoiler control 

Finally, Fig. 4-11 presents a simulation concerning a fast climbing-up and circling 

manoeuvre, under an joint elevator-spoiler control The simulation conditions were same as 

that of 4.4.2 except the input was joined by a -20° spoiler control. The flight trajectories in 

H-X plane, relating to the controls of the sole elevator, the elevator plus the linear spoiler 

and the elevator plus the nonlinear spoiler, respectively, are shown in Fig. 4-ll(a), and the 
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comparisons of the time histories of H and X can be found in Fig. 4 11(b) and Fig. 4-

11(c), respectively. It can be seen from these diagrams that while the whole manoeuvre is 

still dominated by the elevator control, the spoiler control does bring some negative 

effects in the climbing-up manoeuvre phase with the typical 'lag' phenomena in H and X 

which causes the increase of the climbing circle radius (see Fig. 4-ll(c)), and therefore the 

loss of the position superiority. 

The spoiler modelling effects were also shown by the simulation. Fig. 4-ll(d) and 

Fig. 4-ll(e) compare the differences between the values and variations of the coefficients 

CLSP ' and CDSP and CMSP> respectively, associated with the linear and nonlinear 

modelling cases. In particular, the effects of the high incidence angle and its variation, 

resulting from large and violent manoeuvres of an aircraft, on the nonlinear spoiler model 

can be observed (see the considerable variations in the nonlinear coefficients CLSP. CDSP 

and CMSP)- As demonstrated in Fig. 4-ll(a), the effects of the modelling differences on 

aircraft control can be significant. 

4.6 Design of An Open-Loop Optimal Flight Control System 

From previous analyses, it is clear that the most effective use of the spoiler is for 

trajectory control. In view of the control constraint on the spoiler's deflection (the angle 

can not change sign within its effective range) and for the efficient use of spoilers, there is 

the need to look at appropriate applications and to seek an effective nonlinear system 

design for spoiler control. 

Among the features of conventional spoiler control, the use of spoilers for the 

manoeuvre enhancement for an aircraft descending from one level balanced flight to 

another was considered to be a good application. In this section, a Hamiltonian-based 

optimal control was applied to the synthesis of open-loop flight controllers aiming to 

enhance the control of aircraft descent using spoilers. In the aspect of the numerical 

solution to the problem, a modified first-order gradient algorithm was studied and applied. 

4.6.1 Basic theory review of two-point boundary optimal control 

A general two-point boundary optimal control problem can be described as: find 

the optimal control u* for driving a dynamic system 

x = f(x,u,t) (4-1) 

through a trajectory from the given initial state x(to) to the final state x(tf) so as to 

minimise the index function: 
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J = 0[x(tf)] + J^^;L[x(t),u(t),t]dt (4-2) 

Here O is the weighting function for the final states which depends on the final state Xf 

and time tf. L is the weighting function for the states and inputs over [to, ^]. There is a 

fixed terminal time and there are no hard terminal constraints. The approach to the 

problem can be found through the Hamiltonian minimisation principle which is 

summarized here: 

1) Define the Hamiltonian function H as: 

H = L[x(t),u(t),t)] + ?i'(t)f[x(t),u(t),t)] (4-3) 

where X(t) is the co-state vector. 

2) Apply the calculus of variations to (4-2) and (4-3) to yield the joint co-

state equation: 

(4-4) 

dx dx dx 

and the stationary condition for the optimal control u*: 
^ = 0 i.e. ( | ^ ) a + ( ^ ) ' = 0 (4-5) 
du du du 

3) Substitute u* satisfying (4-5) into (4-1) and (4-4) and use the split 

9 0 
boundary condition x(to)=xo and ^(tf)=(—-)' to give the following two-

dx 
point boundary value problem which defines the optimal trajectory x* and 

the optimal control u*. 

A suitable index function (4-2) for trajectoiy tracking control can be 

J = ^ (x(tf) - Xjf )'QF(x(tf ) -Xif ) + ^ Jto ((x(t) - Xjj (t))'Q(x(t) - Xj (t)) + u'(t)Ru(t))dt 

(4-6) 

where R is a mxm positive definite matrix and Q and QF are nxn semi-positive definite 

matrices; xtf are the final target states; Xd(t) are the desirable state trajectories designed 

according to control objectives and constraints. 
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In general, the Jacobians — and — depend on the control u(t) so that (4-5) is an 
dx 9u 

implicit equation for u(t). In the cases when — is independent of u(t), as in some 
du 

simplified aircraft systems, from (4-5) and (4-6) we have: 

u = - R - \ ^ ) ' l (4-7) 
du 

This formula for u can be substituted in state equation (4-1) and in co-state 

equation (4-4), yielding a nonlinear ordinary differential equation in x(t) and ^(t) of order 

2n: 

x = f ( x , - R - ^ ( ^ ) % t ) 
du 

(4-8) 

X = —(—)'^ — Q(x — X(j) 
dx 

with the boundary conditions 

x(to)=xo and A,f = Q F ( x ( t f ) - X f ) (4-9) 

However, for most flight control problems with complicated nonlinearities and 

dynamics, it is impossible to get unified and explicit solutions for the above nonlinear, 

time-variant differential equations. 

4.6.2 Control modelling of the HAWK 

The nonlinear longitudinal model of HAWK can be found in Appendix One with 

the state variables x are: x=[V, y, a, q, 0, H]' and the control variables: u=[5e, 5t, 6sp]'. The 

state equation is time-invariant and takes the following form: 

x = A(x) + B(x)u (4-10) 

where u(t) enters linearly because the second nonlinear form of the generic spoiler model 

(2-32 ~ 2-24) was used. From (4-10) and (A-12): 

3f 9A(x) , 8be(x)s 8b^(x)^ ^bspW 
I T ® ' • ' " 1 7 " 

^ 1 + — ^ 8gp (4-11) 
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and u = -R"^B'(x)X (4-12) 

For the optimal descent control using spoilers, the control objective becomes: find 

the optimal control u* for driving HAWK in (4-10) through a descent manoeuvre from one 

level-off state XQ to another level-off state xf and in the minimisation of (4-6). 

To sum up, to solve the problem involves finding 

1. the 6 state variables x;(t). 

2. the 6 influence functions ^i(t). 

3. the 3 control variables ui(t). 

to satisfy, simultaneously, 

1. the system state differential equations (4-10). 

2. the influence (Euler-Lagrange) differential equations (4-8). 

3. the optimality conditions (4-12). 

4. the initial and final boundary conditions (4-9). 

4.6.3 F i rs t -order gradient a lgor i thm ( A r m i j o method) 

The direct solution of the above complex nonlinear two-point boundary-value 

problem demands the use of numerical methods and a number of numerical methods for 

the solution of such problems were summarized by BRYSON & HO (1975) which 

necessarily involve either flooding or iterative procedures. However, such direct solution 

methods do not seem appropriate here. 

In this study, a modified first-order gradient algorithm was applied to the optimal 

flight control problem. The choice of the algorithm was dominated by the features of the 

control problem, the need for efficient computation and the possible analytic 

determination of the Jacobians to provide a stable numerical iteration. 

The first-order gradient algorithm is outlined next. 

At some iteration k, the control is UK(t), te (to, tf). The corresponding state solution 

is xk(t). The first-order gradient algorithm is based upon the minimisation of the first-order 

index increment 5J which is caused by a small change 6u in uk(t). According to calculus 

of var iat ions: 
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^ = /to ^ u=u,^=x, )5udt (4-13) 
3u 

The steepest descent direction for the minimisation of 8J is 

Sk (t) = -[Ru + u=uk .x=xk 

and the control increment in this direction is decided by 

6uk(t) = wkSk(t) (4-15) 

which update Uk to Uk+i: Uk+i(t)=uk(t)+5uk(t), Vte (ti, tf). 

Where wk is a scale chosen to minimize (at least approximately, through an inner 

iteration procedure), J(uk+duk). The Armi jo method (POLAK, 1970) was used here for 

the search of the best scale wk* at each iteration k, namely: 

Wk=(0.8)P(1.5)q (4-16) 

where p (^0) and q (^0) are the factors controlling the decrease or increase of the scale, 

respectively. They are decided by the iteration. 

4.6.4 I te ra t ion procedure 

The iteration procedure designed for this study is summarized as; 

1) Get a set of arbitrary control variable histories, uk(t). 

2) Integrate (4-10) forward with x(to) and the Uk(t). Record Xk(t), Uk(t), Jk-

3) Determine an n-vector of influence functions A,k(t), by backward 

integration of l(t) equations (4-8), using (4-9) for l(tf). 

4) Decide the deepest direction Sk(t) from (4-14). 

5) Iterate for the step scalar wk from (4-16). 
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6) Get an improved estimate of Uk(t), where: uk(t)=uk(t)+5uk(t), with the 

control increment 5uk(t) decided by (4-15). 

7) Integrate (4-10) forward with x(to) and Uk(t). Record J^. 

8) Repeat steps (5) through (7), with improved estimates of the step scalar 

from the Armijo method until Jk* -^Min(Jk). Record the 6uk*(t) as the 

optimal control increment at the step k. 

9) Let uk+i(t)=uk(t)+5uk*(t), repeat steps (1) to (9) until obtaining the 

optimal control u*(t) which gives the minimisation of J: J* —>Min(J). 

4.6.5 P rog ram for opt imal control synthesis: OPOPEN 

A Fortran code 'OPOPEN' was developed, based on the above procedure, for the 

solution of the optimal control laws. It was later combined with the simulator 

'HAWKSIMl' as a special subroutine for open-loop optimal control designs. 

One of the core steps involved on the programming was the calculation of the 

Jacobians — and In this study, both the numerical method introduced by LEWIS 
3x du 

(1986) and the method based on the theoretical derivation from the aircraft equation (see 

Appendix One) were used. In the summary of computation experience, it is preferable to 

use the derivative formula to gain a quicker iteration and a more stable numerical 

configuration. 

Fig. 4-6 shows the flow chart of the program 'OPOPEN'. 

4.7 Optimal Control of Two-Point Descent Manoeuvres 

After the development of the software package 'OPOPEN', the design of the open-

loop optimal control for the nonlinear aircraft performing two-point descent manoeuvres 

was carried out. Three control design cases and their simulations are presented here, 

featuring (1) the evaluation of the program for the control objective; (2) descent 

optimization augmentation using spoilers; and (3) an overall comparison in the descent 

ability between using and not using spoilers. The results show the enhancement of the 

aircraft manoeuvrability obtained by using spoiler control. 
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4.7.1 Con t ro l object ive: two-point descent manoeuv ing 

A special control mission was defined as: controlling a H A W K aircraft in the 

nonlinear form of (4-10) to perform a descent manoeuvre from a balanced initial state 

xo=[Vo, To, ocq, qo, 00, Hq]' to a final state xf=[Vf, Yf, % % 6f, HF]', within a fixed time 

duration T(>0). The balanced state is automatically set by ' H A W K S I M L ' as xo=[Vo, 0,0, 

0,0, HQ]' while the desirable final state is set as XF=[Vf, 0 ,0 ,0 ,0 , Hf]', so the problem is to 

control the aircraft to perform a two-points descent with only height and velocity changes 

between the start point and the final point. A manoeuvre like this can often be found in 

flight missions like cruise height change and approach to landing. 

For the following designs, the balance condition was fixed as a balanced flight of 

Ho = 5000(m) and Vo=237(m/s). The time duration was set as T=20.0(s). 

4.7.2 Eva lua t ion o f the design package 

The program 'OPOPEN' was developed for the synthesis of the open-loop optimal 

control of aircraft. It was applied to the descent control of HAWK through the connection 

with the simulator 'HAWKSIMl'. 

Here is an example of the HAWK descent control from the initial height 

Ho=5000(m) to a terminal target height Hp=2500(m) while maintaining the terminal 

velocity Vf the same as the initial velocity, i.e. Vf=237(m/s). All three control resources 

(i.e. 6e, 5t and 6sp) were supposed available. The desirable trajectory x j in (4-6) was 

defined as xd(t)=[Vd(t) 0 0 0 0 0 Hd(t)], with Vd(t)=Vo and Hd(t)=Hf+(Ho-Hf)e-'/id , the 

time constant td was made adjustable subject to control constraints. In this test, td=0.1T. 

An important step involved was the choice of reasonable weighting matrices in the 

cost function (4-6), which were closely related to system performance and control. By trial 

and error, the weighting matrices for this case were defined as diagonal and are: 

State weight ing matr ices: 

Q = 

0 

0 

0 

0 

70.0 

0.000001 

QF = 

0 

0 

0 

0 

12.0 

0.00008 
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Cont ro l weight ing mat r i x : 

'0.25 

R = 1.0 

0.2 

It can be seen that in the state weighting matrices, major weighting effort was put 

on the height H and the pitch angle 6, for altitude tracking and for the limitation of the 

variation of the aircraft attitude during the descent process and at the final time. Due to the 

angular coupling relation, weighting on 0 can also be expected to bring an indirect 

weighting effect on the trajectory angle y, as shown in later tests. For the control 

weighting, however, the major work was to define the rough weighting R for scaling the 

control increment. The rest concerning the modification of the weighting would 

automatically done by the program. 

The design md simulation are summarised in Fig. 4-12. The optimal trajectories of 

the height and path angle resulting from the control are shown in Fig. 4-12(a) and Fig. 4-

12(b), respectively. 

The search for the optimal control was initiated with uo which, in this case, was 

given as a sole step elevator control in the descent direction, while keeping 5t and Sgp 

unchanged as the initial states. The time history of the initial elevator control ( 6 e = 1 . 0 

(deg.)) can be seen in Fig. 4-12(c), and the results (H(t) and yCt)) from this control are 

compared with the optimal ones in Fig. 4-12(a), (b). 

It was found that in most of design cases when the initial control and the weighting 

matrices were properly set, one step of the outer-loop iteration, i.e. kN=l, was sufficient to 

yield a satisfactory control, while keeping the search going would be costly computational 

and give little improvement in the performance. The optimal trajectories in Fig. 4-12(a) 

and Fig. 4-12(b) correspond to a computation with an outer loop iteration of kN=2 and an 

inner loop Armijo scale of wjc=0.875 (p=3, q=0). The time histories of the controls 5e and 

5sp are shown in Fig. 4-12(c) and Fig. 4-12(d), respectively. The thrust control 5t had met 

the minimum constrain(5tniin=0-0) and was in a shut-off state throughout the manoeuvre. 

In Fig. 4-12(c), the optimal elevator control shows a significant updating from the initial 

given case so as to give an improved attitude control process. While the spoiler control 

(Fig. 4-12(d)), having varied within its control authority most of the time, shows a 

desirable pattern with a large amount of control at the beginning and littie at the end, to 

meet both the descent and attitude requirements. 
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The improvement from the optimal control can be seen through the cost function 

evaluation: (1) relative improvement in the total cost function AJR = (Jo-J*)/Jo) =21% , (2) 

relative improvement in the part of the terminal state cost S (=(x(tf)-XF)'QF(x(tf)-XF)) 

ASR=99.6%, with H(tf) changing from 3876(m) to 2494(m), 7(tf) from -22.4° to 4.8°, 

V(tf) from 270(m/s) to 256(m/s). 

4.7.3 Improvement of control augmentation using spoilers 

The design package was further used for determining the potential benefits of 

spoiler control. This was done by comparing the control effects between optimal control 

using spoilers and that without using spoilers. First is the example showing the role of 

spoiler control in the improvement of the control augmentation. 

Following the above design procedure, suppose the terminal target height is 

Hf=2000(m), the optimal control concerning the use of the elevator and the thrust only 

was found by cutting off the spoiler channel and using the following weighting matrices: 

Q = 

0 

0 

0 

0 

78.0 

0.000001 

QF = 

0 

0 

0 

0 

0 

0.0001 

R 
0.25 

1.0 

At the same time, the optimal control combined with the spoiler for the same 

descent objective was synthesized. The weighting matrices for this case were: 

Q = 

0 

0 

0 

0 

110.0 

0.000001 

QF 

0 

0 

0 

0 

12.0 

0.0001 
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0.25 

1.0 
(X08 

Fig. 4-13 presents the design results and comparison between the two cases. The 

time histories of the path velocity V and the path angle y are shown in Fig. 4-13(b), (c), 

respectively, while the H vs X trajectory can be found in Fig. 13(a). Fig. 4-13(d) shows 

time histories of the optimal control variables 6e and 5sp. 

It can seen from these figures that although the optimal control in the first case 

meets the final objective height (H(tf)=2000(m)), it brings a very poor control to the other 

terminal states of the aircraft (V(tf)=281(nVs), 'y(tf)=-41o, 6(tf)=-36o). This is mainly due 

to the fact that for a descent to the terminal target height like this and under the upper 

constraint on the elevator 5e (3° in this case), the aircraft has nearly reached its full descent 

strength (Hmin=1900(m), thus has little control potential for the augmentation of the 

velocity and attitude. A control like this is clearly undesirable. 

The results can be much improved by the introduction of spoiler control, as shown 

in Fig. 4-13. Compared with the case without the spoiler, both the final path velocity and 

the final attitude were considerably improved towards the desired values 

(V*(tf)=237(m/s), y*(tf)=-0.74o, 6*(tf)=l 1°), thus bringing the preferable'S' shaped H vs X 

trajectory as shown in Fig. 4-13(a). 

The improvement was mainly due to the aid of the spoiler control which enhanced 

the descent ability of the aircraft so that came the possibility of using more conventional 

control action (5e and 50 for the augmentation of the velocity and attitude (compare the 

elevator controls in Fig. 4-13(d)). In the design procedure, this was shown by increases in 

the weighting on the 0(t) and 0(tf) of the spoiler control case to confine the attitude 

variation.from the elevator control. 

4.7.4 Manoeuvrabi l i ty enhancement using spoilers 

Furthermore, there was the evaluation of spoiler control for the enhancement of the 

aircraft descent in a large scale. By a systematic change of the pitch angle weighting Qe 

and a series of the corresponding optimal designs, a family of the terminal states were 

obtained. Comparisons between the set of points from the conventional optimal control 

and that when spoilers were used too summarised the advantages in the use of spoilers. 

95 



CHAPTER FOUR 

Fig. 4-14 shows the graphs of groups of terminal points from the optimal control 

designs for both the cases. The terminal target height here was Hf=1500(m). In Fig. 4-

14(a), the relations between the final states of H(tf) and 7(tf) and its changing trend with 

the Qe variation, corresponding to the variation of j between 0° to -60°, are presented, 

showing the inter-relation between the terminal altitude and attitude. Comparing the points 

obtained using spoilers and those without spoilers gives a clear picture of spoiler 

effectiveness in descent control: enhancing the descent ability at the same attitude (by the 

maximum of 1000 meters in this case), or improving the attitude during same descent 

height (by the maximum of 60 degrees in 7(or 6) in this case). 

In Fig. 4-14(b), H(tf) vs X(tf) graphs are shown. From comparison between the 

two cases, it can be seen that the use of the spoiler control considerably enhances the 

downwards manoeuvring range and provides the aircraft with superior descent ability as 

the further descent height and shorter distance are concerned (in this particular case, the 

descent in height has been increased by 1000 meters and the horizontal distance has been 

shortened by 2000 meters). This can be further verified by looking at Fig. 4-14(c) where 

the H(tf) vs V(tf) graphs are presented and compared, showing the advantages of spoiler 

control in expanding the terminal path velocity range (from AV(tf)=60(m/s) to 

AV(tf)=120(m/s)) along with furthering the descent ability. 

4.8 Concluding Remarks 

In this chapter, digital simulation and open-loop optimal control are the two key 

points which were studied for the analysis and synthesis of nonlinear flight control for 

aircraft utilising spoilers. 

For simulation, a sophisticated 6-degree digital simulator based on the HAWK 

aircraft was developed. As an important application of the program package, it was 

applied to the simulation of the nonlinear aircraft model with both linear and nonlinear 

spoiler models. The simulations further verified the conclusion of Chapter 3 about the 

spoiler's direct and effective control on the path angle y. This enables fast control for 

descent manoeuvres. The simulation also revealed that the large value of the moment 

coefficient of the spoilers could severely affect control behaviour and should be ideally 

kept to a minimum, and the non linearity of the spoilers was heavily dependant on the 

aircraft manoeuvres and might bring significant variations to the control coefficients, and 

so to control effectiveness, during aircraft high-a manoeuvres. 
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For open-loop optimal control, work concentrated on the development of a 

software design package for open-loop control of the HAWK and for the evaluation of 

spoiler control in the enhancement of aircraft manoeuvrability. Aiming at the solution of 

the nonlinear two-point boundary-value problem, the design applied Hamiltonian 

minimisation principle and the Armijo-based first-order gradient algorithms. This has 

been proven to be an efficient and successful approach. 

A series of designs for aircraft descent control were carried out using the design 

package. The advantages of the use of spoiler control were shown by the comparisons 

between the designs made both with and without use of the spoilers. The results reveal the 

effectiveness of the use of spoilers for the enhancement of descent control of aircraft in the 

improvement of descent range and of attitude augmentation. 

However, it is clear that although open-loop optimal control provides a objective-

orientated control for a class of nonlinear flight problems, its two-point boundary value 

nature limits its usefulness. Further, considerable effort is needed to choose suitable 

weighting matrices. Also in principle, it is hard to use the method for the design of a 

modern nonlinear flight control with qualities including desirable tracking control, 

robustness and flexibility. All these suggest that it should be worthwhile to attack the 

harder problem of feedback control of the multivariable control system, using some 

innovative techniques. 
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Figure 4-1 Br i t i sh Aerospace H A W K 
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(b) H A W K 60 & H A W K 100 

. British Aerospace HAWK 60 series two-seat jet trainer, with additional side view (botton) 

of HAWK 100 series 
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Figure 4-2 Conf igurat ion of flight simulator 
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Figure 4-4 Flow chart of simulator ' H A W K S I M l ' 
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Figure 4-5 Flow chart of 'SOLVEQ' 
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Figure 4-6 Flow chart of p rogram 'OPOPEN' 
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F igu re 4-7 S imula t ion o f H A W K shor t pe r iod dynamics 
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*10'(m) 
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F igure 4-8(c) P i tch angle response 
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Figure 4-9(a) F l igh t t ra jec tory i n X - H plane 
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Figure 4-10(a) Effects o f spoiler moment coefficient 
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*10'(m) 
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Figure 4 - l l ( b ) Compar isons o f height vs t ime 
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*10'(m) 
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F igure 4-13(a) Compar i son o f H - X trajector ies 
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F igu re 4-13(c) Compar ison o f c l imb ing angle 
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F igure 4-14(a) Compar ison of the te rm ina l height var ia t ions 
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Figure 4-14(c) Comparison of H(tf) vs V(tf) contours 
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Chapter Five 

INVERSE DYNAMICS METHODOLOGY AND ITS APPLICATION 
TO NONLINEAR FLIGHT CONTROL 

5.1 General Remarks 

In this chapter, a nonlinear feedback control technique, the nonlinear inverse 

dynamics(NID) methodology, is studied and a design procedure for the application of the 

technique to flight control systems is developed. As a practical application, the method is 

then applied to the synthesis of longitudinal controllers for the HAWK aircraft. 

Generally speaking, the NID methodology yields a nonlinear control method 

based on input-output linearization through the construction of the inverse dynamics of 

nonlinear systems. It is an important part of modern differential geometrical control 

theory and has shown its effectiveness and success in some flight control design 

applications (see Chapter One). 

To effectively use the method for the nonlinear control of aircraft with 

complicated dynamics and auxiliary devices like spoilers, a design procedure furnished 

with a sophisticated computer code was developed. It was based on the nonlinear 

modelling of the aircraft longitudinal dynamics and the employment of some major 

control objectives for actively utilising the spoiler control, giving the development of a 

decoupled multi-mode model-following control system which provided separated and 

precise control on the specific state variables that were of particular interest to the flight 

missions. 

Here are also considered some practical problems encountered in the design of 

feedback linearization control systems, including the augmentation of the system to 

obtain stable inverse dynamics, pole-assignment of the feedback linearized system and 

the definition of the desired models. In particular, a detailed derivation of the inverse 

dynamics of the HAWK is given in which a uniform derivative order is defined and 

applied to each of the principal control variables by which various control modes of 

interest can be easily built up. The work described here contributes to the use of the NID 

methodology for flight control. 
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5.2 Summary of Basic NID Theory 

5.2.1 Feedback linearization 

The inverse dynamics method refers to the method of the feedback input-output 

linearization of a nonlinear system using its inverse dynamics. Based on the linearized 

system, system outputs can be decoupled and individually controlled and linear control 

techniques can be applied. 

It is based on the following nonlinear system description in a neighbourhood of a 

point XQ: 

X = A(x) + B(x)u 

y = COO (5-1) 

with state variable x e 91", control input ueS?"™, output variable y e SI'" (here 

dim(y)=dim(u), so the system is a so called square system, with m outputs being 

independently controlled by m inputs). A(x)(=[ai(x),.., ai(x),.., an(x)]'), B(x)(=[bi(x),.., 

bi(x),.., bm(x)]), C(x)(=[ci(x),.., Ci(x),.., Ctn(x)]') are assumed smooth. 

The inverse dynamics of (5-1) are constructed by differentiating the individual 

elements of y with respect to time a sufficient number of times, e.g. 

m 
y / j = La^jCj + I Lb. (La'J Cj)ui j = l , m (5-2) 

i=l 

where L^^cj stands for the ith Lie derivative of Cj with respect to A. For i=l, there is a 

scalar function defined by LACj=V(cj)A, which stands for the directional derivative of Cj 

along the direction of the vector A. 

Repeated Lie derivatives can be defined recursively: 

LA®Cj= Cj; 

L a S = L a ( L a ^ " S ) = V(LA''-^Cj)A for j = (5-3) 

and similarly. 
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= V(L;i^^-^Cj)bi fo^ Lj = l , - , m (5-4) 

The process continues until the smallest integer rj is found such that at least one of 

the control inputs u, appears in yj^j, i.e. until at least one of the Ly, (L;^'j~^Cj)ui ^ 0. The 

integer rj is called the relative order of the output, which represents the inter-connection 

between the inputs and output and is decided by the definition of the output variables and 

of the system dynamics. 

Define: 

A (x) = 

La''CI 
and B (x) = 

LbiCLA^'-'c,) - LJ^CLA'-'-'C,) r , - l . 

L b i * C m ) ••• ^0^) 

(5-5) 

Ir 

Equation (5-2) can be written as: 

y\' 

Ym 

= A (x) + B (x)u (5-6) 

If B*(x) e 91 is bounded away from singularity, the state feedback control 

law: 

u= -(B*(x))-lA*(x)+(B*(x))-lv 

yields the closed-loop decoupled linear (input-output) system: 

(5-7) 

y / ' Vl' 

.Vm. 

C»-8) 

with the output yj being solely controlled by the input vj. 
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(5-7) is called a decoupling controller. The matrix A*(x) and the invertible 

matrix B*(x) are called the transferring vector and the decoupling matr ix of the system 

, respectively. The system (5-1) is then said to have relative order (ri,..., r^) at XQ, and 

the scalar r (=ri+...+rm) is called the total relative order of the system at XQ. 

The total relative order is closely connected with the zero dynamics of the 

nonlinear system which are defined as the internal dynamics with the states rendered 

unobservable (r<n) and subject to the constraint that the outputs (and, therefore, all the 

derivatives of the outputs) are set to zero for all times concerned. And this in turn brings 

the definition of m in imum (non-minimum) phase nonlinear system according to the 

stability of the zero dynamics. 

An interesting case is that when the total relative order is equal to the system 

order n where there are no internal dynamics. In this case, a total input-state linearization 

of the original nonlinear system can be obtained through a control law in the form of (5-

8) based on a set of output functions. 

The necessary and sufficient conditions of globe input-state linearizability of the 

system (5-1) are: (HUNT et al, 1983) 

1. the set D={bi,[A,bi],...,adA'^'"nbi),b2,[A,b2],...,adA''2~Hb2),...,bm, 

[A,bjn],...,ad;^''"'~^(bm) } spans an n-dimensional space. 

2. the setsDj={bi,[A,bi],...,adA'^j~^(bi),b2,[A,b2],...,adA'J~^(b2),...,bni, 

[A,bnj],...,adA'^j~^(b[n)} are involutive for j=l,...,m, i.e. for the vector field 

{Di,D2,...,Dn,}on there exist functions 'yijk(x) so that: 

m 
[Di,Dj](x)= Zrijk(x)Dk(x), l < i , j < m j # j . 

k=l 

3. the span of each Dj is equal to the span of Dj n D. 

where [A,bj] is the Lie bracket of A and bj, a third vector field defined by; 

[A,bj]=adAbj=VbjA - VAbj (5-9) 

and also where 
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adA^bj=bj 

adA'bj=[A, adA'-lbj] fori,j=l,2,. (5-10) 

The verification for the input-state linearizability of the nonlinear system (5-1) in 

accordance with the above sufficient and necessary conditions has been proven a 

complicated and time-consuming job (MEYER et al, 1984). However, when just 

considering the sufficient condition, the nonlinear system in the form of (5-1) can be 

feedback linearizable if it can be put into block lower triangular form (MEYER & 

CICOLANI, 1981). This not only provides a much easier and more practical way of 

verifying linearizability but also points the way for a proper nonlinear modelling of 

invertible systems. 

A nonlinear k-dimension block lower triangular system takes the following form: 

X = 

Ai(xi,x2) " 0 " 

A2(X1,X2,X3) 
0 

: + 

A k—1 (xj, X2,..., X ) 0 

_Bk(x)_ 

(5-11) 

The system is strictly m-axis in the sense that the dimension of xj equals m for all 

integrator columns j from 1 to k so the system dimension is n=mxk. Bk is non-singular 

and m by m. 

In MEYER'S paper, the linearizability of the above system was proven through the 

existence of a discrete mapping for the system transformation. The block triangular 

systems are an interesting subset of the class of all systems satisfying the linearizable 

theorem. Yet the more interesting thing is to notice that through proper system 

augmentation, most aircraft can be modelled (or approximately modelled) as block 

triangular systems, this, therefore, considerably simplifies the verification procedure. The 

later design will demonstrate this. 

5.2.2 Control of linearized systems 

Once linearization has been achieved, many linear design methods, such as pole 

placement and model-tracking, can be applied. 
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The model-tracking problem for the linearized system (5-8) can be formulated by 

making use of the input: 

Vi = y + ( X i l ( y - L ) + - - H-aif. (ymi " Yi), 1=1,-.., m 

(5-12) 

where y^i is the ith desired model output and the ay are the pole polynomial coefficients. 

In the case of accurate system modelling, Ly\"'^C;=yi""\ yielding: 

= ymi'̂ ' + Otfl ( y m i ' ^ ' - yĵ i "^) + • • • • +air. _i (ymi " yi) + (ymi " Vi), 

i=l,..., m (5-13) 

So the control for the linearized system, vi, can be decomposed as: 

vi=vim+vifb (5-14) 

where V;̂  = + • • • • +a^__;y^ + which is defined as the output of 

a desired model while Vŷ  = 0Ci,,_iyi -air^yi being the feedback needed 

for the pole-assignment of the closed-loop linearized system. 

Substitution of v, into (5-8) with (5-13) yields: 

e^''+aiie/'~^+-----t-ai^,ei = 0 fori=l,...m (5-15) 

where ei=ymi-yi. 

So asymptotic model-tracking can be obtained for minimum-phase systems when 

the desired model output and its derivatives, y^i, ymi, (i=l,..., m), are 

bounded and all the poles defined by s" -Hajis""^ + • • • •-l-airi = 0 , are in the left-half 

plane [SASTRY & BODSON, 1989]. 

Fig. 5-1 is an explanatory diagram showing a NID control system. The model 

tracking mechanism is detailed in Fig. 5-2. 
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5.3 Modelling of Nonlinear Aircraft for NID Control 

As shown in Appendix One, the aircraft dynamics take the general nonlinear 

form: 

x = f (x ,u) , y=C(x) (5-16) 

with state variable x € SR", control input u e 91"" and system output y e 9?"". 

To get the linear form of (5-1), an appropriate transformation is required. This can 

be accomplished by augmenting the system dynamics with derivatives of appropriate 

control inputs. However, in the interest of forming a well-behaved block triangular 

system, special measures should be taken. 

For longitudinal control, where spoilers are supposed to be in principal use, if the 

interesting control variables are defined as the set Y c = [ V y a(9)] and the controls are the 

elevator, the thrust and the spoiler, where the spoiler model has the general nonlinear 

form C s p = KspX ,(a)sin(6sp), the block triangular system based on the output set can be 

found by: 

1) Introducing the nonlinear spoiler model in Chapter Two (2-31-2-33, Spoiler 

Model One) into the aircraft model by augmenting the aircraft system dynamics with the 

first derivative of the spoiler control input 5sp so that 6sp becomes a new state variable 

while the input from Usp (6gp = -agpSgp H-agpUsp) can therefore be put into the form 

bsp(x)usp (see Fig. 5-3), where the corresponding first-order lag represents the spoiler 

actuator dynamics which can be expected to have a high bandwidth (e.g. asp=40.0). 

2) Defining a first-order lag model for the jet-engine dynamics (e.g. at=0.5) so the 

system dynamics are also augmented by the first derivative of the thrust control 5t, giving 

5t = -a[6[ + aiUi(see Fig. 5-3). This is also demanded by matching the relative order of 

V with respect to the spoiler control. 

3) Letting Ue=6e. 

So, the aircraft longitudinal dynamics can be put into the triangular form upon 

which the stable inverse dynamic(system linearization) can be constructed for the NED 

control laws: 
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xi 

X2. 

Ai(xi,x2) 

A2(X1,X2). 
+ 

0 " 

B2(x) 
(5-17) 

which is a 2-dimensional 3-axis block lower-triangular system with 

X = 
XI 

X2 
= 

" V - q Ue 

Y , X2 = 5t and u = 

a(e) Ap_ _Usp_ 

(refer to Appendix One, A.4) 

5.4 A Procedure for NID Flight Control Synthesis 

The NED control synthesis is applied to system model (5-1) to generate nonlinear 

controllers. For aircraft control, most of important output variables can be, or 

approximately be, expressed as: 

y=Cx 

where C is a time-invariant (mxn) output matrix. 

(5-18) 

This provides some simplification for the formation of multi-mode nonlinear 

controls and for the development of an efficient procedure and program package for the 

synthesis of a variety of the mission-defined controllers. Combined with the system 

modelling (5-17) and the definition of output control variables, the major steps involved 

in the controller development are: 

1) Consider the output to be y=Cx , where C is a (mxn) constant output matrix 

and y is chosen from the output control variable set. Here in the longitudinal 

control yc= [V, y, a , 6, q, 5t, 5sp]'. 

2) Form the derivatives L^x,. . .!—(L^ 
3x 

^ x ) ] A ( x ) j ; — ^ x ) ] B ( x ) , where 
dx 

the derivative order ri depends on the system modelling and on the control 

variable set. For the model of (5-17) and the selections of the group above, 

ri=2 was used for xi while ri=l was for X2. 

3) Design multi-mission-defined controllers by simply assigning the output 

matrix C according to mission objectives and the control dimension m, and 

performing the following computations for the inverse dynamics matrices: 
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A(x)*mxn = C[^LA'^^-^x]A(x); B ( x ) \ x m = C [ ^ L / i - l x ] B ( x ) 

(5-19) 

In the case of B(x)* being non-singular, the controller is given by: 

u = ( B \ x ) ) - \ v - A \ x ) ) (5-20) 

The coefficients of the designed closed-loop pole polynomial, defined by Vifb in 

(5-14), for each decoupled output variable are chosen by referring to the flight quality 

criteria Mil-F-8785C. Table 5.1 lists the typical data for the output control variables V, y, 

0, and a. 

Table 5.1 Pole Polynomial Coefficients 

Output Variable Y «i l ai2 

V 5.0 4.0 

Y 3.0 4.0 

0 3.0 4.0 

a 3.0 4.0 

These coefficients assignments define the desired closed-loop systems which 

stability qualities meet the first-level specifications. 

In the path angle y channel, for example, the coefficient assignment gives ir-f=2, 

from (5-13)): 

Vy = — CXŷy — 0CY2Y 

then from (5-8): 

Y = -ayiY-aY2Y + v ^ (5-21) 

or, in transfer function form; 

'7m y(s) = — 
s +aYis-t-ay2 (5-22) 
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which corresponds to a second-order system with the natural frequency C0n=2(l/s) and a 

damping ratio ^=0.75 which give first-level flight quality as far as the short period 

dynamics of aircraft are concerned. 

The model reference terms v-ym (ymy, ymy y^y) are formed by a desired 

model generator, which has the input ycm from a trajectory command generator and takes 

the form: 

ymy + ~ Ycmy (5-23) 

So, if dmyi and dmy2 are taken to be the same as ttyi and ayz. as previously 

illustrated, we have; 

+ a , , i s 4- a „ o ( 5 - 2 4 ) OCyĴS + Cty2 

or y(s)=ymy(s), which shows the desirable model tracking in the case of precise system 

modelling and control. 

It should be pointed out that owing to the delay in the servo-dynamics (typically 

in the elevator and the thrust channels) and owing to the nonlinearities caused by 

saturations in both the amplitude and rate of the control inputs (see Appendix One), 

appropriate and separate adjustment in the coefficients of the vim (desired model) and vifb 

(feedback control) in (5-14) to adapt the trajectory command input is necessary and 

suggested. 

5.5 Application of NID to the HAWK Longitudinal Flight Control 

5.5.1 Definition of a set of principal control variables 

The above design procedure was applied to the development of a longitudinal 

NID flight control system for the HAWK aircraft. 

For systematic programming and efficient controller synthesis, a set of principal 

output control variables was defined which had the same dimension as the control inputs 

(m) and from the derivatives of which controllers based on other sets of output variables 

can be easily generated. 

126 



CHRPTER FlUE 

According to the modelling of the HAWK longitudinal dynamics (Appendix 

One, A.4), the principal control variables are chosen as the flight path velocity V, the 

path angle y and the incidence a , i.e. yp=xi=[V, y, a]'. The nonlinear controller 

corresponding to this output vector was developed upon the computation of the second-

order Lie derivatives. 

5.5.2 The first Lie derivatives of the principal control variables 

The first Lie derivatives of the principal control variables can be easily formed by 

referring to the aircraft dynamics equations: 

^A(yp) ~ yp ~ ^ l (^ ) 

- (D + mgsiny) 

m 

(L-mgcosy) 

mV 
q - y 

(5-25) 

where firom the HAWK modelling; 

L = ^ p V ^ S C l + C t n i a x ( H , M ) 5 t s i n a , D = ^ p V ^ S C g - C t m a x ( H , M ) 6 ( C o s a ; 

CL(M,a,5sp) = CLo(M) + CLa(M'OC) + CLSP(®'Ssp)> 

CD(M,a,6sp) = Cpo + CDL(M,a,5sp) + C0Sp(a,5sp). 

So if the inputs are defined as those in (5-17), there is: 

Lbi (^A^yp) = 0 fori=l,2, 3. (5-26) 

5.5.3 The second Lie derivatives of the principal control variables 

According to (5-3) and (5.4), the second-order Lie derivatives of the principal 

control variables can be expressed as: 

LA^(yp) = [-^LA(yp)]A(x) and LBLA(yp) = [—LA(yp)]B(x) 
dx 

(5-27) 

So the key step turns out to be to find the Jacobian: 
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= ^ (5-28) 
OX ox 

Since yp=[V, y, a] ' , we need —(LA(V)),—(L^Cy)),—(LA(a)), which are 
ox dx dx 

given by: 

1. ^ ( L A ( V ) ) = p : = (5_29) 
3x ox oy OOC OQ 

where ^ = -(pVSCo + sin a ) / m 
oV 2 dV oV 

a v 
— = -gcosy 
ay 

— = pV^S-^^4- Ct max^t sin a)] / m 

I -
av 
^ = Ctmax c o s a / m 
dOf 

= - ( l p V ^ S ^ ) / m . 
aSsp 2 aSsp 

2. | ^ (LA(y) ) = 

where: 
a v mV V 

= ( P V S C L + - p V ^ S ^ + ^ ^ 1 ^ 8 . sin a - m y ) / m V 
^ 2 a v a v ^ 

ay . 
— = gs iny /V 
ay 

= (^PV^S + Ct maxSt cosa) / mV 
da 2 da 

t-' 
dy 

^ = CtmaxSina/naV 
do. 
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^ = ( V s f e / m V . 

9 3 d dd d d d d dd 3 d 3 d 
3. ^ ( L A ( a ) ) - - = (5-31) 

where in longitudinal control there is d = q — y, therefore: 

3 d _ 3y dd _ dy 3 d _ 3y 

3 V 3 V ' dy dy' 3 a 3 a ' 

3 d 3 d 3y 3 d 3 y 

3q " ' ' 36t " 36 t ' " 36 sp 

5.5.4 Design of the principal controller 

The transferring vector Ap*(x) and the decoupling matrix Bp*(x) for the principal 

output variables can therefore be defined by: 

Ap*(x)=[^LA(yp)]A(x) and Bp* ( x ) = L ^ (y p )]B(x) 
3 x 

(5-32) 

where A(x) and B(x) are modelled as that in Appendix One (A.4). 

In the case of Bp*(x) non-singular, the feedback controller for the principal 

variables is given by: 

Up = (Bp*(x)) \ v -Ap*(x ) ) (5-33) 

Singularity Conditions: 

Bp*(x) (see (5-32)) can be further expressed as 

Bn = 

3V dy da 

dd dd dd 

dV dy da 
1.0 

3 V 3 V 
0 

3 6 i ^^sp 
0 

9y 3y U 

38^ ^^sp b q ( x ) 

3 d 3 d a t 

3 6 t ^^sp ŝp 
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0 

0 

av a v 

96, 
a-y ay 
96; I 96^ :P 

ba(x) 
ad ad 
96; ' 96; SP 

"sp 

(5-34) 

This matrix will become singular when; 

de,(Bp')= =0 (5-35) 

So, the inverse dynamics of the aircraft with m=3 will be unsolvable when: 

(1) at • agp • bq(x)=0; control device saturation or ceasing working. For individual 

cases (elevator or thrust or spoiler), the controller will be automatically switched to one 

of the reduced-dimension modes discussed next in 5.5.4. 

(2) The relation between the spoiler control and the thrust control fulfils; 

a v ay _ a v ay 

aSt a6gp aSgp as^ 
(5-36) 

From (5-29) and (5-30), (5-36) can be expressed as 

96 sp 96 
tana (5-37) 

sp 

During the synthesis of the nonlinear controller (5-33) at each time step, the above 

relation is checked by the program, in conjunction with the computation of (5-29) and (5-

30). As it exists, the controller will be automatically switched to a basic control mode 

(e.g. Controller Four in 5.5.4) using the conventional controls Ue and Ut 

5.5.5 Design of multi-mode controllers 

After the definition of the inverse dynamics for the principal output variables, 

controllers in the fomi of (5-20) for other sets of output variables given by y=Cmxmyp can 

be easily constructed. Here are some major control modes. 

130 



CHAPTER FlUE 

Controller One: m=3, yi=[V, y, 9]' 
'1 0 0 

Ai*=CiAp*, Bi*=CiBp* ; with Cj = 0 1 0 

0 1 1 

(for 8=a+'^. 

Controller Two: m=3, y2=[V, y, a] ' 

/L2*=Ap*. B2*=Bp* 

Controller Three: m=3, y3=[V, a, 9]' 
1 0 0 

/l3*=Cs/lp*, I)3*=C3Bp* ; with C3 = 0 0 1 

0 1 1 

Also, controllers for conventional control using elevator and thrust with spoiler 

angle set to an arbitrary value can be synthesized as: 

Controller Four: m=2, y4=[V, 9]' 

A4*=C4Ap*, B4*=C4Bp*=[B4*(i2) b4*(3)]'; with C4 = 
1 0 0 

0 1 1 

In this case, the spoiler is treated as a state variable so only the (2x2) matrix 

B4*(12) will be used for the system inverse, giving the controller: 

U 4 = ( B 4 ( 1 2 / W r \ v - A / ( X ) ) (5-38) 

Clearly, this mode can also be used as a back-up mode to which the full 

dimensional controller will be switched when there is a failure in spoiler control or the 

occurrence of the singularity reladon (5-37). In the same way, controller 5 is developed. 

Controller Five; m=2, y5=[V, a]' 

A5"=C5Ap\ B5"=C5Bp*=[B5*(]2) 65*0)]'; with Cg 
1 0 0 

0 0 1 

While control mode 6 is specially designed for fast deceleration and pitch attitude 

control, using the spoiler and the elevator. This is realized through the following Cg 
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assignment where the actual output control variables are y and 6 and the control inputs 

are the elevator and the spoiler. 

Controller Six: m=2, y6=[y, 0]' 

/L6*=(:6/lp*, E(6*=C6Bp*=[B6*(13) b6*(2)]'; with (Ze == 
0 1 0 

0 1 1 

where the decoupling matrix is B6*(13)-

Finally, reduced-dimension control mode for using the thrust and spoiler controls 

only is: 

Controller Seven: m=2, y7=[V, 

A7*=C7Ap*, B7*=C7Bp*=[B7*(23) b7*(i)]'; with (Z? == ^ ^ ^ 

where the decoupling matrix is B7*(23). 

5.6 Configuration of LIDFCS of the HAWK 

The final configuration of the longitudinal inverse dynamics flight control system 

(LIDFCS) for the HAWK is shown in Fig. 5-4. 

The design of the NID flight control was incorporated with the previous works in 

the flight simulator through the development of a functional subroutine' rOMFCT* and 

introducing it into the simulator package 'HAWKSIMl'. The major tasks of the 

subroutine include the definition the control modes according to mission simulation types 

, the synthesis of the model tracking controllers at each time step and the data exchange 

with the simulator using the common blocks. It is late combined with the parameter 

adaptive control logic (Chapter Seven) for the robustness of the NID control. Fig. 5-5 

shows the flow chart of the subroutine. 

During the simulation, the elevator servo dynamics, which were modelled as 

20 
Ggs(s) = (see Fig. 5-3), and the nonlinearities due to saturations in both amplitude 

s + 20 
and rate of the control servo-dynamics were taken into account, resulting in appropriate 
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and mission-defined adjustment in both the parameters of the desired model generator 

and the closed-loop pole polynomials. 

5.7 Concluding Remarks 

In this chapter, a nonlinear flight control system — LIDFCS — for the HAWK is 

developed using the nonlinear inverse dynamics control techniques. The design process 

has demonstrated that the nonlinear inverse dynamics methodology is an effective 

method for synthesizing nonlinear controllers and for generating decoupled, multi-mode 

flight control systems for modern aircraft. The desirable qualities of the design will be 

further illustrated in Chapter Six in which are presented successful applications of the 

various active control schemes to the HAWK. 

Combined with the system development, a number of new techniques for more 

efficient use of the NID method for flight control were studied, including the introduction 

of flight quality specifications into the desired model dynamics and into the pole 

polynomials, and the development of a design procedure for the formation of multi-mode 

controllers based on the linear output equation (5-18), the choice of a set of principal 

output control variables and the use of a uniform relative order. The system 

development work has proven these techniques to be successful. 
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Figure 5-1 Centralized form of a N I D control system 
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Figure 5-3 Actuator dynamics modelling and system augmentation 
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Figure 5-4 LIDFCS configuration 
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Figure 5-5 Flow chart of program 'IDMFCT' 
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Chapter Six 

AIRCRAFT PERFORMANCE ENHANCEMENT USING SPOILER 
CONTROL 

6.1 General Remarks 

The theme of this chapter is on the application studies of spoiler control to the 

enhancement of aircraft performance. 

The development of the LIDFCS in Chapter Five provides the basis for active 

control of aircraft using spoilers. The studies in this chapter were made on some typical 

flight control applications which explore the spoiler control potential and its significant 

role in ACT. These have included: (1) decoupled attitude and trajectory control for 

superior manoeuvre of aircraft, which utilises the unique control effect of spoilers on the 

flight path angle; (2) fast deceleration control, which takes advantages of significant 

spoiler drag; and (3) control augmentation for gust/turbulence and microburst alleviation, 

which benefit from the spoiler feature of rapid force adjustment. 

The procedures involved in the application studies of spoiler control can be 

summarized as: 

1) Define control tasks which are within the beneficial usage region of spoilers, 

for conventional spoilers, that is normally characterized by rapid and effective control in 

positive drag and negative lift directions. 

2) Find appropriate groups of the output control variables corresponding to the 

mission objectives of interest and then match these with the control modes (controllers) in 

the LIDFCS. 

3) Perform control law programming, simulations and evaluations. In most of the 

augmentation control cases, adclptive adjustments in the spoiler off-setting balance angle 

and the system parameters are required for full use of spoiler control effectiveness. 

Combined with the spoiler control applications, this Chapter also initiates the new 

control concepts of the programmed mode-shifting flight control and the microburst 

penetrating flight control, and deals with the problems in conjunction with the flight 

control simulations. Detailed simulation results are given. 
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6.2 Summary of Longitudinal Flight Control Modes 

The concept of control mode is closely connected with a multi-controllers system 

and refers to the control state where a controller is adopted for some mission objective. 

For a NID flight control system, the control modes are defined by, and connected with, 

the choices of the groups of the output control variables and the controllers as described 

in Chapter 5. According to these, Table 6-1 summarizes some major control modes 

designed for the longitudinal flight control of the HAWK, with the class A for the 

conventional control and class B for the unconventional control. The modes A1 and A2 

are designed for the conventional control augmentation in aircraft velocity and attitude 

while B1 ~ B4 are the control modes utilising the spoiler control for some unconventional 

control purposes. The mission objectives for which a control mode is expected to be 

applicable are listed in the right hand column of the Table. 

For the implementation of the control system on a Fly-by-Wire system, these 

control modes will be constructed through different data bases and program routines so 

they are flexibly switched from one to another according to different flight mission 

objectives and system performance requirements. 

Table 6-1 Summary of Longitudinal Control Modes 

Control Mode Output Control Variables Mission Obiectives 

A (conventional) 

A1 [ v e ] Cruising 

(Controller 4*) 

A2 [ V a ] Conventional Trajectory 

(Controller 5) Manoeuvring 

B (unconventional) 

B1 [ 8 y ] Unconventional Level-

(Controller 6) flight Decelerating. 

B2 [Vye] Decoupled V, y, 9 

(Controller 1) Manoeuvring 

(take-off & landing) 

B3 [V ya ] Decoupled V, y, a 

(Controller 2) Manoeuvring 

B4 [V a 9] Decoupled V, 9, a 

(Controller 3) Manoeuvring 

* : as defined in Chapter Five. 
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6.3 Spoiler Control Application — Case One: Decoupled Flight Attitude 
and Trajectory Control 

6.3.1 General remarks 
ihs 

From,view point of decoupled flight control, the introduction of spoilers provides 

an extra control freedom for aircraft. The advantages of the extra freedom can be seen 

through the flexibility it offers in sophisticated control synthesis, the possibility of back-

up system re-constitution for conventional control, and, in particular, the unique and 

unconventional decoupled control abilities it can import to aircraft. 

These features have become even more significant when the spoiler control is 

combined with the LIDFCS for control augmentation of HAWK, where an extra 

decoupled output control variable can therefore be made available. Based on the 

increased dimension of the output control variables, some unconventional controls ,such 

as separated angular variable (0, yor a) manoeuvres, can be realized. 

6.3.2 Programming of decoupling control 

To further illustrate the decoupled control abilities, a special longitudinal flight 

control mission was designed for the HAWK aircraft flying along a trajectory containing 

both the conventional and unconventional manoeuvres. The trajectory, shown in Fig. 6-1, 

involves the successive motions of climb, fuselage pointing (pure pitch control with flight 

trajectory fixed), and level-attitude descent. 

The control programming was made by matching the control mission with the 

longitudinal control modes shown in Table 6-1. According to the mission, three of the 

modes: the conventional V-a manoeuvring (control mode A2), the decoupled V-y-G 

manoeuvring (control mode B2) and the V-a-8 manoeuvring (control mode B4), were 

selected and then linked successively by the LIDFCS to form the required mode-shifting 

control. 

During the control, the spoiler was modelled as the nonlinear Spoiler Model One 

(given by (2-31), (2-32) and (2-33)). The coefficients of the desired model generators 

were made the same as that of the close-loop pole polynomials shown in Table 5-1. 

6.3.3 Simulation of the flight control and trajectory 

The flight trajectory generated by the programmed control is shown in Fig. 6-

1(a). It can be divided into the following three manoeuvre segments relating to the 

selected control modes: 
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Segment 1 (t: 0~10s) is a fixed rate of climb from the conventional control A2, with the 

output control variables V and a being controlled from the balanced flight state 

(Ho=500m, Vo=189m/s, a=0o) to the objective state (Ho=710m, Vi=199m/s, a=lo). The 

manoeuvre shows the conventional coupling relation between the attitude (pitch angle G) 

and the trajectory (path angle y). 

Segment 2 (t: 10s~30s) is the level-off fuselage pointing generated by employing the 

unconventional control mode B2, with the output control variables as V, y and 0. During 

the process, the flight was firstly switched from the climb-up to a constant height keeping 

(H=710m) by shifting the control from the mode A2 to B2 and defining the objective 

output variables V=189m/s, y=0° and 6=4.0°. Then a separate pitch angle control was 

performed by the mode B2 to change 8 from 4.0° to 8.0° while augmenting the flight 

trajectory vector as constant (V=189m/s, '̂ ^=0°). 

Segment 3 (t: 30s~53s) is the level-attitude descent with different rates. It involved a 

shift from the control mode B2 to the control mode B4 with the objective output variables 

V=189 (m/s), a=6° and 6=0°. Then the descent rate was halved by separately controlling 

the incidence a from 6° to 3°, while augmenting the other output variables as constant. 

The simulation continued until the aircraft reached the height of 400 meters. 

Table 6-2 contains a detailed summary of the flight simulation broken down into 

10s manoeuvre blocks. 

Table 6-2 Simulation Summary 

Seg.No. Time (s) C. Mode Output Variables Seg.No. Time (s) C. Mode 

V(m/s), Y(°), a(°), 8(°), H 

1 0-10 A2 189- 199 0 - 1 1 . 8 0 - 1 0 - 12.8 500-710 

2 10-20 B2 199- 189 11 .8 -0 1 - 4 12 .8 -4 710 

20-30 B2 189 0 4 - 8 4 - 8 710 

3 30-40 B4 189 0 - - 6 0 - 6 8 - 0 710-530 

40-53 B4 189 0 - - 3 0 - 3 0 530-400 

The time histories of the three angular variables y, 0, a during the whole 

controlled manoeuvring are presented together in Fig. 6-l(b), which clearly shows the 

progress of the control shifting and the resulted angular decoupling effects. Fig. 6-1(c) 

gives the simulation result of the path velocity V. Fig. 6-l(d) and (e) show the variation 

patterns of the three control variables, 5e and 8̂ , and 5sp, respectively. 
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6.3.4 Analysis and summary 

It can be seen from the simulations that following the programmed mode-shifting 

control, the LIDFCS commanded the logical deflections and changes of the control 

variables (Fig. 6-l(d), (e)) and gave out the precisely decoupled controls on the output 

variables of interest (Fig. 6-l(a), (b)). Due to the engine dynamics delay in the thrust 

response, which was modelled as the first-order lag element in Chapter Five, and the 

constraints on both the Simax and 5tmax (Appendix A.5), the flight path velocity was 

controlled and augmented in a slow mode and was occasionally affected by the violent 

spoiler controls (Fig. 6-l(c), (d)). 

Considering the fast acting feature of spoilers, it is apparent from the simulations 

that while working within their control authority, spoilers are able to provide effective 

and separate control on the path angle y. Combining this with the separate velocity and 

attitude controls using the conventional control devices provides aircraft the unique 

decoupling control ability and, therefore, enhanced manoeuvrability. 

It is considered that the fuselage pointing manoeuvre will enhance the air-

superiority of a fighter during combat, or will improve the attitude handling and 

augmentation during the landing. While the direct force manoeuvre (flight trajectory 

control with fixed attitude), as shown in the segment 3, will considerably improve the 

manoeuvrability of a modern aircraft and be used for the flight missions such as air-

refueling, formation, taking off/landing and air-superiority. 

While used for these manoeuvres, spoiler control effectiveness is mainly decided 

by its lift coefficient CLSP- It can be seen from the simulation (Fig. 6-1(b), (e)) that for 

the nonlinear spoiler model with the gain K p -0.46 and an upper deflection limitation of 

90°, in a balanced flight at a Mach number of 0.6, up to 8° of separate a (or y) control can 

be gained. 

Furthermore, to gain a quantitative evaluation of the angular decoupling control 

using spoilers, a series of the decoupling control simulations were carried out. The 

analysis was based on the nonlinear spoiler model described above with the test flight 

conditions ranging from low Mach number (low altitude) to high Mach number (high 

altitude). The simulations centred on the measurement of the balanced separate path angle 

(Y) control from the spoilers, with the pitch angle (0) being controlled by the elevator to a 

constant (e.g. =0). Due to the angular relation in the longitudinal dynamics: a =9 -y, a 

more convenient and explicit way used to show the decoupling ability was the relation 

between the separately controlled incidence (oCc) and spoiler deflection (5sp). 
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In Fig. 6-2, three ac(5sp) curves are given which correspond to the flight 

conditions of M=0.4 (H=100m), M=0.6 (H=1000m) and M=0.8 (H=6000m), 

respectively. 

It can be concluded from the analysis that (1): due to the nonlinearity in CLSP (2-

31), the relation between ag and 5sp is generally nonlinear, with decreased control 

effectiveness at the higher deflection angles, (2): the spoiler control effectiveness varies 

with the flight conditions, increasing as the Mach number increases, with the maximum 

ttc around 11°. 

In addition, Fig. 6-2 provides a way of defining the pre-set deflection angles of 

spoilers in some control applications, as shown in late studies. 

6.4 Spoiler Control Application — Case Two: Fast Deceleration Control 

The spoiler effectiveness in providing drag enhancement is mainly determined by 

its drag coefficient CQSP. from its design and configuration on a wing, and has been 

demonstrated in the previous modelling and simulations. Generally speaking, when 

spoilers on wing surfaces are fully deployed (e.g. 90° upwards), a substantial drag can be 

expected.. 

The task here is to use this feature effectively, through the LIDFCS system, for 

the fast deceleration control demanded by some mission objectives. Examples are 

superior deceleration manoeuvre for advantageous positioning, and distance shortening of 

a landing approach. In this study, the control mode B1 was used for commanding a highly 

decoupled y-Q manoeuvre, giving large deflection of spoilers, so that high drag can be 

acquired for fast deceleration along the flight trajectory. During the progress, the thrust 

was separately set or controlled to specified values. 

Based on the HAWK flight simulator, simulations were carried out for the 

evaluation of the spoiler control and to compare it with the conventional thrust control in 

the aircraft deceleration. A typical example was shown in Fig. 6-3 where the control 

mission was to decelerate the HAWK in level-off flight (Ho=400m) in the quickest way 

and using the possible extreme control means. The time duration was 20sec.. 

Four control cases are presented: 
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Case A: used the conventional thrust shutting-off with a dynamic lag of ^Q ^ and the 

constraints 5tmax ^0 and iSimax' ^0.2. (Fig. 6-3 Case A) 

Case B; was the fast deceleration control using the NID control mode Bl , with the 

Spoiler Model One ((2-31), (2-32) and (2-33)) and the drag gain coefficient of Kd=-0.05. 

The balanced spoiler deflection was -50°, gained by commanding the output control 

variables y and 6 to 0° and 8°, respectively. (Fig. 6-3 Case B). 

In principle, a manoeuvre like this can make full use of both the large spoiler drag 

and the nonlinear lift-induced drag of the aircraft, while keeping the trajectory direction 

constant. 

Case C: was similar to Case B but doubling the gain Kd to -0.1. (Fig. 6-3 Case C), 
resulting in the balanced deflection of 8 s p = - 4 2 ° . 

Case D: was similar to Case B but using the Spoiler Model Three (linear models (2-35), 

(2-36) and (2-37)) and the derivative C = - 0 . 0 5 , giving the balance deflection angle 

Ssp=-48o (Fig. 6-3 Case D) 

In the B, C and D cases, the thrust control was programmed to be the same as the 

Case A. 

Remarks: comparing Case A with Case B, it can be seen that the use of the nonlinear 

spoiler gains nearly double the deceleration of the pure thrust control (with the average 

deceleration -2.3 (m/s^) vs the thrust deceleration -1.26 (m/s^)). This in turn brings a 

flight distance shortened by about 220 meters in 20 seconds. 

As expected, the decelerating capacity is dominated by the spoiler drag 

coefficient. As shown in Case C, the increase of the drag coefficient enhances the 

deceleration with the average deceleration raising to -3.1(m/s^). However, the best 

deceleration control comes from the use of the linear spoiler (Case D) where the 

maximum deceleration is reached as -3.32 (m/s^). Considering the drag gain in this case 

was only half of that in Case C and the same as Case B, the unexpected incidence effect, 

as modelled in (2-25), on the spoiler drag coefficient, seems great. 
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So conclusions can be drawn as: (1) under appropriate controls, spoilers are able 

to provide substantial drag for enhancing the deceleration control of aircraft, thus 

improve the performance levels. (2) the deceleration control of spoilers is mainly 

dependant on the drag coefficient C D S P and can be heavily influenced by the incidence-

induced nonlinearity. In this sense, the increase of the drag coefficient and the reduction 

of the incidence effect seem the two major ways of enhancing the deceleration 

effectiveness of spoilers. 

6.5 Spoiler Control Application — Case Three: Gust/Turbulence 
Alleviation for Improving Safety and Ride Quality of Aircraft. 

6.5.1 General remarks 

Apart from the applications for manoeuvre enhancement, spoiler control can also 

be very useful for the control augmentation of aircraft flying into a strong disturbance 

atmosphere. According to the objectives, two kinds of augmentation cases regarding the 

use of spoilers can be defined, namely Gust/Turbulence Alleviation and Microburst 

Alleviation, respectively. 

The atmosphere through which an aircraft flies is constantly in turbulent motion. 

The velocity field within the atmosphere varies in both space and time in a random 

manner. The winds and wind gusts created by the movement of atmospheric air masses 

can degrade the performance and flying qualities of an aircraft, they may also cause 

damage to the aircraft structure subject to the continuous changes in loads from the gusts. 

Another important effect of gust/turbulence is on the ride quality of an aircraft. Turbulent 

motions result in accelerations which are experienced by passengers and crews as 

unpleasant effects. 

The effect of vertical gusts on an aircraft, for example, can be seen through the 

transformation of the gust velocity onto the body axes, so a gust-induced incidence is 

formed as; 

ag=tan-l(-WgAJo) (6-1) 

Here Wg is the vertical gust velocity along the positive body axis, UQ is the 

equivalent flight velocity along the body axis. Due to the gust-induced incidence, (also 

dg = -qg, if the length of the aircraft is taken into account), the whole force and moment 

equations, hence the motion, of the aircraft are affected. 
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To alleviate the influence of turbulence is to effectively counter both the force and 

moment changes exited by the gust. The general principle of gust/turbulence alleviation 

control (GTAC) can be described as: a number of specially located sensors give the effect 

measurement to a controller. The controller commands appropriate deflections of control 

devices to effectively, and almost simultaneously, generate additional aerodynamic forces 

and moments to cancel the acceleration caused by the gusts. 

However, one of the fundamental problems with most GTAC systems using 

conventional control techniques is that, when a gust has been sensored, the system cannot 

take action instantly until it is too late to achieve much effect, or sometimes the delayed 

action may lead to even an adverse effect during a sudden change in the gust direction. 

Clearly, to avoid those defects demands innovative control designs and, more important, 

the adoption of fast and direct force control devices, such as spoilers. 

Here, combined with the LIDFCS, a controller utilising spoilers for 

gust/turbulence alleviation was designed and its effect was evaluated by the simulations 

of the control of the HAWK aircraft approaching an airfield before landing and 

encountering a low-altitude turbulence. 

6.5.2 Turbulence model 

In the turbulence simulation, a non-Gaussian vertical atmospheric turbulence 

model (REEVES et al, 1971) was used. The model consists of the addition of Gaussian 

and modified Bessel processes, and hence has a more realistic turbulence spectrum and 

contains more large gusts and longer relatively quiet periods. Fig. 6-4 shows a simulation 

structure of the turbulence model used by PESMAJOGLOU (1989). 

The turbulence used in the simulations is shown in Fig. 6-5(a), with the 

parameters Ow=2.0 (m/s), Lw=100(m), R=1.0 and the distribution on the distance scale 

the same as used in the simulation. According to the specification in Mil-F-8785c, this is 

equivalent to a low-altitude moderate turbulence case. 

The turbulence model was introduced into the HAWK flight simulator through the 

link of the package 'HAWKSIMl' with the package for the turbulence generation 

'TURBUL'. The vertical gusts VwG generated by TURBUL were directly input as a 

disturbance into the simulations through the following relation: 

VD(t)=VKD(t)-VwG(0 (6-2) 
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where the 'frozen turbulence' assumption was used so that a space/time transformation 

was taken for the gust velocity VWG(X), V D is the vertical velocity of the aircraft relative 

to the air and Vkd is the vertical velocity relative to the earth. 

The in-turbulence flight performance was evaluated by the following time-

average error derivative index; 

JlEy; = ]Lk)fi(kT) -ydj(lcT'))2 (6-3) 
T^k=ki 

where y, is an output variable, which was chosen from the output control variables of 

interest, including the normal acceleration Anz as a measure of aircraft ride quality, yji is 

the desired trajectory of the variable, T is the time step, Ta is the evaluation time duration 

(Ta=(k2-ki)T). 

6.5.3 Controller design 

The design was based on the LIDFCS. For augmenting the longitudinal flight in 

turbulence, the trajectory and attitude are among the most important variables to be 

stabilised, so the output control variables of the most interest were defined as V, y and 6. 

Consequently, the mode B2 was chosen as the principal control mode. 

An important measure concerning the increase of spoiler control authority is the 

off-set of its balanced deflection before entering a turbulent field, for effectively 

countering the gusts from both directions. The pre-set can be decided by estimation of the 

possible maximum gust and is constrained by the deflection scope. In this study, a way of 

defining the off-set angle was: 

1) Estimate the possible maximum gust incidence lagmax'. by (6-1) from 

the peak gust velocity. 

2) From Fig. 6-2, find the balanced spoiler deflection angle corresponding 

to the incidence. 

3) Set the off-set angle 5spo to approximately that angle by commanding 

ac=lccgmaxl prior to the turbulence encountering. Clearly, for countering 

the gusts from both directions, 5spo should be constrained by half the 

maximum spoiler control effectiveness. So when -90° < 6gp < 0°, for the 
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linear spoilers, there is -45° < < 0°, while for the nonlinear (sine 

function) spoilers, there is -30° < < 0°. 

According to the method, for the turbulence shown in Fig. 6-5(a) with the 

maximum gust IVwCmax' < 6m/s, an appropriate off-set angle, based on Uo=100m/s and 

Wginax= 6m/s, was determined as 6spo=-25°, corresponding to a command occ of 4°. 

6.5.4 Simulation of in-turbulence flight 

The simulations for the in-turbulence flight and control, mostly at low altitudes 

and low-speeds simulating the approaches before landing, were carried out. The example 

shown next is the simulation of HAWK aircraft flying at a super-low altitude of H=100m 

with a low airspeed of lOOm/s (360km/h) and encountering a turbulence as shown in Fig. 

6-5(a). The simulation was programmed as the following: 

Starting from a balanced flight at Ho=100m, Vo=185 (m/s), the aircraft was 

firstly controlled, using the mode Bl, to perform a fast level-off deceleration 

flight till reaching a desired approaching airspeed of V=100(m/s), and then it 

began a level-off flight at the designed low-speed, with an incidence of ao=4o, 

for balancing the lift. This plus the extra incidence ac=4° for the off-set of the 

spoiler decided the desired output control variables as Yd=0°. 8d=8° and 

V(j=100 (m/s), for the control mode B2. Fig. 6-5(b) shows the desired 

trajectory. 

The whole simulation time was Tiotal =120s. The turbulence was introduced 

into the flight from t=50s and the in-turbulence flight duration Ttur(=Ta)= 60s. 

Three cases of control and augmentation were applied to the in-turbulence flight 

and their effects were compared to each other. The three cases are: 

Case A: programmed flight without control augmentation, with the control inputs pre-set. 

Case B: integrated pitch and velocity control augmentation (IPVCA), using the control 

mode Al. 

Case C: integrated pitch and trajectory control augmentation (IPTCA), using the control 

mode B2. 
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Evaluation: Table 6-3 summarizes the evaluation results using formula (6-2), for the 

three control cases in the interesting output variables V, y, 6 and Anz. The comparisons of 

the time histories of Y(t) and V(t) are shown in Fig. 6-5(c) and (d), respectively. The 

trajectory derivations are compared in Fig. 6-5(e). The spoiler control output is presented 

in Fig. 6-5(f). 

Table 6-3 Gust/Turbulence Alleviation Comparisons 

Case Type JEV JEY JEG JfiAnz 

A 100 100 100 100 

B 9.6 3 0 0 0 . 4 2 178 

C 10.4 8.2 0 . 4 2 3 0 

(Ta=60.0s, in ratio form%) 

6.5.5 Analysis and summary 

It can be concluded from the above evaluation that the use of spoilers is very 

beneficial for turbulence/gust alleviation during landing approach or low altitude flight. 

From this particular test when the aircraft flies into a vertical turbulence with the 

maximum gust speed up to 6(m/s) (medium turbulent strength), using the nonlinear 

spoiler control gives a nearly perfect augmentation in both the trajectory (V, y) and the 

pitch attitude (6). These in turn enhance the ride quality reflected in the J E A H Z evaluation 

(by an average of 70% improvement over the non augmentation case) and the flight 

safety shown in the height deviation (see Fig. 6-5(e), IAHcp-pl<3m, compared with lAHap. 

pmaxl=20m and IAHbp-pmaxl=17m), thus considerably improving the low-altitude flight 

performance of the aircraft. 

From the spoiler control shown in Fig. 6-5(f), it can be seen that the off-set angle 

of the spoiler enabled the spoiler to work within an increased control authority and 

therefore to effectively counter the modelled gusts. Further investigation in this aspect 

showed that while the off-set angle was made at half the maximum projection height 

position (sin(5spo)=0.5, 5spo=30°), maximum force cancellation, hence an improved 

alleviation, could be achieved. 

Also, the simulation shows that the conventional IPVCA has actually caused a 

deterioration in the y and Anz deviations, and therefore is not ideal for turbulence/gust 

alleviation. This adverse effect is mainly due to the delay in the force variation from the 

conventional moment control using the elevator. In addition, from the Case C control 

using the spoiler, it can be observed that the derivations in y and H were mainly caused 
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by the maximum negative gusts at t=73.5s (X-9000m), where although the spoiler 

deflection appeared working within its control authority, the delay in the spoiler actuator 

40 
dynamics (modelled as ) had actually made the cost. This plus the spoiler control 

s + 40 
pattern in Fig. 6-5(f) make it clear that in order to keep the control up with the random 

and fast gust changes, very powerful and fast (with negligible time-delay) servo dynamics 

for spoiler control are demanded. 

6.6 Spoiler Control Application — Case Four: Low-Altitude Windshear/ 
Microburst Alleviation for Improving Landing/Take-Off Safety 

6.6.1 General remarks 

Different from atmospheric turbulence which constantly occurs within a 

considerable large region of space and time, and includes relatively small gust scales, 

wind shear is defined as local, transient change in the wind vector which brings a rapid 

and highly influential change in the airflow over the aerodynamic surface of an aircraft. 

A form of wind shear which is of particular concern to flight safety is the 

microburst, in which a large mass of air is propelled downwards in a jet form, from some 

convective fields and/or a rapid build-up of small weather cells (see Fig. 6-6). An intense 

microburst can produce about 70m/s (ISOmph) horizontal winds as well as 20m/s 

(48mph) down flows at tree top levels. Such a violent and invisible change in wind 

velocity presents the greatest danger to aircraft flying at low altitudes and at low speeds. 

It is believed to be the real cause of many aircraft accidents during landing and take-off 

phases, e.g. the crash of a Boeing 727 at JFK airport in NewYork in June 1975 

(McLEAN 1991). 

Following the effective gust/turbulence alleviation using spoilers, a special spoiler 

control for control augmentation and microburst alleviation, for aircraft penetrating a 

severe microburst during approach to landing, was designed and evaluated by simulation. 

The control programming is characterized by direct countering of the microburst impacts 

using the fast and direct force control from spoilers, and differs from most of the prior 

studies concerning microbursts where emphases were put on avoidance and escape 

procedures. (MELO, 1991) 

6.6.2 Modelling of low-altitude microbursts 

A series of microburst models and simulations were presented at the NASA 

Workshop on Wind Shear/Turbulence Inputs to Flight Simulation and System 
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Certification (BOWLES & FORST (Eds.), NASA CP2474, 1984), including a further 

developed analytical microburst model addressed in detail by BRAY. A three-

dimensional analytic microburst model ,based on boundary stagnation flow analyses, was 

proposed by OSEGUERA and BOWLES in 1988. A similar but simplified two-

dimensional microburst model was studied by MELO & HANSMAN (1991) and applied 

to their simulations on the lateral control manoeuvres of aircraft for microburst 

avoidance. 

The two-dimensional microburst model was used in this study. The data of the 

maximum intensity horizontal and vertical velocity profiles referred to the Andrews Air 

Force Base event in 1983, which was believed to represent a worst case with the 

maximum horizontal velocity Vumax= 27m/s and the maximum vertical velocity Vwmax 

20m/s. Fig. 6-7(a) shows the model and its distribution on the distance scale for the 

simulation. 

6.6.3 Controller design 

The control design and simulations were based on the LIDFCS and the HAWK 

simulator. The nonlinear spoiler model for HAWK, Spoiler Model One, was used. As in 

the turbulence cases, the control mode B1 was firstly used for the deceleration control 

prior to the landing approach and for an off-set of the spoiler angle. 

As distinct from the turbulence cases, the off-set angle 5spo for microburst 

alleviation is purely decided by the worst negative incidence agmax which may result 

from a microburst. This arises from the special velocity profiles of the microburst model 

shown in Fig. 6-7(a), where the most influential and dangerous impacts to aircraft result 

from the wind-shear induced agmax- In the case of the balanced flight path velocity 

Vo=120 (m/s), from (6-1) the worst incidence resulting from the microburst in Fig. 6-7(a) 

could be approximately estimated as: 

So to effectively counter the microburst while stabilising the attitude at the same 

time, an equal valued positive incidence control should be made by the spoiler control, 

i.e. ac=-agmax- However, referring to the cXc(5sp) curves in Fig. 6-2, this occ is actually 

beyond the maximum control which the spoiler is able to offer. Also, it is considered not 

practical in real flight to set up such a high incidence prior to the microburst which, plus 

the possible balanced incidence ag, may easily cause flow separation and flutter. By 
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trade-off, in the simulations, ttc was chosen as 7.5°, corresponding to the off-set ^po=-

70O 

6.6.4 Simulation of microburst penetrating flight 

The simulations of the penetrating flight through the microburst were 

programmed as the following: 

Stage 1: starting from a low altitude balanced flight of the HAWK at 

Ho= 1000m, Vo=193m/s. 

Stage 2: decelerating the flight from VQ to the desired descent speed 

V(i=120m/s. 

Stage 3: performing the landing approach following the desired gliding 

trajectory with the output variables as: Vd=120m/s (268 knots) and Yd=-3o, 

which correspond to a descent rate of Hd=6.3m/s. 

The desired trajectory is shown in Fig. 6-7(b). The microburst was introduced to 

the approach process through the variables Vwg(X) and Vug(X), with the microburst 

centre located at X=8900m from the start point of the simulations. The whole simulation 

duration was 100 seconds, with the deceleration time automatically set by the reach of the 

desired approaching speed (V(i=120m/s, t=22s). The desired terminal height was 

Hdt=500m. 

Similar to the turbulence alleviations, the three control cases described in 6.5.4 

were applied to the simulation stage 3, respectively. This allows the comparison of the 

microburst effects and alleviations. 

Evaluation: Table 6-4 summarizes the maximum deviations from the desired trajectory, 

in the principal state variables of H, X, V and y, in the three microburst-penetration 

flights. While Fig. 6-9(b), (c) and (d) present the comparisons of the trajectory H(X), the 

path velocity V(t) and angle 7(t) between the three cases, respectively. Fig. 6-7(e) shows 

the time history of spoiler control output. 

Table 6.4 Max. Deviation Comparison 

Case A Case B Case C 

IdHlfnax Cm) Impact (t=94s) 150 30 

IdXIjnax (rn) Impact 2470 610 

IdVmax' (m/s) Divergence 1.3 2.6 

Idymaxl (®) 24 9.5 3.5 

1 5 2 



CHAPTER SIH 

6.6.5 Analysis and summary 

From the simulations and evaluation, it can be seen that severe microbursts are 

indeed a great threat to aircraft flying at low altitudes and low speeds, e.g. take-off and 

landing phases. Even for the aircraft like HAWK which has a very desirable natural 

stability at low altitudes (see Chapter 3), without augmentation and precaution measures, 

the worst microburst as simulated may still result in more than 500 meters loss in the 

height from the desired flight trajectory halfway to the touchdown and the large 

divergences in the major variables. This is the state concerning both the height and 

stability losses therefore there is no doubt it is one of the highest dangers to both 

commercial and military aircraft. 

Although the conventional augmentation control using the elevator and thrust 

brought considerable improvement in the stability of the penetrating flight, the most 

beneficial control augmentation came from the introduction of the spoiler, attributing to 

its unique control effects on the direct suppression of the force impacts of the microburst 

and on precise trajectory keeping. By appropriately choosing the control mode and off-

setting the spoiler deflection angle (-70° in this case), use of the spoiler control gave a 

good and almost deviation free augmentation in H, V and y, and substantially improved 

results over the conventional control, therefore improving the safety and performance 

levels of aircraft. 

The evaluation of the spoiler control output Fig. 6-7(e) suggests the further off-

setting of the spoiler may bring an even better augmentation result. However, due to the 

deceleration process in aircraft landing which normally has already resulted in some 

incidence for balancing the lift loss (considering L=l/2pV%CL(M, a , 5sp)), further off-

set of the spoiler will meet the constraints of both the wing stall and the control 

effectiveness of spoilers due to the nonlinearity. The situation may be improved while 

using a linear spoiler (as Spoiler Model Three), combined with auxiliary lift devices, 

such as flaps, to set up an ideal off-set angle of the spoilers prior to microburst 

encounters. 

6.7 Concluding Remarks 

It is considered that the ultimate aim of this spoiler study is for the active control 

of modern aircraft in order to enhance performance levels. From this view point, effort 

has been devoted to the investigation of the flight control applications where spoilers may 

be practically useful. The applications mentioned above range from the use of spoilers for 

manoeuvre enhancement (by providing the unique decoupling control abilities) to fast 
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deceleration control (by the special combination control), and to the alleviation of some 

severe atmospheric disturbance (making use of the effective trajectory control 

augmentation). These are believed to be only part of the possible spoiler control 

applications, however they clearly demonstrate the effectiveness and potential of spoiler 

control for present and future aircraft. 

All these applications rely on the fact that spoilers can rapidly provide large 

effects on lift and drag force. This gives the use of spoilers a big advantage over the other 

conventional flap-style control surfaces such as the leading and trailing flaps, especially 

for the alleviation of disturbance caused by gusts or microbursts. 

However, use of spoiler control also brings demands for special control designs 

and measures, due to the spoiler's unique properties and geometrical features, aimed at 

making the most use of its control potential. It has been demonstrated by various 

applications that the NID control and LIDFCS provide a flexible and effective frame for 

the use of spoilers for different control missions. As far as the deflection angle constraint 

is concerned, the study proposed a method for the setting of the off-set angle of spoilers 

according to the curves relating separately controlled incidence and the spoiler deflection 

angle. The technique has been proven efficient and successful, at the cost of a partial loss 

of the thrust. 

It is important that, for most applications, the spoilers are driven by very powerful 

and fast servos. According to the simulation, the spoiler angular velocity in the gust 

alleviation case might reach 700% or greater. Doubtless in practice the use of such high-

bandwidth servo mechanisms will bring some unexpected problems to the system. In this 

aspect, further studies are needed. 
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Figure 6-l(c) Control of flight path velocity 
(m/s) 
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Figure 6-l(e) Spoiler control output 
(deg.) 
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Figure 6-3(a) Deceleration: comparison of velocity responses 
(m/s) 
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Figure 6-4 Simulation structure of a non-Gaussian atmospheric turbulence model 

(PESMAJOGLOU, 1989) 

WIDEBAND 
GAUSSIAN 

WHITE NOISG 
SOURCES 

0,(0 Ha(co) 

Hb&)) 

R 

VL + R2 

1 
"cCO Hc((0) 

ill +r2 

Wa(t) 

where the filter functions Ha, Hy and He are so chosen that they give the desired output 

spectrum. R is a parameter for modifying the contours of the output turbulence. For the 

vertical turbulence, there are; 

Vertical Model Constants 

Ha Hb He 

a V V V 

2Lw 2L^ Lw 

b —a^-\/l28 0 
i-'W 

c 1 , — V 
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where V is the mean airspeed, Lw is the integral scale length, Cw is the standard deviation 

c + ds 
of the gust velocities, and H(co) 

(a + s) 2 • 
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Figure 6-5(a) Turbulence model and distribution 
(m/s) 
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Figure 6-5(c) Comparison of path angle responses 
(deg.) to the turbulence 
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Figure 6-5(e) Comparison of flight trajectories in H-X plane 
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Figure 6-6 Phenomena of low-altitude microbursts 

(MCCARTHY, NASA CP 2474 , I 9 8 4 ) 
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Figure 6-7(c) Comparison of path velocity responses 
(m/s) 
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Chapter Seven 

ADAPTIVE CONTROL OF NONLINEAR AIRCRAFT SYSTEMS 

7.1 General Remarks 

The work of this chapter concerns the robustness enhancement of the control of 

nonlinear aircraft systems. Based on the simulation investigations on the aircraft 

responses to the disturbances resulting from the system modelling errors, an approach 

using a parameter adaptive control logic (PACL) for the robustness of the designed 

longitudinal inverse dynamics flight control system was studied. 

The importance of the adaptive control is a consequence of the following two 

facts. First, the effectiveness of the desired NID control is heavily dependent on the 

modelling accuracy of the dynamic systems to be controlled. This means that an exact 

cancellation of all nonlinear terms concerned should be obtained for the implementation 

of exactly linear control laws and system decouplings. Therefore if there is any 

uncertainty or errors in the modelling process, and hence in the inverse dynamics 

formulation, the cancellation would not be exact and so the resulting control might not 

meet the design specifications. The second fact is that it has been increasingly difficult to 

model precisely a modern aircraft with increased dynamic ranges and flight envelopes, 

nonlinearities and complex aerodynamics. 

Moreover, the issue could become even crucial in some worst cases where a stable 

model based NID is applied to the controlled aircraft which is naturally unstable (as for 

the relaxed static stability cases), as later shown. 

Upon the analysis of the key stability factors in aircraft longitudinal modelling, a 

parameter adaptive control algorithm for the robustness of HAWK control under the 

parameter error-induced disturbance was developed. It referred to the newly developed 

adaptive control theory for a class of linearizable control systems (SASTRY &ISIDORI, 

1989) and was combined with the LIDFCS design. Simulations of flight controls under 

some worst modelling cases of the aircraft dynamics are presented, showing the 

effectiveness of the adaptive control in the enhancement of aircraft control and stability. 

7.2 Adaptive Control Based on NID Design — Recent Theory Revievŝ  

The NID-based adaptive control aims to solve the following problem: suppose a 
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nonlinear system described as (5-1) has the system dynamic matrix A(x) and the control 

matrix B(x) as: 

J\(x:)== GVi./ii(x) ("7-1) 
1=1 

and 

B(x)= XeBBj(x) (7-2) 
i=l ' 

where 0^. , i=l,..., ni; 8g., "2 are unknown parameters and the Ai(x) and Bj(x) are 

known functions. And at time t, we have the estimates of A(x) and B(x) which take the 

forms: 

A(x)= EeA.Ai(x) (7-3) 
1=1 ' 

and 

B(x)= ZeB.B;(x) (7-4) 
i=l ' 

Here G/̂ . and stand for the estimates of 0A. and 0g.. 

For a SISO system with the relative order r, ideally there is: 

LBC = LBLAC=-=LBLA'~^C = 0; LBLA^'^C^^O (7-5) 

and, according to (5-5) and (5-7), the state feedback control can be written as: 

("LA ' ^C-H v ) 

L B L A ' - > C 
" = . • r - l r (7-Q 

where the control law v for model-tracking is, from (5-12), 

'v = ym*^+ocj(yn,'^~^-y"^ ^)+"-+a.i(ym-y) (7-7) 

On the other hand, the feedback control based on the inaccurate model (7-3) and 

(7-4) yields: 
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u = 
( - L / C + v) 

LbLA^-'C 
a -8 ) 

and the implementation of the tracking law v: 

V - ^C)]+-"+ai(ym - y ) ( 7 - 9 ) 

where LA^Cand LgLA^ ^ denote the estimates of L a ' C and L b L a ' " ' ^ resulting from ( 7 -

3) and (7-4), 

LA 'C:= L ^ ' C 

L B L A ' - ' C = L J L ^ ' - ' C 

i=l,...,r ( 7 - 1 0 ) 

( 7 - 1 1 ) 

Some examples are as: 

r—1: L - C — X ^ A J L - A J C L - C — Z G g L g C A . , "i "i 1=1 ^ j=l 

r=2: 

and so on. The development of the preceding section could easily be repeated if we define 

each of the parameter products to be a new parameter. 

Define 8 e 91̂ ^ as the K (generally K is large!) component vector of parameters 

^Ai'^Ai^A , ..,8Ai - ^A '^A; • • • • Q a - • Thus, for example, if r=3, the 0 
V y !-V- ' 

r r-1 

/ 0 \ 

denotes 

v"iy 

n! 

contains 8A.( ),eAi0A:( ^ XQAi^AjQA.C „ ),6A;8A:8b;( 
' ni ; ' J I ni i ' > " \^njy ' J ' 

/ o \ 

Define 0 (t) as the estimate of 0 . 

), where 
^ m^ 

( n - m ) ! m ! 

Due to the inaccuracies in the modelling ((7-3), (7-4)), there will not be an explicit 

linear relation between y*" and v (y'"=v in accurate modelling cases), rather it is replaced 

by the following relation as far as (5-2) and (7-8) are concerned: 
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y ' = L / C + LBL/-^Cu 

Based on (7-7) and (7-12), the tracking error equation for e=y-ym in the existence 

of parameter uncertainty becomes: 

e^ + oĉ ê  4̂- -(-(Xj-e 

= LA'C + t B ^ ( _ L . r c + v ) - v 

f—L? v) 

B A 

: = 0 ' W i + ( D ' W 2 = 0 ' W ( 7 - 1 3 ) 

= ( L a ^ C - L ^ ^ C ) 4 - ( L B L A ^ - ^ C - ^ 
B A 

where 0 : = 0(t) —0,W=[Wi+W2], Wi comes from the mismatch between the ideal 

linearizing law and the actual linearizing law and W2 is from the mismatch between the 

ideal model following control v and the actual tracking control v. 

So the effect of parameter uncertainty in system modelling is explicitly expressed 

by the introduction of the stimulating item O'W into the tracking error equation. The 

adaptive control logic for SISO systems is based on the following theorem. 

Theorem (basic tracking theorem for SISO systems with relative degree 

greater than 1; SASTRY and ISEDORI, 1989): 

Consider the control law of (7-8) and (7-9) applied to an exponentially 

minimum-phase nonlinear system with parameter uncertainty as given in (7-1) 

and (7-2). 

If ym'yiii'""'ym^'^~'^ are bounded, is bounded away from zero, 

A, B, C, LA^Care Lipschitz continuous functions of x, and W(x,0) has 

bounded derivatives in x, 0 , then the parameter update law 

6 = ^ ( 7 - 1 4 ) 

with 
C = L~ks)W = M(s)W (7-15) 

170 



CHAPTER SEUEN 

yields bounded tracking (i.e. x is bounded and y —> y^jas t 

Here: L-l(s) = M(s) =— A with the stable poles defined by tti 
s + a%s +-"+ai. 

and W is as defined in (7-10). 

Parameter update procedure 

Based on the theorem above, a parameter update procedure was developed and 

applied to the parameter adaptive control in the LIDFCS. The major steps of the 

procedure are summarised as: 

1) Define a proper polynomial L(s) = S*" + aiS"""̂  + + ar, so M(s) = L-l(s) is 

strictly proper and stable. In many cases, a; (i=i...r) can refer to tti (i=i..j) in (5-

15) for the desirable pole assignment. 

2) Define the error equation (7-13) (key step!) according to specified 

parameter adaptations. 

3) From the error equation, get the mismatch regressor W and then the 

intermediate variable ^=M(s)W. 

4) From the measurement e=ym-y, use of the normalized gradient-type 

algorithm (7-14) gives the update law: 

i + S t 

5) In the case of 9 being constant or its variation being negligible in the 

updating process, we have; 

8 = 0 

so an update computation of 0 can be made through: 

8k+I =8k 

6) Go back to step (3) for the iteration. 
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7.3 Effects of Modelling Uncertainty on Flight Control and Stability 

Combined with the LIDFCS, some worst effects from the system modelling were 

studied by simulations. 

7.3.1 Modelling errors in the longitudinal moment equation 

As the pitch attitude dynamics of an aircraft are directly connected with the 

moment equation of the longitudinal dynamics, special attention was drawn to the 

modelling errors in this equation, which, in this study, has the form as: 

" - * 4-(:\nc:(iVI)0C4hC;n,5,(IVl)f)e + 
2 I y y 

J 
41 

+—pVSc^(Cmq(M)q + Cma(M)a) 
yy ( 7 - 1 6 ) 

The importance of the equation and its influence on aircraft dynamics and 

stability can be recognised by the following; 

1. In conventional aircraft and flight, equation (7-16) governs the highly 

influential short period mode of the aircraft's longitudinal dynamics, hence its change 

could affect the stability and control of an aircraft in a fast and considerable way. 

Analysis in the longitudinal approximations (NELSON, 1989) has shown that the 

stability derivatives Cmq and have direct effects on the damping of short-period 

motion while Cma, the change in the pitching moment coefficient with incidence angle, is 

directly connected with aircraft static stability and the frequency of the short-period 

mode. While in many studies these coefficients are ideally treated as constant (or nearly 

constant), in practice they are in constant variation with flight conditions. 

2. The modern active control of an aircraft may well adopt the RSS function 

(Chapter One) to gain higher lift/drag ratio. This can be achieved by reducing the static 

stability margin of the aircraft and hence may result in a naturally (statically) unstable 

(Cnia - 0) aircraft. 

7.3.2 Effects of the modelling errors — flight simulations 

Simulations were carried out to study the effects of modelling errors owing to 

inaccurate moment equation parameters for the HAWK. It was revealed, from both the 

theoretical analysis and simulations, that the longitudinal static stability derivative Cma 

could be one of the most influential coefficients for longitudinal flight. 
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Fig. 7-1(a) shows an angular tracking control for the pitch angle 6 and path angle 

y, with the aircraft model being accurately estimated but varying with different static 

stability. The control mode used here was B2 from LIDFCS to control the aircraft 

performing a decoupling manoeuvre. The three selected stability states of the aircraft 

were Cma= -0.18 (nominal, stable), Cma=0 (neutral) and Cma=0.18 (unstable). 

While Fig. 7-1(b) presents the three elevator controls corresponding to the three 

stability cases. 

Comments: Of all the three cases where accurate aircraft models were used for the NID 

computations (7-8), (7-9), LIDFCS brought precise tracking controls to both the attitude 

and trajectory. The effects from the difference in the static stability of the aircraft can be 

clearly observed by comparison of the elevator control profiles for these three cases. The 

trimming deflection tends to vary from negative to positive corresponding to the change 

of the aircraft static stability (ACSS) varying from the stable to unstable. The changes 

also brought some variation in the overshoot for the three cases (see G(t) in Fig. 7-l(a)), 

with the worst relating to the unstable case. 

An extreme yet most dangerous case from the modelling inaccuracy point of 

view in (7-16) was proposed and simulated where the aircraft was assumed to be made 

statically unstable through RSS, with the coefficient Cma=0-185, while the NID control 

applied to the aircraft was still based on the nominal stable coefficient Cma=-0.185. 

Simulation of applying the NID control to the aircraft using the control mode A1 gives 

the divergence results shown in Fig. 7-2. 

Comment: Owing to the large error in the estimation of the key coefficient in the 

moment equation, the LIDFCS failed to augment the aircraft using the designed feedback 

control and model-tracking, and hence resulted in loss of both control and stability. 

7.4 Development of Adaptive Control for LIDFCS 

In order to try to enhance the robustness of the NID control to modelling 

inaccuracies, an parameter adaptive control logic (PACL) based on the theory in 7.2 and 

the longitudinal dynamics of HAWK was designed and applied to the control 

augmentation of the aircraft in conjunction with the LIDFCS. 

At a first case, a SISO problem was formulated for the aircraft system with the 

input u chosen as the elevator and the output y as the pitch attitude (9). It can be 
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described by: suppose the aircraft dynamics have the parameter composition form of (7-

1) and (7-2), with some unknown parameters 8/^ and 6g. in the model; find a parameter 

adaptive logic (in the form of (7-15)) for the parameters which ensures bounded tracking 

using the NID control, i.e. x is bounded and y -> y^ as t 

7.4.1 PACL for parameter uncertainty in A(x) 

First, consider the case of parameter uncertainty only in the dynamic matrix A(x) 

which takes the form: 

A ( x ) = e A , A i ( x ) + e A ^ A 2 ( x ) ( 7 - 1 7 ) 

So (5-1) becomes; 

X = 0AIAI(x)-I-8A2A2(x)4-B(x)u , y = Cx (7-18) 

Suppose that 0^^ is inaccurate, thus the estimated aircraft model on which the 

NID control based is: 

x = eA,Ai(x) + eA2A2(x)-f-B(x)u , y = Cx (7-19) 

Here, 6 A 2 ( x ) can be defined to be any interesting part in the aircraft model. 

When it is chosen as part of the moment equation, referring to the HAWK model 

(Appendix), we have: 

Ai(x)=[ai(x), a2(x), a3(x), 34](x), a5(x), a6(x)]'; 

A2(x)=[ 0 , 0 , 0 ,a42(x), 0 , 0 ] ' ; 

B(x)=[ 0 , 0 , 0 , be(x), 0 , 0 ] ' , 

C=[ 0 , 1 , 1 , 0 , 0 , 0 ] ' . (7-20) 

where x=[V, y, a , q, 5 i , 5 s p ] , u = 5 e , y=6. 

PACL development: 

Since r=2, it follows from (7-9) that 

V = e + a i e + a 2 e + y + a i ( y - L A C ) ( 7 - 2 1 ) 
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From the actual model (7-18), we have: 

y = LAC = C[eA,Ai(x)] (7-22) 

y = c(eA, + C8 A, 8A, ^ 2 (X) + C9A, ( % p ) B ( x ) u 

(7-23) 

From (7-8), the control based on the inaccurate model is 

• ^ ( - L a ^ C + V ) (7.24) 
LbLAC 

where 

LA^C = C ( 8 A , ) 2 ^ ^ A i ( % ) + C 8 A , 8 A : ( ^ ^ ) A 2 ( x ) , 

(7-25) 

LglLvif: = 09/1, (7-2:6) 
' ox 

Substitute y, y and L^C in (7-21) for (7-22) through (7-26), to give the error 

equation in the form of (7-13): 

e 4- a^e + a2e = 0 W (7-27) 

where <D = W = 08^, ^ ^ p ^ A 2 ( x ) . 

7.4.2 PACL for parameter uncertainty in A(x) and B(x) 

In this case, the actual aircraft dynamics is supposed to be 

X = eAjAi(x) + 9A2A2(x) + 9BB(x)u , y = Cx (7-28) 

while the NID control refers to the following estimated model: 

X = ® A; (x) + A2(x) + 8BB(x)u , y = Cx (7-29) 

where GA^ and Gg are the uncertain parameters and Ai(x), A2(x) and B(x) take the same 

form as (7-20). 
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As in 7.4.1, define the output as 9 and the input 5^. Then we have (7-22), (7-24), 

(7-25) and 

y = C(8A, + C8A,eA2 ( ^ ^ P ) A 2 ( x ) + C 8 A , 8 B ( ^ ^ ^ ) B ( x ) u 

(7-30) 

LgLAC = C e A , e B ( ^ ^ ^ ) B ( x ) . (7-31) 

So from (7-21), the error equation for this case is: 

e + a i e + a 2 e = v - y = [<I)A2 ^ B ] 
W A 

WB 
(7-32) 

where <I>A2 = ©Aj - © b ; 

W A = C e A , ( ^ ^ ^ ) A 2 ( x ) , 
' ox 

W B = C 6 A ( J ^ ) B ( X ) ^ = c e * ( ^ ^ ) B ( X ) U , 

' dx L B L A C ' d x 

7.5 Adaptive Control of HAWK Aircraft with Uncertain Static Stability 

The adaptive control of the HAWK with uncertain static stability owing to 

parameter errors can be seen as a particular application of the PACL described above by 

which its effectiveness in the enhancement of the robustness of the NID control is shown. 

7.5.1 P A C L design for the H A W K 

As pointed in 7.3.1, the static stability of an aircraft can be decided by the 

moment coefficient Cma- Suppose this key coefficient is uncertain, the PACL 

development for the aircraft with uncertain static stability can be made as the following: 

P A C L for uncertain Cma and the known B(x) 

According to (7-18) and (7-20), define: 0a, = 1.0, Ga^ = Cma-

Since 7= a2(x) and d= a3(x), there is: 
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' ax 

So the right side of the error equation (7-27) becomes: 

0 = Cma - Cma, W= a42(x), where a42(x) = (pV^Sca) / 2Iyy. 

P A C L for uncertain Cma and B(x) 

According to (7-28) and (7-20), choose: 9^^ = 1.0, 6^^ = Cma. . 

The right side of the error equation (7-32) becomes: 

= =Cma-Cn ia . =Cm5^-Cn,5^. 

W = 
W A 

W B . La^BC 
; W A = a42 (x) , WB = b ( x ) 

V 

= b(x)u e 

where b(x) = (pV^Sc5e)/2Iyy. 

Once 0 and W are decided, the parameter update procedure in 7.2 can be 

programmed and performed. In the HAWK cases, the PACL was incorporated with the 

package 'HAWKSIMl'. For y=9, L(s) was taken the same as the pole polynomial for 6 in 

Table 5-1. 

7.5.2 Adaptive control simulations 

Based on the PACL design, further simulations were conducted on the evaluation 

of its effectiveness in the enhancement of the NID robustness. 

Fig. 7-3 shows the application of the NID control augmented with PACL to the 

HAWK with uncertain static stability. Here the initial estimate of Cma and the control 

objective were the same as that shown in Fig. 7-2. However, due to the introduction of 

the PACL, the system becomes stable and follows well the control objective, after a 

short period of initial and much reduced oscillation. 

Fig. 7-4 presents a comparison between the system performances using PACL 

and that without using PACL. Here the actual aircraft was supposed to be neutrally stable 
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with the stability coefficients Cma=0-0 and Cmge= -0.475, while the initial estimated 

aircraft model for the NID control employed the nominal data =-0.185 and the 

reduced estimate -0.2. 

From the simulation without using PACL, the LIDFCS, using the control mode 

A l , failed to control both 0 (Fig. 7-4(a)) and V (Fig. 7-4(b)) tracking the desired 

trajectories and caused several deterioration in the stability (in a violent oscillation) and 

handling of the aircraft. In sharp contrast, by applying PACL to the system, the stability 

of the aircraft was immediately restored after a short period of 'stimulating process' for 

the parameter updating and 9 and V tracked the desired trajectories. 

Fig. 7-5 shows the case where the control mode B2 (with the spoiler control) was 

applied. By comparison between the cases with and without the use of PACL, it can be 

seen that even in the presence of the extra control input (spoilers) which may stimulate 

the original oscillation, the designed adaptive control logic still works properly and brings 

an improved, robust, NID control to the aircraft. 

The update trend for the key coefficient Cmô  is shown in Fig. 7-6. It can be seen 

that at the time of gaining stability and control, the PACL also brings a desirable 

coefficient update towards the real data. It should be remembered, however, that 

according to the bounded tracking theory, matching between the model parameters and 

the real parameters during the transient period is not guaranteed, although most 

simulations in this aspect did suggest that the matching took place. 

7.6 Concluding Remarks 

This chapter summarizes the final phase of the study on the application of NED-

based adaptive control to the LIDFCS of the HAWK, in order to enhance the robustness 

of NID control. This work is somewhat preliminary yet the results have proven 

encouraging. 

A design procedure for PACL was developed and was applied to NID control of 

the HAWK. By simulating some of the worst modelling errors in the aircraft dynamics, 

the need for employing an accurately estimated system model for NID control was 

revealed. However, this demand could become less important if we combine the PACL 

with the normal NID control and gain improved robustness in stability and control. This 

is the benefit of the use of PACL. Further, from design experience, it seems that the 
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adaptive control logic can be conveniently implemented along with the normal NID 

control computations. 

Although the emphasis here has been on SISO theory and applications, it has been 

shown that in some particular cases, such as for the" uncertainty in the aircraft moment 

equation only, the PACL is applicable to the adaptive control of nonlinear MIMO 

systems. However, it is clear that for more sophisticated and multi-functional adaptive 

control of aircraft, further study of the adaptive control of nonlinear MIMO systems for 

aircraft is needed. 
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Figure 7-2(a) Angu la r t rackings a t unstable ACSS 

(deg.) (inaccurate A C model: Cma=0.185, Cma= -0.185) 

40— 

2 0 -

- 2 0 -

-40— 

-60— 

- 8 0 -

t (sec.) 

Figure 7-2(b) Response of path velocity 

t (sec.) 

181 



CHAPTER SFIIFN 

Figure 7-3(a) Angular trackings at unstable ACSS 
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Figure 7-4(a) Comparison of p i tch angle trackings 
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Figure 7-5 Comparison o f pi tch angle trackings 
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Chapter Eight 

CONCLUSIONS AND FUTURE WORK 

The theme of this research has been spoilers and their application to the active 

control of modern aircraft. A series of studies, concerning the modelling, control 

configuration and active use of spoilers in flight control, have been carried out. These 

have involved a systematic analysis of spoiler control and have clearly demonstrated that 

spoilers can be more useful than might have been expected for conventional aircraft and 

their role in the active control of future aircraft seems promising. 

There is no doubt that advanced control comes from sophisticated control law 

design and effective system development. Combined with the spoiler control issues, this 

thesis has studied and employed a number of advanced methodologies for control design 

and system development, including the range space method for linear optimal control, the 

Haniltonian minimization principle for the nonlinear two-point boundary-value optimal 

control, and the newly-developed differential geometric control theory for the design and 

development of the global model-tracking nonlinear control and its robustness. Although 

the particular emphasis was on the flight control applications of the methodologies, 

various successful routines and design procedures used in the work should certainly 

stimulate and benefit many other control studies. 

8.1 Conclusions 

8.1.1 On spoiler control modelling 

The work reported here seems to be the first attempt at generating a generic 

control model for most conventional aft-mounted spoilers. It yielded expressions for the 

coefficients of C L S P , C D S P and C M S P . I N both linear and nonlinear forms, directly from 

the experimental data. 

The work has shown that the generic model proposed does indeed provide a 

logical, practical and yet also flexible way for representing the major control features of 

spoilers. The model can be used easily in different flight control studies and system 

developments. 

As far as the modelling aspect is concerned, the model has incorporated the two 

most influential factors; the spoiler deflection angle 6sp and the wing incidence a . A 

notable discovery is that the force effectiveness of spoilers, regardless of the 
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wing/aerofoil types, is almost proportional to their projected heights. This discovery not 

only suggested the 10% WC normalized spoiler but also led to the more accurate 

modelling using the sine form. The effect of the spoiler location on the moment 

coefficient has been shown to be significant. 

It is concluded that in the use of spoilers for active control of aircraft, the lift 

coefficient CLSP and the drag coefficient CDSP are most decisive. The moment 

coefficient CMSP has some unexpected and negative effects on the control effectiveness, 

and should be confined as a minimum (e.g. by properly shifting the spoiler hinge line 

towards to the middle wing chord position). 

HAWK control simulations have shown that there are significant differences 

between the use of the linear model (Spoiler Model Three) and the nonlinear model 

(Spoiler Model One). It is therefore suggested that the nonlinear model be used 

whenever possible in order to obtain more realistic analysis of spoiler control. And 

accordingly, the effective deflection range of the spoiler is from 0 to 90®. 

8.1.2 On spoiler control effectiveness and applications 

The conventional use of spoilers is for steady braking or lift dumping, this study 

has centred on the use of spoilers for fast control of aircraft dynamics, using their unique 

ability for generating quick direct force variations. Control effectiveness has been 

demonstrated in the analysis using range space theory, in open-loop optimal control 

studies and in a wide-range of flight simulations. 

The work has shown that spoilers are best at controlling the flight path angle y and 

the path velocity V. Since these variables are closely connected to the trajectory of an 

aircraft in the longitudinal profile, it is therefore concluded that spoilers can be very 

effective at achieving changes in flight trajectory. 

Various different control application studies were carried out concerning the use 

of spoilers for the enhancement of the HAWK's performance levels, combined with the 

development of the longitudinal inverse dynamics flight control system. The studies were 

concerned with the important active control issues such as manoeuvrability enhancement, 

fast deceleration and gust/microburst alleviation, leading to the following conclusions 

regarding spoiler active control: 

1. Spoilers are able to augment stability and enhance trajectory control of aircraft, 

and may well be applied to the achievement of mission objectives for some demanding 
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superior manoeuvres, e.g. for decoupled trajectory/attitude control, and/or for precise 

trajectory augmentation control. 

2. Owing to the complexity in both the spoiler model and the nonlinear aircraft 

dynamics, advanced and sophisticated nonlinear control and the accompanying system 

development are required. 

3. Special measures, such as the pre-set of the spoiler 'neutral' angle, normally 

varying from 0° ~ -45° for linearly-behaved spoilers and 0° ~ -30° for the nonlinearly-

behaved spoilers, should be taken to exploit fully their control potential. In this thesis, a 

way of defining the neutral angle according to the relation between the spoiler deflection 

angle and the separately controlled incidence angle was proposed and has been proven 

successful. 

4. It is important to note that making the best use of spoilers requires the 

employment of fast and powerful actuators in the spoiler control channel (characterised 

by high bandwidth and negligible delay and nonlinear effects). 

8.1.3 On N ID control and applications 

A systematic study of the NID control scheme and its applications to nonlinear 

aircraft control were carried out. This yielded a sophisticated system on which various 

control mission objectives could be realized. The experience gained in the use of the 

methodology leads to the following conclusions: 

1. System development using inverse dynamics is an effective method for 

synthesizing nonlinear controllers and generating a decoupled, multi-mode control 

system for a modern aircraft. 

2. A new design procedure was found to be an efficient design routine for the 

applications of NED control and may well be used for other similar system developments. 

The procedure was based on the use of a set of principal output control variables and an 

uniform relative degree for all the control modes of interest, and involved the introduction 

of flight quality specifications directly into the controller syntheses. 

3. The design process suggested that the system parameters should be made 

changeable to adapt to changes in both the flight conditions and the mission objectives, 

e.g. the parameters of the desired models should be made adjustable to compensate for 

nonlinearities resulted from control constraints. 
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8.1.4 On nonlinear adaptive fl ight control 

It is concluded that the use of the NID based parameter adaptive control logic is 

important and can be very beneficial to the stability augmentation of aircraft and for the 

robustness enhancement of the NID control, especially in the cases where significant 

errors occur in the modelling of the controlled plant. The design procedure has also 

shown the flexibility of combining the PACL with the NID control. Although the 

emphasis was on the SISO control in this study, the simulation suggested that in some 

particular cases in flight control, PACL used can be applicable to MIMO cases including 

that both spoiler and thrust controls are used. 

8.2 Future Work 

1. On spoiler control modelling. This study has presented a systematic 

modelling procedure for a range of conventional spoilers. However, it has been realized 

during the modelling process that there is not enough spoiler aerodynamic data to enable 

the development of spoiler control model which can be confidently considered practical 

and reliable. Hence further studies on the spoiler aerodynamics are needed, with emphasis 

on the systematic and accurate measurement of all the control coefficients associated with 

a spoiler. Particular attention should be paid to the effects of spoiler moment coefficient, 

three-dimensional flow and flight conditions (e.g. Mach no. and flight height), on spoiler 

effectiveness. Moreover, owing to increased interest in the unsteady aerodynamics of 

spoilers, with which the innovative 'adverselift' is connected, there is a challenge to 

investigate the modelling and control issues for unsteady spoilers. 

2. On NID control and applications. Further work is needed on the applications 

of NID design to flight control, with emphasis on the analysis of the effects of parameters 

in the desired models, of the pole polynomials on model tracking, and on the application 

of parameter adaptation to the models for the alleviation of the nonlinear effects from 

control constraints. Additional future work in this area should focus on robustness of NID 

control, nonlinear MIMO adaptive control and the NID based H-infinity control, and their 

applications to aircraft. 

3. On flight control systems. Design and development of a full 6-degrees of 

freedom flight control system with spoilers as an active control device should be done to 

further explore the use of the spoilers on a larger scale for both longitudinal and lateral 

control. The realization of NID controllers using digital fly-by-wire control systems 

should also be studied. 
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APPENDIX 

Appendix One 

AIRCRAFT MODELLING 

A . l A 12-state nonlinear aircraft model 

When adopting a hybrid coordinate system consisting of combined wind and body 

axes, a nonlinear aircraft model with 12 states can be generated (ETKIN, 1972): 

D 
V = gsmy 

m 
d = q - q w S e c P - ( p c o s a + rsina)tanP 

P = r^ 4 - p s i n a - r c o s a 

7 = q^cos(p-r^sin<p 

9 = Pw +(qwSin9 + rwCOS(p)tanY 

¥ = (QW sin (p + R ^ C O S (p) sec Y 

q = - ^ [ M + I „ ( r2 - p2) + ( l ^ -
l y y 

p" ^xx ^xz 
-1 (L -f- IxzPq + (lyy -Izz)qr' 

f ."^xz ^zz . (N — Ixzqr + (Ixx lyy )P9 

qw = (L - mgcosy cosip) 
mV 
1 

% = 
mV 

(-S + mg cosy sin (p) 

Pw = pcosacos(3 + (q-d)sinP-l-rs inacosP 

(a-1) 

where V is the flight path velocity, a is the incidence (angle of attack); P is the side-slip 

angle; y, (p, \j/are the wind-axis Euler angles; q, p, r are the body-axis angular rates; qw, 

Pw, rw are the wind-axis angular rates; D, L, S are the drag, lift and side forces; M, L, N 

are the pitching, rolling and yawing moments. For the reference frames and 

transformations, refer to Chapter 4 of ETKIN's 'Dynamics of Atmospheric Flight'. 

A.2 A general longitudinal aircraft model 

A general nonlinear aircraft model for longitudinal flight can be obtained by 

assigning the lateral-related variables in (a-1) as zero, giving; 
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D 
V = gsiny 

m 

t = qw = —77(L - mgcosy) 
mV 

1 
a = q - q w = q —(L-mgcosy) 

mV 
M 

l y y 

6 = q 

(a-2) 

where 6 is the pitch angle and y is the flight path (or clibing) angle. As seen from Fig. A-

1 there is 9=a-Fy in the longitudinal profile. 

Figure A-1 Reference frames for aircraft longitudinal modelling 

Trace of 
horizontal 

plane 

Prĉ ecBon of g on 
plane of symmetry 

A.3 Aircraft model for open-loop optimal control synthesis 

The aircraft model used in this study for the open-loop optimal control synthesis 

(Chapter Four) is as the following; 

General Form ((4-1)); 

X = f(x,u,t) 

where the state variables x=[V, y, a, q, 6, H ] ' , the control variables u=[5e, 6t, 6sp]' and 
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f(x,u,t) = 

1 

mV 

D 
gsxny 

m 

(L-mgcosy) 

1 

mV 
(L-mgcosy) 

M 

l y y 

q 

Vsiny 

(a-3) 

This is the model on which a numerical method was based (LEWIS, 1986) for the 

computation of the Jacobians — and — . 
dx 9u 

For HAWK aircraft, the drag, lift and pitching moment can be expressed as: 

Lift and Drag: 

L - —PV^SCl + CLT 

D = — pV^SCp + C d j 

where 
CL - CLo(M) + CLa(M)a + CLSp(a,6sp) 

= ^La + CLSP(«.Ssp) 

Co = Cdo(M) + GK1(M)CL^ + C£)sp(a,6sp) 

= CDL +CDSp(a,5sp) 

when C L ^ C L C ( M ) 

or 

(a-4) 

(a-5) 

(a-6) 

(a-7) 

Co = CDo(M) + GK2(M)CL^ + (GKl(M) - GK2(M))CLc (̂M) + CDSp(a,8sp) 

= Cd l +C£)sp(a,5sp) 

when C L > C L C ( M ) (a-8) 

CLT = Ctmax(H,M)5tSina (a-9) 

CDT =-Ctn,ax(H,M)5tCosa (a-10) 
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and M is Mach number, Qmax is the maximum power of the jet engine which is decided 

by interpolating a CTMAX(H,M) table. CLO(M), CDO(M), CLC ( M ) , G K 1 ( M ) and G K 2 ( M ) 

are M-dependant tabular functions, (for H A W K they can be found in the report of 

H E R D ( 1 9 8 7 ) . 

Moment: 

M = ^pV^Sc(Cmo(M) + Cma(M)a + (M)6e + CMSp(0l,5sp) 

x(M)a) 

ipV^Sc(C, 

^ ^ . gcosy , 
'md 

+pVS(|)2(C„,(M)q + C„i( , , 

+ Cma(M)a + (M)5e 4- CMSp(a,5gp) 

Cmq (M)q + C„i(M)q + +pVS(|)2(C„, ,a 

^ C L s p ( a , S , p ) - i < 

MA + JpV^ScC„5^(M)5e +lpV^ScCMSp(a,8:p) 

(a-11) 

A set of values for the longitudinal stability derivatives CmO, Cma, , Cmq and 

^md given in HERD'S report. 

When the spoiler model takes the form of (2-32), (2-33) and (2-34). We can 

approximately model the aircraft in the nonlinear form (4-10), i.e. 

X = A(x) + B(x)u 

where 

A(x) = 

pV^S 
CLD-gsiny 

2m 
pVS gcosY 

• ^ L a " 

q 

2m 
pVS 
2m 

CLa + 

M A 

V 
gcosy 

l y y 

q 

Vsiny 
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B(x) = 

0 ^ q ^ ( H . M ) 
m 

pV^SXD(a)^ 
" 2m 

0 
mV 

pVSXL(a)^ 

2ra 

0 - ^ Q n m ( H . M ) 
mV 

pVSXL(a)^ 
" 2m 

/lyy 4mVI„ 21^ 8ml^ 
0 0 0 

0 0 0 

Ci5) 

(a-12) 

This is the model on which an explicit derivation of the Jacobians ((4-11), (4-12)) 

was based. 

A.4 Ai rcraf t model for N ID control design 

The aircraft model on which the NID control design has based is: 

X = A(x) + B(x)u 

where x=[V, y, a, q, \ Sgp]', u=[ue, ut, Usp]', 

A(x) = 

mV 

D 
gsiny 

m 

(L-mgcosy) 

q — (L-mgcosy) 
mV 

M 

l y y 

- a [Si 

~^sp^sp 

B ( X ) = 

0 

0 

0 

ba(x) 

ŝp 

2 _ 
andbq(x) = 2 ^ C m g (M). 

21 yy 

(a-13) 
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For (5-17), there are 

Ai(x) 
1 

D 
gsiny 

m 

mV 
( L - m g c o s 7 ) 

q —(L-mgcosy ) 
mV . 

" M ' 

l y y 
b q ( x ) 

, A2(X) = - a t and B2(x) = at 

-^sp asp 

A.5 Actuator dynamics and saturation constraints of the H A W K 

In longitudinal control, the actuator dynamics and saturation constrainfeof the 

control devices: elevator, thrust and spoiler, of the HAWK are as the following: 

Elevator: 

6e = -agSg + a^Ue (a-14) 

with the deflection rate limitation: < 40° / sec.and the deflection angle limitation: 

-15° < Sg < 6°. ae is chosen by referring to the elevator servo dynamics and is given as 

20.0 (Te=0.05s). 

Thrust: 

Si = -a i5 t+a iUt 0^15) 

with the throttle changing limitation; - 20% / sec. and the throttle control limitation 

: 0 < Sj < 1. at is given as 0.5 (Tt=2.0s). 

Spoiler(artificially modelled): 

^sp ^sp^sp ^sp^sp (a-16) 

with only the deflection limitation of -90° < 6gp < 0°. asp is given as 10.0 (Tsp=0.1s). 
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