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Abstract

As data-driven AI models achieve unprecedented
feats across previously unthinkable tasks, the di-
minishing levels of interpretability of their increas-
ingly complex architectures can often be sidelined
in place of performance. If we are to compre-
hend and trust these AI models as they advance, it
is clear that symbolic methods, given their unpar-
alleled strengths in knowledge representation and
reasoning, can play an important role in explaining
AI models. In this paper, I discuss some of the ways
in which one branch of such methods, computa-
tional argumentation, given its human-like nature,
can be used to tackle this problem. I first outline
a general paradigm for this area of explainable AI,
before detailing a prominent methodology therein
which we have pioneered. I then illustrate how this
approach has been put into practice with diverse AI
models and types of explanations, before looking
ahead to challenges, future work and the outlook in
this field.

1 Introduction
Explainable AI (XAI) is a field of research dedicated to meth-
ods for explaining the outputs of AI models, which may be
deployed in everything from everyday tasks, e.g. explaining
a movie recommendation [Rago et al., 2018b], to endeavours
on which millions of lives depend, e.g. using XAI for drug
discovery [Wong et al., 2024]. These methods are usually
designed to target metrics, which can be roughly categorised
as either machine-centric or human-centric. The former set of
metrics, most often evaluated empirically using datasets, con-
cern the AI model only, e.g. faithfulness [Jacovi and Gold-
berg, 2020], i.e. how closely the explanations align with the
AI model. Meanwhile, the latter set of metrics, e.g. whether
users comprehend or trust the AI model and/or the explana-
tion, are more elusive and often subjective. Indeed, how ex-
plainability facilitates trust in users is far from trivial [Fer-
rario and Loi, 2022]. Consequently, user studies with XAI
methods are lacking in the literature [Keane et al., 2021].

∗Adapted from the Bruce Springsteen single “Human Touch”.

Concurrently, a prominent trend of late has been the use
of techniques from symbolic AI to explain the outputs of
data-driven models which lack interpretability [Ferreira et al.,
2022], notably targeting trust [Marques-Silva and Ignatiev,
2022]. Symbolic methods are arguably second-to-none in
representing and reasoning with the knowledge behind a de-
cision, giving a variety of tools to tackle this problem. One
such research area is that of computational argumentation,
as introduced in the seminal [Dung, 1995], a branch of logic
which excels in uncertainty management and conflict reso-
lution. This has led to its successful application in diverse
domains from law [Sartor et al., 2022] to medicine [Sas-
soon et al., 2021]. Another of argumentation’s strengths is
its human-like nature: it has been argued that all human rea-
soning [Mercier and Sperber, 2011] and the majority of state-
ments in explanation [Antaki and Leudar, 1992] are argumen-
tative. This affords great potential for producing explanations
which perform not only in machine-centric metrics, but also
in the more elusive human-centric metrics.

In this paper, I first introduce a family of argumentation
formalisms which have proved popular in explaining AI mod-
els, examining their particular intricacies which render them
suitable for this task (§2). Next, I outline one methodology
for extracting argumentative representations which harbour
the relevant explanatory information from AI models (§3),
before covering a set of instantiations of this methodology
(§4). I then showcase some of the explanations generated by
this methodology, considering their format and interactivity
(§5). Finally, I discuss existing challenges, future work and
the outlook for this fruitful avenue of research (§6).

2 Gradual Argumentation for Explanation
Argumentation (see [Atkinson et al., 2017] for an overview)
has long been known to excel in representing knowledge and
resolving conflicts therein. Abstract argumentation frame-
works (AFs) [Dung, 1995] represent arguments as abstract
entities in a graph with a relation of attack showing which ar-
guments are in conflict. However, it has been suggested that
a number of applications, notably those where human cogni-
tion is concerned [Benferhat et al., 2002], call for an addi-
tional relation that is diametrically opposed to attack. This
motivated the introduction of a support relation in bipolar ar-
gumentation frameworks (BAFs) [Amgoud et al., 2008] and
has since been verified in user studies as aligning with human



Figure 1: A general paradigm for extracting argumentative expla-
nations from AI models: Step 1 concerns forging an argumentative
representation from the AI model (covered in §3 and §4) and Step 2
concerns generating argumentative explanations (covered in §5).

reasoning and, notably, being distinct from the notion of de-
fence (attacking an argument’s attacker) [Polberg and Hunter,
2018].

Gradual semantics have also been introduced to incorpo-
rate uncertainty into the evaluation of arguments in both AFs
[Besnard and Hunter, 2001] and BAFs [Amgoud et al., 2008].
Further, intrinsic strengths, i.e. a quantitative evaluation of
arguments before the effects of other arguments are consid-
ered, allow for additional information, e.g. social media votes
in AFs [Leite and Martins, 2011], to be embodied in argu-
ments. BAFs with an intrinsic strength, or quantitative BAFs
(QBAFs) [Baroni et al., 2019], are applicable in a number of
settings, e.g. law, social media, engineering and e-democracy
[Rago et al., 2018a]. This is complemented by the fact that
there is a rich variety of gradual semantics for QBAFs in the
literature, e.g. [Rago et al., 2016; Potyka, 2018; Amgoud and
Ben-Naim, 2018], offering different behaviours for different
contexts. Indeed, there is a direct mapping of a particular
semantics to multi-layer perceptrons (MLPs) [Potyka, 2021].
These semantics’ behaviours are typically characterised by
theoretical properties (see [Amgoud and Ben-Naim, 2018;
Baroni et al., 2019] for overviews), many of which are in-
tuitive from an explanatory viewpoint. It is for these reasons
that I posit that QBAFs are particularly amenable to abstract-
ing away the explanatory knowledge to be delivered to hu-
mans, with their theoretical properties forming the building
blocks of explanations, as we will see in §3.

This family of argumentation formlisms is just one of a
whole host which have been used to explain AI models (see
[Cyras et al., 2021; Vassiliades et al., 2021; Guo et al., 2023]
for recent overviews). However, the nexus of this paper will
be on the use of (the various derivatives of) AFs, under grad-
ual semantics, to explain the outputs of AI models. In par-
ticular, I will focus on those that follow the general paradigm
shown in Figure 1. Here, an argumentative representation,
e.g. a QBAF, is first extracted from an AI model, harbouring
the explanatory information used to generate various forms
of (thus argumentative) explanation to be delivered to users.
Such a modular approach allows for uniform explanations to
be created across different AI models and settings, which may
bring benefits from a regulatory viewpoint, or simply for de-
livering consistent explanations to humans that they are com-
fortable with.

Figure 2: The methodology for forging argumentative representa-
tions from AI models [Rago et al., 2022], where Step 1a consists
of identifying potential arguments and potential relations in an AI
model; Step 1b concerns the definition of an explanation mould, i.e.
a set of relation characterisations obtained by inverting properties of
gradual semantics; and Step 1c comprises the generation of argu-
ments and argumentative relations by checking potential relations’
satisfaction of the relation characterisations.

3 Forging Argumentative Representations
A methodology which we have pioneered, and forms the ba-
sis of the core ideas through a number of the approaches dis-
cussed in §4, is the forging of argumentative representations
from AI models [Rago et al., 2022]. This process begins with
the identification of potential arguments and relations in an AI
model, limiting the explanation to those which are relevant, as
is formalised as a principle for explanations in [Cyras et al.,
2022]. We then determine which potential arguments and po-
tential relations could be instantiated as part of the argumen-
tation representation harbouring the explanatory information,
thus ensuring the explanation is selective, as recommended
by [Miller, 2019]. To do so, we reverse the usual process of
gradual evaluation of arguments based on their relations with
other arguments. Instead, we interpret some quantitative eval-
uation of the components in the AI model which are poten-
tial arguments, e.g. an activation value in a neural network.
We then define an explanation mould, i.e. a set of relation
characterisations such that if two potential arguments with a
potential relation between them satisfy such constraints, we
categorise the potential relation as an argumentative relation,
e.g. an attack or support. These relation characterisations
may thus be obtained by reinterpreting properties of gradual
semantics. Given an input, we can then forge an argumen-
tative representation which explains the AI model, based on
predefined behaviours tailored to the user and setting. This
process is illustrated in Figure 2.

In [Rago et al., 2022], we deployed this methodology to
explain structural causal models [Pearl, 1999], using an ex-
planation mould based on the reinterpretation of the prop-
erty of bi-variate reinforcement [Amgoud and Ben-Naim,
2018]. Our theoretical analysis demonstrated advantages of
the resulting argumentative representation from both explana-
tory and argumentative viewpoints. Then, in [Rago et al.,
2023b], we forged argumentative representations to explain
classifiers in general, demonstrating empirically its advan-
tages over SHAP [Lundberg and Lee, 2017] in certain con-
ditions. Both explanations here were input-output, i.e. those
where only the inputs and outputs of the AI model are re-
quired. However, mechanistic explanations, which consider
the AI model’s internal functionality, are not beyond the po-
tential of the methodology, as we will see in §4.



4 Argumentative Representations of AI
Models

The general methodology of forging argumentative explana-
tions has been deployed for different types of AI models in
various settings. Neural networks of various types and archi-
tectures have also been shown to be amenable to argumenta-
tive explanations via the forging process. We pioneered this
approach in [Dejl et al., 2021], selecting (single or groups of)
neurons to be potential arguments in the forging process, al-
lowing for different architectures, e.g. MLPs or convolutional
neural networks (CNNs), in various tasks, e.g. text or image
classification. This work was extended in [Sukpanichnant
et al., 2021], where we interpreted an existing explanation
method as a gradual semantics for the QBAFs representing
neural networks. Meanwhile, the authors of [Ayoobi et al.,
2023] took a different approach, including the step of sparsi-
fying an MLP before translating it to a gradual argumentation
framework, which outperformed the baselines in faithfulness.

Another fruitful domain for this methodology is in recom-
mender systems. We defined an explainable recommender
system with a purpose-built graphical structure, from which
argumentation frameworks with three relations (attacks, sup-
ports and neutralisers) can be extracted, consisting of the rea-
soning for the recommendation [Rago et al., 2018b]. A sim-
ilar process is used in [Cocarascu et al., 2019], in which we
deploy a variation of the forging methodology for aggregating
movie reviews. Here, arguments are generated from entities
in an ontology with the part of relation, instances of which
serve as potential relations since more specific entities can
be seen as attacking or supporting more general entities that
they are part of. We use the intrinsic strength in a QBAF to
represent the sentiment from reviews on each argument, ex-
tracted via NLP techniques, which are then used to determine
the argumentative relations, as illustrated in Figure 3. The
method gives an automated way of extracting argumentative
explanations which are faithful to the review aggregation.

Other types of model have been explained with roughly
the same methodology, e.g. Bayesian [Albini et al., 2023]
and tree-based [Potyka et al., 2023] classifiers, with notable
benefits in the explanations’ faithfulness.

5 Generating Argumentative Explanations
In §4 we saw how argumentative representations may be ex-
tracted from AI models, but such argumentation frameworks
alone are not sufficient explanations for humans, as demon-
strated by the works on explaining argumentation frameworks
themselves, e.g. [Borg and Bex, 2021]. These argumentation
representations instead provide the means for generating ex-
planations in a variety of different forms. Indeed, it has been
shown that it is not only the content of an explanation which
is crucial for performing in human-centric metrics such as
comprehensibility and trust, but also the explanation’s format
[Bertrand et al., 2023]. Also important is an explanation’s
level of interactivity, a capability which is in line with the
movement towards human-like, social explanations, as advo-
cated by [Miller, 2019].

With the content of an explanation having been determined
by the forging process, we now consider the effect of for-

Figure 3: In the review aggregation setting, instances of the part
of relation may be considered potential relations, e.g. features b
and c are part of feature a here. Relations of attack and support
are then characterised based the general sentiment of reviews on the
feature, e.g. in case i here, since feature a is well-reviewed, the
well-reviewed feature b supports this argument, while the poorly-
reviewed feature c attacks it. However, if the sentiment on feature
a is generally negative, the incoming and outgoing relations are in-
verted, as in case ii.

mat. We demonstrated argumentation’s capability for gener-
ating explanations of different formats in recommender sys-
tems, but also for supporting interactivity via human feed-
back, ensuring that this additional information affects the
recommendations in an intuitive manner [Rago et al., 2020;
Rago et al., 2021]. In [Rago et al., 2021], we undertook
user studies which examined the effect of three different for-
mats of argumentative explanation, namely textual, tabular
and conversational, for recommendations in the movie do-
main. We found that users’ comprehensibility of and trust in
the recommender system improved after receiving explana-
tions of any of the formats. Further, we found that humans
did indeed have preferences over the format of explanation,
but also that these preferences were diverse, a finding which
corroborated that in [Rago et al., 2020]. Given that this is
the case for something as seemingly innocuous as a movie
recommendation, I would posit that this effect may be even
more pronounced in high-stakes settings. This highlights the
need for our methodology, supporting a range of explanations
via a modular approach.

Argumentation itself has long been known to be an ef-
fective means for supporting dialogues, e.g. in persuasion
[Hunter, 2018] or inquiry [Black and Hunter, 2007]. A re-
cent contribution of ours in this area was a general frame-
work for interactivity in explainable AI (and beyond) [Rago
et al., 2023a]. Here, we frame the process of explanation
between agents, e.g. a machine and a human, as a con-
flict resolution problem, using QBAFs once again. Given
the fact that a number of AI models can be represented as
(possibly restricted forms of) QBAFs, as we have seen in §4,
we provide the groundwork for a comprehensive line of re-
search into whether they can also represent humans’ reason-
ing processes, and thus machine-human interactions. We also
demonstrate the potential for representing cognitive biases,
which are known to be a crucial component in XAI [Bertrand



Figure 4: An argumentative explanation in a conversational format
for the recommender systems from [Rago et al., 2020], demonstrat-
ing how user feedback can be incorporated via interactivity. As op-
tions are selected by the user (shown in grey), the recommender
system steps through the argumentative reasoning to formulate its
response, where any user feedback is guaranteed to affect the rec-
ommendations intuitively.

et al., 2022]. Finally, we show that greedily selecting the
strongest, most relevant reasoning is not always the most ef-
fective in explanation, compared with taking an argumenta-
tive strategy in the selection.

Interactivity can also be simply providing the means for
users to select the content of information shown in an ex-
planation, e.g. such that it is cognitively manageable or
tailored to that individual user’s preferences. We demon-
strated argumentation’s potential for this in [Dejl et al., 2021;
Sukpanichnant et al., 2021], where arguments in explanations
showing the words or pixels which activated a filter in a CNN
are highlighted when selected, as demonstrated in Figure 5.
In [Sukpanichnant et al., 2021] we also provided a compari-
son with the method of [Olah et al., 2018] within image clas-
sification, noting that, in our approach, the positions of the
extracted arguments in the image were less influential.

6 Challenges, Future Work and Outlook
We have seen that gradual argumentation provides a compre-
hensive repertoire for explaining the outputs of data-driven
AI models. I introduced the methodology of forging an ar-
gumentative representation based on the explanatory content
required for an AI model, task and application, before gener-
ating different forms of argumentative explanation depending
on users’ explanatory requirements. I then demonstrated the
scope of this methodology across a subset of the domains in
which it has been deployed. However, many challenges re-
main in this field, each bringing opportunities for future work.

One of the most prominent challenges is the widespread
deployment of argumentative systems in real-world applica-
tions. As XAI proliferates, it is imperative that this wave
of interest is ridden by argumentative XAI researchers, espe-
cially in applications such as engineering, which is fertile but
somewhat untouched ground for AI models and their expla-

Figure 5: An argumentative explanation in a graphical format for
the text classifier in [Dejl et al., 2021], demonstrating how interac-
tivity can be used to ensure explanations are selective, relevant and
cognitively manageable. Here, the words in the input highlighted in
green support the argument representing the CNN’s filter, which has
been selected by the user and roughly represents militaristic terms,
that attacks the classification Business.

nations. For this to take place, argumentative XAI methods
need to prove they can navigate the bottlenecks of knowledge
acquisition and scale, and their professed advantages in align-
ing with human behaviour and achieving user-centric metrics
need to be validated in user studies, as in [Vesic et al., 2022].
This is especially the case for interactivity: as AI models be-
come ever more intertwined with our daily lives, this offers
an excellent opportunity for argumentative XAI to take ad-
vantage of its strengths in representing these interactions, via
frameworks such as that we introduced [Rago et al., 2023a].

The representation of state-of-the-art AI models in argu-
mentative forms is also an outstanding task. For example,
most of the argumentative representations of neural networks
in the literature concern either MLPs or CNNs. Such an
abstraction for the transformer architecture [Vaswani et al.,
2017] driving large language models (LLMs) [Min et al.,
2024] is lacking, as far as I am aware. A simpler route may
be to supplement the LLM with an explainable, argumenta-
tive wrapper, given the recent benefits which have been seen
in training LLMs with argumentative knowledge [Furman et
al., 2023]. A separate line of research which looks fruitful is
the use of argumentation to explain tree-based classifiers, e.g.
as in [Potyka et al., 2023], particularly given their widespread
use in financial domains.

Other research directions which present opportunities for
argumentative explanations include the proposed realign-
ment of the XAI paradigm towards evaluative AI [Miller,
2023], wherein humans are given multiple options from an
AI model, rather than a single output, with positive and neg-
ative reasoning for each. BAFs or QBAFs, with their attack
and support relations, may prove to be effective here. Sim-
ilarly, argumentation seems a natural fit for contestable AI,
which is required by law in some jurisdictions, e.g. GDPR,
article 22(3)1, states that a data subject shall have “at least the
right [. . . ] to contest the decision”.

1https://gdpr-text.com/read/article-22/.

https://gdpr-text.com/read/article-22/
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