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Abstract

Understanding of Earth’s geomagnetic environment is critical to mitigating the space 
weather impacts caused by disruptive geoelectric fields in power lines and other conductors on 
Earth’s surface.  These impacts are the result of a chain of processes driven by the solar wind and 
linking Earth’s magnetosphere, ionosphere, thermosphere and Earth’s surface.  Tremendous 
progress has been made over the last two decades in understanding the solar wind driving 
mechanisms, the coupling mechanisms connecting the magnetically controlled regions of near-
Earth space, and the impacts of these collective processes on human technologies on Earth’s 
surface.  Studies of solar wind drivers have been focused on understanding the responses of the 
geomagnetic environment to spatial and temporal variations in the solar wind associated with 
Coronal Mass Ejections, Corotating Interaction Regions, Interplanetary Shocks, High-Speed 
Streams, and other interplanetary magnetic field structures. Increasingly sophisticated numerical 
models are able to simulate the magnetospheric response to the solar wind forcing associated 
with these structures. Magnetosphere-ionosphere-thermosphere coupling remains a great 
challenge, although new observations and sophisticated models that can assimilate disparate data 
sets have improved the ability to specify the electrodynamic properties of the high latitude 
ionosphere.  The temporal and spatial resolution needed to predict the electric fields, 
conductivities, and currents in the ionosphere is driving the need for further advances. These 
parameters are intricately tied to auroral phenomena—energy deposition due to Joule heating and 
precipitating particles, motions of the auroral boundary, and ion outflow. A new view of these 
auroral processes is emerging that focuses on small-scale structures in the magnetosphere and 
their ionospheric effects, which may include the rapid variations in current associated with 
geomagnetically induced currents and the resulting perturbations to geoelectric fields on Earth’s 
surface.  Improvements in model development have paralleled the advancements in 
understanding, yielding coupled models that better replicate the spatial and temporal scales 
needed to simulate the interconnected domains.  Many realizations of such multi-component 
systems are under development, each with its own limitations and advantages.  Challenges 
remain in the ability of models to quantify uncertainties introduced by propagation of solar wind 
parameters, to account for numerical effects in model codes, and to handle the special conditions 
occurring during extreme events.  The impacts to technical systems on the ground are highly 
sensitive to the local electric properties of Earth’s surface, as well as to the specific technology at 
risk.  Current research is focused on understanding the characteristics of geomagnetic 
disturbances that are important for geomagnetically induced currents, the development of earth 
conductivity models, the calculation of geoelectric fields, and the modeling of induced currents 
in the different affected systems.  Assessing and mitigating the risks to technical systems 
requires quantitative knowledge of the range of values to be expected under all possible 
geomagnetic and technical conditions.  Considering the progress that has been made in studying 
the chain of events leading to hazardous geomagnetic disturbances, the path forward will require 
concerted efforts to reveal missing physics, improve modeling capabilities, and deploy new 
observational assets.  New understanding should be targeted to accurately quantify solar wind 
driving, magnetosphere-ionosphere-thermosphere coupling, and the impacts on specific 
technologies.  The research, modeling, and observations highlighted here provide a framework 
for constructing a plan by which the international science community can comprehensively 
address the growing threat to human technologies caused by geomagnetic disturbances. 
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1. Introduction

The geomagnetic environment refers to those regions of the near-Earth solar wind, the 
magnetosphere, and the ionosphere that are strongly influenced by the presence of magnetic 
fields.  These regions are host to a number of physical phenomena that link them together, 
exchanging plasmas and fields on a wide range of spatial and temporal scales.

Space weather encompasses a broad range of physical processes from the Sun’s 
atmosphere to Earth’s surface. These produce intense radiation, energetic particle fluxes, 
disturbances in the solar wind, spatial and temporal variations of Earth’s ionosphere, heating and 
expansion of the neutral atmosphere, electric currents, and geomagnetic disturbances.  
Technologies affected include electric power grids, communications, satellite infrastructure, 
global navigation systems, and aviation (Eastman et al., 2017).  The International Space Weather 
Action Teams (ISWAT) convened by the Committee on Space Research (COSPAR) were 
organized to assess progress and gaps across all space weather domains and affected 
technologies.  In this paper, we focus on the physical processes and hazards associated with 
geomagnetic disturbances.  Other space weather impacts are addressed in contributions from 
other ISWAT participants.

From a space weather perspective, disturbances in the geomagnetic environment are 
important because they may lead to disruptive geoelectric fields in power lines and other 
conductors on Earth’s surface.  The most dramatic geomagnetic disturbances are those associated 
with geomagnetic storms and substorms, which represent large-scale reconfigurations of the 
geomagnetic environment caused by electric currents in the magnetosphere, ionosphere, and 
along magnetic field lines connecting the two regions.  However, hazardous perturbations to the 
geoelectric field can occur at other times, and the full chain of events that connect variations in 
the geomagnetic environment to terrestrial electric field perturbations remain to be elucidated.  
Success in mitigating the space weather effects stemming from disturbances in the geomagnetic 
environment depends on the fundamental understanding of the physical processes that underlie 
their occurrence.

This review summarizes the progress that has been made in the last 10 to 20 years in 
understanding the geomagnetic environment and forecasting the disturbances in the geoelectric 
field that represent the greatest potential threats to technical systems.  The paper is organized to 
address in turn the solar wind driving mechanisms for geomagnetic disturbances, the coupling 
mechanisms that link the magnetically controlled regions of near-Earth space, and finally the 
impacts of these collective processes.  
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We begin with an analysis of solar wind drivers of geomagnetic disturbances, including a 
description and evaluation of past extreme events that illuminate both what we know and what 
we have yet to understand to mitigate geomagnetic and related hazards to technical systems.  We 
then focus on the improvements in specifying auroral precipitation, high latitude 
electrodynamics, and the geomagnetic currents that have been achieved with global observations 
and assimilative models.  Then we describe and critically assess the physics-based, modeling 
systems that have been developed to simulate solar disturbances and their magnetospheric and 
ionospheric effects.  Finally, we discuss geoelectric fields and the geomagnetically induced 
currents that produce the direct impacts on vulnerable technical systems.  We conclude with a 
summary of the remaining gaps in our ability to mitigate hazards from geomagnetic disturbances 
in terms of scientific understanding, modeling capabilities, and observations.  

2. Solar Wind Driving

Understanding and modeling the transport of the Sun’s energy carried by the solar wind 
into geospace is one of the most fundamental challenges for improving geomagnetic 
environment specification and forecasting. The Earth’s magnetosphere results from the 
interaction of the solar wind plasma and interplanetary magnetic field (IMF) with the 
geomagnetic field. During this interaction, the shocked solar wind impinging on the 
magnetosphere first interacts with the geomagnetic field on the dayside magnetopause located on 
average around 10 RE from the Earth’s center. During storms the magnetopause can be pushed 
inside the geosynchronous orbit. The magnetopause boundary is not in direct contact with the 
solar wind itself, but with the magnetosheath plasma which is located between the magnetopause 
and the bowshock. For typical solar wind conditions, quiet or disturbed, the bowshock lies only a 
few RE sunward of the magnetopause. However, for low solar wind Mach number (e.g., during 
times of low solar wind density) the bow shock can be located much farther towards the Sun. A 
characteristic feature of the shocked magnetosheath plasma and foreshock region is the presence 
of waves and turbulence, which may change the orientation of the magnetic field in the 
magnetosheath and significantly affect the magnetosphere response to the solar wind. The effect 
of turbulence on magnetospheric dynamics is facilitated by the major physical processes 
operating at the magnetopause, high-altitude cusps and magnetotail. These processes are both 
impacted by the “seed” turbulence properties, and they also self-generate turbulence (Nykyri et 
al., 2006; Hasegawa et al., 2020; Stawarz et al., 2016).  For example, it has been shown via 
MHD simulations that Kelvin-Helmholtz (KH) waves reach a larger size and produce more more 
plasma transport into the magnetosphere when the magnetosheath seed turbulence of the plasma 
velocity field has dominating frequency close to the frequency of the theroretical fastest growing 
KH mode and has a higher amplitude (Nykyri, 2017). The fully kinetic simulations provide 
similar results and have shown that “when the amplitude level of turbulent magnetic field 
fluctuations is sufficiently high, the initial fluctuations can cause a faster evolution of the KH 
instability, leading to a more efficient plasma mixing within the vortex layer” (Nakamura et al., 
2020). When IMF has a southward component, the solar wind energy is convected to the night 
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side where it is temporarily stored as electromagnetic energy in the magnetotail before being 
released through magnetic reconnection in the magnetotail current sheet, often violently, and via 
accelerated plasma ejected tailward and towards the Earth. The magnetotail current sheet, when 
sufficiently thin, may also be impacted by turbulence properties in the plasma sheet and tail-
lobes, and may more easily reconnect and lead to substorm onset, e.g., via transient flux loading 
produced by magnetosheath jets (Nykyri et al., 2019). It would be important to systematically 
study the effect of the enhanced magnetopause turbulence (e.g, those driven by KH waves) at the 
flank magnetopause on magnetotail reconnection dynamics and its dependence of solar wind and 
IMF properties.

To accurately model and predict the relationship between the solar wind and the response 
of the geospace system, it is vital that we understand which solar wind conditions cause the most 
intense geomagnetic disturbances, which conditions do not, and why. Here, we focus mainly on 
Coronal Mass Ejections (CMEs) and other interplanetary transients like Corotating Interaction 
Regions, (CIRs), Interplanetary Shocks (IPSs), and High-Speed Streams, (HSSs), which arrive 
first at L1 and then at the terrestrial magnetopause, and couple to the dynamic geospace system. 
In this paper, we use the term geospace to encompass the magnetosphere, plasmasphere, 
ionosphere, and thermosphere, which are electrically, dynamically, and chemically linked 
through coupling processes that remain to be understood. 

Solar wind features, as recorded by different spacecraft at L1, provide information about 
the composition of CMEs or other solar wind transients (external driving conditions) that are 
critical for fundamental space weather research (Akasofu, 1981; Borovsky 2003; Echer et al. 
2008), and for forecasting and prediction services (Pulkkinen et al., 2013; Tóth et al., 2014; 
Vourlidas, 2021). Solar wind interaction with the Earth’s geospace regions is a complex process 
that is central to the initiation and development of dynamic geospace processes (Tsurutani et al., 
2015, Borovsky and Valdinia, 2018).  Note that the interplanetary solar wind origins and 
properties are discussed in a parallel accompanying paper by Temmer et al (2023, in this issue).  

Storms driven by Coronal Mass Ejections (CMEs) are widely believed to be the most 
effective at producing large variations in the geomagnetic response (Gopalswamy et al., 2007; 
Huttunen et al., 2008; Ngwira et al., 2015). However, identifying whether the solar wind drivers 
and/or geospace processes that produce moderate to intense geomagnetic activity can be 
reproduced during extreme events is still an active area of research (Nagatsuma et al., 2015). One 
of the major hindrances to understanding the geospace dynamic processes is that the physical 
interactions within the solar wind, magnetosphere, ionosphere, and thermosphere exist at 
multiple scales, ranging from small scales of around 1 km to global scales of 300 km (Borovsky 
and Valdinia, 2018).
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A fast CME can interact with a slow CME. These interplanetary CMEs (ICMEs) are 
known to be sources of intense geomagnetic activity (Mishra et al., 2015; Mostl et al., 2015). To 
fully appreciate the solar wind/geospace coupling and the geomagnetic response, we need to also 
understand the role of prehistory or preconditioning of the magnetosphere in the current state 
(Borovsky and Valdinia, 2018). The sequence of CMEs of various strengths will result in 
markedly different responses of the geospace system.  The time scales over which 
preconditioning becomes important remain to be identified. Addressing these effects is also 
critical to strengthening modeling and forecasting of extreme events.

One of the most critical needs of the space weather community is to correctly predict the 
orientation of the IMF Bz component. This is because Bz orientation is the most important 
parameter in the coupling of the solar wind to the geospace system. Predicting IMF Bz is 
considered the “holy grail” of space weather, and Tsurutani et al., (2020) suggest that this task is 
more important than predicting the CME time of release, its speed, direction, and time of arrival. 

There are many studies that have attempted to predict IMF Bz using different techniques, 
or in some cases a combination of two or more techniques (Savani et al., 2015; Riley et al., 2017; 
Kay and Gopalswamy, 2017; Möstl et al., 2018; Jackson et al., 2019; Sarkar et al., 2020). 
Unfortunately, even up to now, it is difficult to correctly predict the IMF Bz orientation. Any 
meaningful advances in the prediction of the IMF Bz orientation or space weather in general will 
require a concerted community effort, the identification of new observational techniques, and 
potentially also larger investments in new observational platforms at more locations. At present 
upstream observations beyond the L1 position (e.g., Solar Probe or Solar Orbiter) could help 
shed more light on this topic.

Although most geomagnetic disturbances originate from variations in the  IMF Bz 
(Dungey 1961; Yermolaev et al., 2018), magnetospheric compression caused by interplanetary 
shocks can significantly enhance the magnetopause current. Compression of the magnetosphere 
also plays a major role during sudden storm commencement (SSC) and can lead to increased 
magnetic perturbations at all latitudes. There has been some progress in the last 5-8 years on our 
understanding of the shock impact. Recent works have shown that the solar wind impact angle is 
also very important for geomagnetic response levels (Oliveira et al., 2018; Oliveira et al., 2021). 
These works suggest that shock impact angle is a key aspect of the interplanetary driving 
conditions, which affects the intensity and location of magnetic variations during geomagnetic 
storm activities. For instance, Oliveira et al., (2021) show that nearly frontal shocks can trigger 
intense substorm activity within 10 minutes of the impact, while inclined shocks take 
approximately an hour to produce substorms with lesser intensity.

Another difficulty in fully understanding solar wind drivers of magnetospheric responses
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stems from the existence of large-scale and mesoscale structures in the solar wind (Nykyri et al. 
2019; Raptis et al. 2022).  Such variations can be formed due to kinetic effects at the bow shock 
and/or processes in the sheath region of incoming CMEs.  Nykyri et al. (2019) showed how 
during large-scale poloidal Alfvenic fluctuations, L1 solar wind monitors observed northward 
Bz, while the Geotail spacecraft -- just upstream of the Earth’s bow shock -- observed a strong 
radial IMF. This radial IMF interval resulted in high dynamic pressure magnetosheath jets, 
which modified the preexisting sheath magnetic field (which was mostly in negative y-direction) 
and produced several bursts of -30 to -40 nT southward Bz in the sheath. The lineup of satellites 
including ARTEMIS, Time History of Events and Macroscale Interactions during Substorms 
(THEMIS), Magnetospheric Multi-Scale (MMS), Geotail, and Defense Meteorological Satellite 
Program (DMSP), as well as ground-based observations allowed accurate mapping of the time 
history of this event. The DMSP data indicated that these jets initiated dayside reconnection and 
produced additional magnetic flux-loading into the magnetotail current sheet, eventually leading 
to substorm onset (Nykyri et al., 2019). Using just a single L1 monitor would have misidentified 
this event as a substorm initiation during northward IMF.

As the dayside magnetospheric scale is about 40 Re, the IMF and solar wind structure at

this scale can have surprising consequences on solar wind - magnetosphere driving. For example, 
instead of having the typical quasi-parallel shock at the dawn-sector and quasi-perpendicular 
shock at dusk sector for Parker-Spiral IMF, certain structures in the IMF can lead to two quasi-
parallel shocks or two quasi-perpendicular shocks. Therefore, it will be crucial when performing 
statistical studies of the magnetospheric state or training neural networks for predicting various 
geomagnetic indices, one classifies how structured the IMF and solar wind is.  A novel method 
has been recently developed where three L1 monitors orbiting the Earth-Sun L1 point were used 
to measure this structure (Burkholder et al., 2020). However, as it only takes ~1 hr with a typical 
solar wind speed to reach the Earth from L1, this does not provide much warning time for 
satellite or launch operators.

In recent years, our understanding of solar wind driving has been tested through 
simulations of extreme events.  Several definitions of extreme events exist within the space 
weather community depending on the field of interest and space weather technological impact. 
Buzulukova (2018) has reviewed the origins, predictability, and impacts of extreme events. For 
the geomagnetic research community, the definition of an extreme event must align with 
geomagnetic activity specifications. The level of geomagnetic activity can be quantified using 
one of the several indices, which have been defined for different purposes.  Some have been used 
by the scientific communities for decades. Each of the geomagnetic indices is basically derived 
from ground-based magnetometer data and aims to measure the intensity of a specific geospace  
current system (Borovsky and Valdinia, 2018). For example, prior studies (Cid et al., 2014, 
2020; Ngwira and Pulkkinen, 2018) have shown that traditional storm indices like Dst 
(disturbance storm time) and Kp index, which are mostly influenced by the low latitude magnetic 
field of the ring current, are useful for providing information about general storm strength, but 
have not been so useful as indicators of geomagnetic disturbances, which is rather related to 
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auroral zone current electrojet systems, which are better (but not sufficiently) well reflected by 
the Auroral Electrojet (AE) index. The Dst index is a measure of the intensity of geomagnetic 
ring current, while the planetary 3-hour range Kp index quantifies the level of disturbance in the 
horizontal geomagnetic field component, which of course also mostly depends on the ring 
current intensity, given the latitude choice of stations used to determine the KP index. 

Geomagnetic indices are not always available to assess the potential impacts of an 
extreme event.  In July 2012, the STEREO spacecraft observed solar wind conditions associated 
with an extremely intense CME that missed the Earth.  Figure 1 shows the solar wind properties 
for this event modeled by Ngwira et al., (2013b) and Baker et al., (2013). The study by Baker et 
al., (2013) showed that the geomagnetic response at Earth, as determined by the Dst index, could 
have been comparable to the Carrington event of 1859 had this CME been Earth-directed. It is 
important to note that a comprehensive study of the Earth’s response to solar influences is 
subject to the availability of observations. While the Carrington storm ranks as the largest storm 
on record, a very limited set of observations exist. However, the 20th and 21st century have been 
characterized by an increase in observations. Odenwald (2015) provides a thorough account of 
observed storms during these eras including the November 1903, September 1909, March 1918, 
May 1921, March 1924, September 1941, August 1972, March 1989, and the October 2003 
Halloween storms, etc. Reportedly, most of these storms were associated with some level of 
impact on technological systems (Odenwald, 2015). In addition, Winter (2019) discusses the 
observed GIC effects of eight extreme storms during the period from 1859 to 2004. Two of the 
most recent extreme storms, i.e., March 1989 and October 2003, have well documented impacts 
and have received wide attention (Bolduc, 2002; Boteler, 2019; Pulkkinen et al., 2005; Wik et 
al., 2009).

 

Generally, extreme events are rare, but they can produce dramatic geomagnetic 
disturbances that have a detrimental impact on ground systems. Due to this occurrence 
limitation, extreme events pose a serious challenge to modeling efforts arising from insufficient 
observations and availability of much needed data for scientific analysis, and consequently for 
driving the relevant model. In addition, the whole solar wind-geospace coupled system is highly 
complex with varying physical processes acting at different spatiotemporal scales, as earlier 
mentioned. For example, we must consider and understand time scales such as the ~27 days solar 
rotation period, ~2-3 days Sun-Earth propagation, ~1 hour propagation from L1, about 10 
minutes for geospace reconfiguration, and ~1-minute geomagnetic field fluctuations.  On top of 
these time scales of the direct magnetospheric responses, the energetic particles created in the 
ring currents and radiation belts, and the coupling of currents to the neutral atmosphere act like 
gigantic memory banks of previous solar wind impacts, influencing the subsequent 
magnetospheric responses to new driving events. This makes it very challenging to predict 
certain phenomena, for instance, the small scales and rapid geomagnetic field variations, which 
in the end will be responsible for the majority of the really serious space weather impacts.
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Figure 1. In situ solar wind observations by the STEREO-A spacecraft on 12 July 2012. From top 
to bottom are the IMF By and Bz, and the solar wind plasma bulk speed (Vsw), velocity Vy (solid) 
and Vz (dashed), density (Np), and temperature (Temp). In the absence of actual measurements, 
the solar wind density (red trace) was obtained from the WSA-ENLIL 3-D MHD heliosphere 
model simulation. Adapted from Ngwira et al., (2013b).

3. Geospace Coupling

Understanding the geospace response to solar wind driving is closely tied to untangling 
the current systems that couple the two regions, manifested in the appearance of aurora caused 
by precipitating particles, as well as the flow of plasma between the two regions in the form of 
ion upwelling and outflow.  The last ten years have seen enormous progress in the ability to 
specify auroral precipitating particle fluxes, high-latitude electrodynamics, and ion outflow, 
largely due to the deployment and operation of global observing systems, the development of 
improved assimilative models, and better understanding of the underlying physical processes that 
couple the magnetosphere and ionosphere. We begin here with a short description of how 
electrodynamic parameters of the high latitude ionosphere are related.  We then describe the state 
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of the art in determining these parameters from observations and models, concentrating on those 
aspects directly relevant to the occurrence and properties of geomagnetic disturbances.

Note that this section focuses primarily on coupling between the magnetosphere and 
ionosphere.  Coupling with the thermosphere is integral to these processes, but is dealt with in a 
separate paper in this special issue.  While recognizing that separating these discussions is part of 
the problem in dealing with the entire system holistically, we confine the scope of this section to 
avoid overlap and redundancy with other contributions. The discussion in Section 4 on modeling 
encompasses the entire geospace system using coupled models that effectively integrate the 
physical processes connecting the space weather domains.

3.1 Auroral electrodynamics

The current J in the ionosphere perpendicular to the magnetic field B is given by

  𝐽⊥ = 𝛴𝑃𝐸 ― 𝛴𝐻(𝐸 × 𝐵)/|𝐵| (1)

where E is the electric field and 𝛴𝑃 and 𝛴𝐻 are the height-integrated Pedersen and Hall 
conductivities (conductances), respectively.  Eq. (1) is derived by integrating the Ohm’s Law 
relationship over altitude, assuming the electric fields and currents do not change with altitude in 
the range 80 to 200 km.  This allows the height-dependent conductivity values to be expressed as 
the height-integrated values 𝛴𝑃 and 𝛴𝐻.  Eq. (1) also assumes there is no neutral wind in the 
altitude range where the conductivities are significant.  In the presence of a horizontal neutral 
wind in the ionosphere, Eq. (1) holds if the electric field is replaced with the effective electric 
field given by 𝐸𝑒𝑓𝑓 = 𝐸 ― 𝑈 × 𝐵, where U is the horizontal neutral wind. Various studies have 
shown that the neutral wind can be an important contributor to auroral currents in some 
situations.  Furthermore, the neutral wind can have significant shears in the altitude range of 
interest, requiring the use of the altitude-dependent version of Eq. (1).

The field-aligned currents that connect ionospheric currents and electric fields to 
magnetospheric sources can be calculated by taking the divergence of the horizontal 
currents.  Using current continuity,

∇ ∙ 𝐽 = 0 (2)
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Eq. (1) becomes

 𝐽∥ = ∇ ∙ 𝐽⊥ = ∇ ∙ (𝛴𝐸̿) (3)

The two main sources of energy input to the auroral regions are particle precipitation and 
Joule heating.   The Joule heating produced by the ionospheric currents is given by 

 𝐽𝐻 = 𝐽 ∙ 𝐸 = 𝛴𝑃𝐸2 (4)

Energy input from particle precipitation is not included explicitly in the electrodynamic 
relationships above.  However, the energy flux from precipitating particles is closely related to 
the conductances.  Energy flux is calculated from the volume energy deposition of particles 
impacting the ionosphere and thermosphere, while conductances are calculated using the electron 
density resulting from the energy deposition.  

Written in the form of Eq. (1), Ohm’s Law in the ionosphere relates three unknowns:  the 
conductances, the electric field, and the current.  Thus, if any two of the unknowns in Eq. (1) are 
determined, the third can be calculated, resulting in a complete specification of all 
electrodynamic parameters (see Figure 2).  Note that the magnetic field is assumed to be known 
from models such as the International Geomagnetic Reference Field (IGRF, Thébault et al. 
2015).  These models are expansions of spherical harmonic or other orthogonal basis functions 
of global measurements of Earth’s field from space-based and ground-based magnetometers.  
Some models represent only Earth’s internal magnetic field, while others incorporate variations 
in the field caused by external current systems in the ionosphere and magnetosphere (e. g. 
Tsyganenko and Sitnov, 2007).  The magnitude of the magnetic field at ionospheric altitudes 
from these empirical models do not differ by more than a fraction of a percent, much smaller 
than the uncertainties in the other parameters represented in the equations above.  Similarly, 
secular variations of Earth’s magnetic field are estimated to be about 3nT/year (Finlay et al., 
2016), which are not large enough to produce significant uncertainties in derived electrodynamic 
parameters.  Furthermore, measurements of magnetic perturbations made by magnetometers in 
space and on the ground are detrended to eliminate background fields.  Thus, in situ 
measurements of geomagnetic disturbances are not dependent on the absolute value of Earth’s 
magnetic field.
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The challenge in achieving an accurate, global specification of auroral electrodynamic 
and energy input parameters is the difficulty in making direct measurements of the relevant 
parameters throughout the high latitude ionosphere.  Such observations are not only important in 
specifying auroral parameters, but also in conducting the research needed to achieve a better 
understanding of the relevant physical processes. The remainder of this section documents the 
progress that has been made, particularly in the past ten years, in improving the accuracy, 
timeliness, and global extent of auroral electrodynamic parameter specification.

Figure 2.  Relationship between auroral electrodynamic quantities resulting from 
magnetosphere/ionosphere coupling processes.  Arrows indicate which parameters are needed to 
determine other parameters.  Neutral winds are taken into account by expressing the electric field 
in the reference frame of the neutrals.

3.2 Energy flux and conductance
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Quantifying auroral particle precipitation has been a longstanding challenge, beginning 
with early studies based on ground-based, optical information. Subsequent studies were based on 
more sophisticated optical techniques, and later in situ measurements made by sounding rockets 
or low-Earth orbiting satellites.  Knowing the characteristics of precipitating particles is 
important for studies of the origin of the precipitation, quantifying the energy influx into Earth’s 
upper atmosphere, and for accurate calculation of ionospheric electric conductivities.  The 
challenge to a complete specification of auroral particle precipitation is that a number of different 
types of particles contribute, and the full particle energy spectrum must be known to accurately 
determine the amount of energy deposited and its location, both vertically and 
horizontally.  Precipitating particles include energetic ions and electrons, but interaction with the 
atmosphere can produce secondary electrons, energetic neutral atoms, and bremsstrahlung X-
rays, which also contribute to the total energy deposition.  Even if particle precipitation can be 
characterized locally by combining data from various observational techniques, a global 
specification has not yet been achieved except by using empirical models based on long-term 
data sets, and/or theoretical models to fill in gaps between sparsely sampled measurements.

The most common approach to specifying global energy deposition by precipitating 
particles is based on optical auroral imaging from spacecraft.  Far ultraviolet imaging allows for 
detection of emissions under sunlit conditions, and the ratios of selected bands provide 
information about the mean energy of the precipitation.  Interpretation of the observations 
requires assumptions about the type of particles producing the emission and their energy 
spectrum.  This begins with forward modeling of the height distribution of energy deposition 
using various first-principles techniques or more efficient implementations of those results (Rees, 
1963; Strickland et al. 1976, 1983; Solomon, 2001; Fang et al. 2008, 2010, 2013).

FUV emissions produced below about 100 km are partially absorbed by the atmosphere 
above.  This absorption makes it difficult to accurately estimate the high energy component of 
the particle spectral distribution.  Bremsstrahlung X-ray emissions have been used to estimate the 
high energy component, but the mass of X-ray detectors makes it difficult to incorporate these 
instruments into satellite payloads.

Global imaging from satellites is limited in spatial or temporal coverage depending on the 
altitude of the spacecraft.  High altitude satellites can image the entire auroral zone at one time, 
but not continuously.  Imagers in low Earth orbit cannot image the entire auroral oval.  A global 
specification is constructed from successive orbits or combined with a model to fill in gaps in 
coverage.  Because of the limitations of global auroral imaging, empirical models have been used 
to specify the mean energy and energy flux of particle precipitation from statistical averages of 
in situ measurements (Spiro et al., 1982; Hardy et al., 1985; Hardy et al., 1989; Fuller-Rowell 
and Evans, 1987; Newell et al., 2009, 2010; Redmon et al., 2017).  Newell et al. (2014) 
developed an empirical model called OVATION based on DMSP electron and proton 
spectrometer data that accounts for the different types of auroral precipitation occurring in 
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association with varying solar wind parameters.  This approach improves the ability to replicate 
some of the smaller-scale structures in auroral precipitation during geomagnetically active 
periods.

For many applications, it is not necessary to know the global distribution.  It is sufficient 
to know the total energy deposition from precipitating particles.  This is specified separately for 
the northern and southern hemispheres by a quantity referred to as the hemispheric power index 
(HPI) (Evans, 1987).  It was originally calculated from the empirical energy flux maps 
determined from statistical studies of in situ precipitating particle fluxes. More recently, the HPI 
has been determined from satellite-based measurements combined with models (Newell et al. 
2009, Luan et al. 2010, 2011).  

Ionospheric electrical conductivity is a key parameter for accurate specification of high 
latitude electrodynamic properties such as electric fields, currents, and Joule heating.  While the 
contribution of ionospheric conductivity from solar illumination is well understood (Robinson 
and Vondrak, 1984; Brekke and Moen, 1993), the high spatial and temporal variability of 
energetic particle precipitation associated with aurora represents remains a challenge. A number 
of studies have used analytic expressions relating conductances to energetic particle precipitation 
parameters from the empirical particle precipitation models described above (e. g. Wallis and 
Budzinski, 1981; Vickrey et al., 1981; Spiro et al., 1982; Reiff 1984; Robinson et al., 1987; and 
Kaeppler et al., 2015).

Conductances have also been mapped using FUV observations from numerous satellite 
missions.  Lummerzheim et al. (1991) used broadband FUV observations from the Dynamics 
Explorer-1 satellite.  With better spectral resolution, the intensity and ratios of selected Lyman-
Birge-Hopfield bands of molecular nitrogen can be used to determine both the Pedersen and Hall 
conductances (Germany et al. 1994). Brittnacher et al. (1997) used FUV imaging data from the 
Polar satellite, which stopped operating in 2008.  Coumans et al. (2004) used data from the 
IMAGE spacecraft, which operated from 2000 to 2005.  Scanning FUV sensors on the 
Thermosphere Ionosphere Mesosphere Energetics and Dynamics (TIMED) satellite Global 
Ultraviolet Imaging (GUVI) instrument and the DMSP Special Sensor Ultraviolet 
Spectrographic Imager (SSUSI) provide images of FUV emissions in a broad swath over the 
polar regions, but not the entire auroral zone (see, for example, Christensen et al., 2003; Zhang 
and Paxton, 2008). 

Other approaches to specifying conductances have been developed using ground-based 
observations.  Ahn et al. (1998) correlated ionospheric conductances measured by incoherent 
scatter radar with ground-based magnetic perturbations.  This approach has the advantage of 
replicating local enhancements in conductivity that other empirical models are often unable to 
capture.  The Ahn et al. (1998) results were incorporated into the Assimilative Mapping of 
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Ionospheric Electrodynamics (AMIE) model, which uses ground-based magnetometer and local 
measurements to produce an optimum specification of ionospheric conductivities (Richmond, 
1992; Crowley and Hackert, 2001). Cousins et al. (2015) have shown that conductivities can be 
derived from ground-based measurements of electric fields from the Super Dual Auroral Radar 
Network (SuperDARN) combined with measurements of field-aligned currents from the Active 
Magnetosphere and Planetary Electrodynamics Response Experiment (AMPERE). Other 
ground-based instruments have been used to estimate auroral conductance, including methods 
based on all-sky imaging data (Kosch et al., 1998; Lam et al., 2019).  Single wavelength or 
single bandpass imagers provide only the Pedersen conductance, while multispectral imagers 
offer the means to estimate both Hall and Pedersen conductances from the precipitating particle 
energy flux and average energy inferred from the optical emissions (e. g., Grubbs II et al., 2018). 
These methods offer the advantage of higher spatial and temporal resolution, but only over 
limited regions.  Riometer measurements in combination with optical observations have also 
been used to deduce Hall and Pedersen conductances (Senior et al., 2008). 

In the absence of global observations, modelers have used other methods to infer 
conductances.  Ridley et al. (2004) and Wiltberger et al. (2009) derived conductances from field-
aligned currents, with different relationships for upward and downward currents. This approach 
has the advantage of ensuring that aurorally enhanced conductances are collocated with upward 
current regions because those currents are well correlated with downward electron fluxes that 
produce conductivity enhancements.  This connection was confirmed by Korth et al. (2014), who 
used TIMED GUVI observations to relate FUV emissions to large-scale regions of upward field-
aligned currents determined from magnetometer data from the Iridium satellite constellation (the 
predecessor to AMPERE).  More recently, Robinson et al. (2018) used AMPERE data with 
TIMED GUVI observations to show that field-aligned currents correlate with precipitating 
particle energy fluxes in both upward and downward current regions.  The scaling between the 
two quantities was found to be a function of magnetic local time (MLT).  A follow-on study 
based on AMPERE data combined with Poker Flat Incoherent Scatter Radar data showed similar 
linear relationships between field-aligned currents and conductances (Robinson et al., 
2020).  Relations between field-aligned currents and conductances have also been derived by 
Wang and Zou (2022) and Mukhopadhyay et al. (2020).  McGranaghan et al. (2015a, b, and 
2016) have applied machine learning techniques for global specification of ionospheric 
conductances. Conductance models utilized in geospace coupled modeling systems are discussed 
in Section 4.

3.3 Electric fields

Early empirical models of high latitude convection were constructed by measurements of 
electric fields made by double probes and ion drift meters over many years.  Weimer (2001) used 
satellite observations to develop a model of convection as a function of the direction of the 
interplanetary magnetic field.  This has proven to be a mainstay for studies of solar wind-



18

magnetosphere-ionosphere-thermosphere coupling and has been used in many different kinds of 
models for simulating the entire system. 

Auroral lectric fields can also be measured from the ground using  incoherent scatter 
radars such as the European Incoherent Scatter Radar (EISCAT, Williams et al., 1984) and the 
Poker Flat Incoherent Scatter Radar (Nicolls et al. 2014).  Thehe high frequency (HF) radars that 
comprise the SuperDARN network (Greenwald et al., 1995) also measure plasma drifts from 
which electric fields can be derived.  To overcome the limited spatial coverage of these 
measurements, long-term observations have been used to construct empirical models of high 
latitude convection (Holt et al. 1984, 1987; Foster et al., 1986a, 1986b), Gjerloev et al., 2018, 
Thomas and Shepherd, 2018).  

Each of these empirical models has strengths and weaknesses.  They all successfully 
capture the large-scale features of high latitude plasma convection and how it responds to 
changes in IMF.  However, all are limited in their ability to replicate the small-scale variations in 
electric fields that in situ observations show are always present. Recently, Langmuir probe 
measurements from the SWARM satellites have been used to study the global distribution of 
plasma irregularities (Jin et al., 2017; De Michelis et al., 2019).  In the future, EISCAT 3D will 
provide unprecedented volumetric measurements of electric fields and other ionospheric 
parameters (McCrea et al., 2015; Stamm et al. 2023) with a resolution that will enable 
measurements of kilometer scale structure. These small-scale variations in electric fields,can 
have dramatic effects on the electrical coupling between the magnetosphere and ionosphere that 
are not yet well understood.  As discussed below, Joule heating is proportional to the square of 
the electric field.  Thus, positive and negative values of the electric field might average to zero in 
empirical models, resulting in significant underestimates of the Joule heating rate.  

As yet, there is no way to produce an instantaneous image of the high latitude electric 
fields or the associated plasma convection pattern.  Thus, empirical models have been the 
primary means for specifying electric fields in global space weather simulations.  Robinson et al. 
(2021) calculated the electric field from the field-aligned currents and conductances using E=-∇ϕ 
in Eq, (3) with the field-aligned currents determined from AMPERE and the conductance 
derived from Robinson et al. (2020).  Thus, maps of electric potential and electric fields in the 
northern and southern hemispheres can be produced at the two-minute cadence of the AMPERE 
field-aligned current maps.  This technique remains to be validated, but its success at duplicating 
the ground-based magnetic perturbations measured by the SuperMAG network offers promising 
results.  The implication of this capability is that global space weather models need only specify 
the field-aligned currents correctly and the conductances, electric fields, and currents can be 
accurately and self-consistently determined.
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Global maps of electric fields and other auroral electrodynamic parameters are also 
available through the open-source Assimilative Mapping of Geospace Observations (AMGeO) 
model, which extends the data assimilative approach of the AMIE model (Matsuo, 2020).  By 
assimilating SuperDARN, AMPERE, SuperMAG, and other observations, AMGeO provides 
optimal specification of auroral electrodynamic parameters globally (Cousins et al. 2015).

3.4 Ionospheric and field-aligned currents

Generally, the direct impact on the magnetosphere from solar wind driving is most easily 
seen in the data from ground-based magnetometers, which measure the magnetic fields from 
ionospheric current systems connected to and driven by the three-dimensional currents in the 
magnetosphere. Typically, the auroral zone current systems in both hemispheres are quite stable, 
but nevertheless variable in response to solar wind driving. They generally consist of eastward 
directed auroral electrojets in the evening sector and westward directed electrojets in the morning 
sector, with some sunward closure current over the polar caps (Gjerloev, 2009; Gjerloev et al., 
2010; 2011; and Shore et al., 2019). This current system (which is typically referred to as DP2 
(Disturbance Polar type 2) is associated with the global ionospheric convection pattern in the 
opposite direction, which can easily be detected and monitored with HF coherent radar systems 
like SuperDARN (Lester, 2003). Both the convection and the current systems are directly driven 
by the reconnection of the terrestrial magnetosphere with the solar wind IMF component and are 
therefore mostly responding to the negative IMF Bz component, which controls subsolar 
reconnection. The system is balanced by nightside reconnection in the deep tail of the 
magnetosphere, closing the convection and current circuits (Dungey, 1961, Nishida 1966, 1968a, 
b, Nishida and Maezawa, 1971). The DP2 system is global in its nature and exhibits relatively 
slow, less dramatic responses to solar wind driving than the related DP1 current system, which 
consists of a strong -- more or less localized -- westward electrojet enhancement in the midnight 
sector, appearing and disappearing in connection with so-called auroral or geomagnetic 
substorms. (Akasofu, 1964).

A thorough discussion of the magnetospheric processes that produce all the observed 
substorm phenomena, both in space and in the ionosphere, has now been ongoing for almost 50 
years. It is now generally understood (Shore et al. 2019) that the localized enhanced westward 
electrojet, which is the ionospheric part of the of 3-dimensional substorm current wedge (the 
DP1current system) is typically superimposed on the preexisting eastward and westward 
electrojets of the convection driven DP2 current system.  Thus, it can result in both an 
enhancement of the midnight and morning sector westward electrojet and a decrease (or turning) 
of the evening or pre-midnight sector eastward electrojet. McPherron et al. (1973) originally 
identified this superposition of a three-dimensional substorm current wedge by analyzing distant 
effects of the involved localized field-aligned currents at midlatitude magnetometer stations.
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Obviously the DP2 system also responds globally to the local substorm onset in the 
nighttime sector due to the associated global magnetospheric dipolarization and related particle 
precipitation, which increases the ionospheric conductivity all along the auroral oval (Boraelv et 
al., 2000).  Due to the sporadic and localized nature of the substorm current wedge, it is 
sometimes hard to determine the detailed nature of the new substorm DP1 current system on top 
of the changing and intensifying DP2 current system. It has generally been concluded (Morley et 
al., 2007) that the DP2 current system is directly driven by the solar wind-magnetosphere 
interaction, while the DP1 system is sporadically occurring, and due to an internal 
magnetospheric instability causing excess energy release. Thus, it has also clearly been shown 
that the prediction of geomagnetic disturbances on the basis of solar wind input data is 
reasonably good for the DP2 currents, but very hard, if not impossible for the DP1 currents 
(Newell et al., 2007).

A global specification of horizontal currents can be obtained by analyzing the magnetic 
perturbations caused by the currents as measured by ground-based magnetometers (Weygand et 
al. 2012; Weygand and Wing, 2020; Weygand, 2021). These studies were based on the Spherical 
Elementary Current System (SECS) technique, which allows determination of equivalent 
ionospheric currents from ground magnetic observations.  The magnetic perturbation sums the 
contributions from all parts of the magnetosphere-ionosphere current system. In fact, Fukushima 
(1976) has shown that or a uniform conducting ionosphere the perturbation produced by the 
Pedersen component of the current is zero. Thus, the Hall currents primarily contribute to the 
ground-based magnetic perturbations. However, the derivation of the ionospheric currents from 
the ground-based measurements is difficult because the magnetometer integrates the 
contributions from a broad distribution of currents. Nevertheless, this method of deducing 
currents has continuously improved through the years owing to a denser array of magnetometer 
stations, more sophisticated deconvolution algorithms, and better accuracy and time resolution of 
the magnetic measurements. Although the global network of magnetometer stations continues to 
grow, specification of currents over locations without magnetometer stations remains a limiting 
factor.

Another method for determining ionospheric currents is based on “differential equivalent 
current vectors”, which allows separation of newly occurring magnetic disturbances from the 
preexisting background fields.  This method has yielded important new details about the 
substorm current wedge.  First observed at high latitudes by (Opgenoorth et al.,1980), and 
Baumjohann et al. (1981), it was originally understood as the signature of an onset of near-Earth 
reconnection or a large-scale dipolarization associated with a spontaneous short-circuiting of the 
unstable growth-phase cross-tail current in the magnetosphere (Sergeev et al., 2011; 2014; and 
references therein).  Merkin et al. (2019) have shown that substorms are envelopes of the 
accumulative effects of multiple so-called bursty bulk flows (BBFs), containing small meso-
scale dipolarizing bundles of magnetic flux (DFBs). When these arrive at the near-Earth inner 
edge of the magnetospheric plasma sheet and get braked there, they will cause DP1-like current 
wedges or even a multitude of smaller wedgelets (Rostoker, 1991; Liu et al. 2015). On the other 
hand, Ohtani and Gjerloev (2020) analyzed substorm magnetic perturbations measured by the 
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SuperMAG network of magnetometers that contradict the wedgelet view. The formation of 
small-scale field aligned current wedges (“wedgelets”) at the flanks of plasmasheet bursty-bulk-
flow events as they get braked at the inner edge of the near-Earth plasmasheet, has extensively 
been modelled by Birn et al. (2009), El-Alaoui et al., (2013), Wiltberger et al. (2017), Sorathia et 
al., (2020). These model results and their potential to represent the really occurring 
magnetospheric currents structures will be discussed at the end of Section 4 below.  Kepko et al. 
(2015) have reviewed the current understanding of the substorm current wedge and associated 
features.

Detailed studies by Palin et al. (2015, 2016) and Weygand et al. (2022) using dense 
networks of ground-based magnetometers in conjunction with space-based data from THEMIS 
and Cluster have shown that basically all localized auroral intensifications, including breakups 
and even pseudo-breakups, are caused by such three-dimensional current wedgelets.  An 
example is shown in Figure 3 from Palin et al. (2016). It is possible that even large substorm 
current wedges in the sense of McPherron (1973) and Sergeev et al. (2011; 2014) may develop 
through an ensemble of repeated current intensifications caused by a large number of individual 
wedgelets or bursty bulk flows (as originally suggested by Liu et al., 2015), until the pattern 
results in the well-known “envelope” magnetic bay. It is this magnetic bay or substorm excursion 
in the ground-based magnetograms that has, over the last 50 years, given rise to the general 
concept of the substorm expansion phase.
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Figure 3.  Example of wedgelet-type, small scale current system reconstructed from ground 
magnetic observations (from Palin et al. 2016).

 

Another method of observing horizontal currents in the ionosphere include incoherent 
scatter radars (ISR), which can directly measure conductivities and electric fields. The measured 
height profile of ionospheric electron density can be combined with model atmosphere 
parameters to determine both the altitude dependent and height-integrated conductivities. The 
electric fields are determined from the measured plasma drift velocities through 𝐸 =− 𝑉 × 𝐵. The 
conductances and electric fields are used in Eq. (1) to calculate the current. The limitation to this 
method for calculating current is that ISRs are located at only a few sites around the globe, and 
most are not operated continuously. While important for studying the electrodynamics associated 
with specific localized events, their usefulness in a global specification is limited.
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A new proof of concept experiment is being developed that provides a third way of

measuring ionospheric currents. The EZIE cubesat mission makes use of the Zeeman splitting of

atomic oxygen lines to estimate the local magnetic perturbations caused by nearby currents (Yee 
et al. 2017, 2021; Laundal et al., 2021). This offers a future capability of using a fleet of small 
satellites to measure currents globally and continuously.

Recent advances in understanding the current systems associated with geomagnetic 
disturbances have been made using observations of the field-aligned currents that link 
magnetospheric and ionospheric current systems.  As indicated by Eq. (3), field-aligned currents 
can be determined from the divergence of the horizontal currents. This requires the two-
dimensional distribution of horizontal currents, which may be possible locally with a tightly knit 
array of ground-based magnetometers, but global specification is not possible. 

Over the past two decades, a technique for determining the global distribution of field-
aligned currents using the Iridium satellite constellation has been developed. The Active 
Magnetosphere and Planetary Electrodynamics Response Experiment (AMPERE) is based on 
earlier studies that used magnetometer data from this constellation of 66 polar-orbiting satellites 
at 780 km altitude (Anderson et al. 2000; Waters et al., 2001). The improvement in the spatial 
and temporal resolution of the observations enabled by the AMPERE project has been described 
by Coxon et al. (2018). The field-aligned currents are computed from the horizontal magnetic 
perturbations measured at the Iridium satellite altitudes mapped to the ionosphere using a factor 
to account for the convergence of magnetic field lines (Anderson et al. 2014). With the 
assumption that the horizontal magnetic field perturbations are poloidal (curl-free) and that field-
aligned currents are static over 10 minutes, the field-aligned currents can be computed from the 
associated potential function. To account for the uneven sampling of the Iridium magnetometer 
data, the measurements are fit by spherical harmonic expansion (Waters et al., 2020). Field-
aligned current values are derived in a magnetic coordinate grid, with one degree spacing in 
latitude and one hour spacing in local time.

Although AMPERE provides a global view of the field-aligned current distribution 
routinely over both hemispheres, the limitations to its spatial and temporal resolution calls for 
other techniques to study currents in more dynamic situations. Merkin et al. (2013) used model 
calculations to examine the effects of time variations in field-aligned currents on time scales of 
10 minutes. Studies based on the SWARM satellite constellation have revealed a rich variety of 
field-aligned current structures associated with auroral precipitation (Wu et al., 2017).  Despite 
its limitations, AMPERE has proven extremely useful for global specification of auroral energy 
fluxes and electrodynamic parameters for model input and validation (Robinson et al., 2018, 
2020, 2021; Robinson and Zanetti, 2019).
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The geomagnetic disturbances that represent hazards to power lines and long-line 
conductors on Earth’s surface are those caused by intense and rapidly varying currents in the 
ionosphere.  These variable currents result in large dB/dt values on the ground, resulting in 
geomagnetically induced currents (GICs) and geoelectric fields in conducting media.  The 
sources and impacts of these time varying currents are described in Section 5.

3.5 Joule heating and Poynting Flux

An important component of the auroral energy budget, particularly during 
geomagnetically active periods, is resistive heating from ionospheric currents (Joule 
heating).  Joule heating is typically determined from the electric field and either the Pedersen 
conductance or altitude-integrated Pedersen current.  Complete specification of Joule heating 
also includes dependence on neutral wind velocity (Thayer, 1998).  Accurate Joule heating 
estimation depends on the spatial and temporal resolution of the method or model used. Huang et 
al. (2012) compared Joule heat derived from the large-scale Weimer empirical model 2005 
(Weimer, 2005) with that obtained using the Assimilative Mapping of Ionospheric 
Electrodynamics Model (AMIE) model. They showed that Joule heat derived from AMIE was 
about 40% to 80% higher than Joule heat derived from the empirical model. Similarly, Codrescu 
et al. (1995) and Matsuo and Richmond (2008) showed that intrinsic sub-grid variability of 
ionospheric electric field can lead to underestimation of Joule heat by large-scale models.  This 
result indicates that dynamic variability and mesoscale structuring that are resolved in the data 
assimilation procedure (but not in the empirical model) are important factors affecting 
determinations of high-latitude heating.

It is important to note that modeling and data assimilative approaches may use different 
definitions of the Joule heating (Thayer and Semeter, 2004). The Thermosphere Ionosphere 
Electrodynamics General Circulation Model (TIEGCM) of the upper atmosphere (Qian et al., 
2014; Richmond et al., 1992) and AMIE calculate the Joule heating as ohmic heating caused by 
current dissipation using the current and conductivity (Lu et al., 1996; Rastätter, et al., 2016). 
This approach does not account for neutral wind contribution. The Global Ionosphere 
Thermosphere Model (GITM) defines the Joule heating as frictional heating estimated directly 
from the relative ion-neutral drift velocities (Schunk and Nagy, 2009; Ridley et al., 2006; Zhu 
and Ridley, 2016). This discrepancy complicates direct comparison of Joule heating estimates 
across different data sources and model outputs (Verkhoglyadova et al., 2016; 2017).

  

A variety of observational techniques has been applied to validating estimates of Joule 
heating from models.  Cosgrove at el. (2009) compared Joule heating derived from Sondrestrom 
Incoherent Scatter Radar measurements with those derived from the AMIE model. They found 
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that the AMIE procedure provided estimates that are ~30% less than those of the ISR. They 
attributed the discrepancy to a difference in spatial resolution as predicted by Codrescu et al. 
(1995) and Matsuo and Richmond (2008).

Thayer (1998) examined the dependence of Joule heating altitude variations using 
electric field and neutral wind velocity measurements through the E region from the Sondrestrom 
incoherent scatter radar. The measurement was based on the steady state ion equation of motion 
applied to the measured ion drift velocity and electric field.  The results showed a strong 
dependence of the altitudinal profile of Joule heating on neutral winds. The height-integrated 
Joule heating was dependent on neutral winds to a lesser degree. 

Incoherent scatter radar has the capability to infer ionospheric heating locally with high 
resolution. Sojka et al. (2009) used ionospheric temperature measurements by the Poker Flat 
Incoherent Scatter Radar (PFISR) and EISCAT Svalbard Radar (ESR) to analyze heating in the 
polar cap and auroral region during High-Speed Streams. These measurements did not 
distinguish between heating due to particle precipitation and Joule heating. Further efforts are 
needed to separate these two sources. Combined use of incoherent scatter radar measurements of 
heating and auroral imaging can be a promising approach (Baker et al., 2004). This approach 
uses an empirical model to calculate neutral wind velocity in the absence of collocated 
measurements.  Neutral wind divergence can contribute to high-latitude electrodynamics and is 
closely related to localized heating due to auroral precipitation (Mannucci et al., 2018). 
Collocated estimations of ionospheric electrodynamic parameters and neutral winds, for instance, 
with incoherent scatter radar can improve the Joule heating estimates.  

In some cases, Joule heating cannot be measured directly, but is calculated from other 
validated measurements under certain assumptions, (Thayer, 1998; Cosgrove et al., 
2014).   Empirical models can constrain the values of auroral electrodynamic quantities if 
measurements are not readily available. Evaluation of several empirical models shows promising 
results (Lane et al., 2015) and their outputs can be compared with direct measurements and data 
assimilation products as a part of the assessment.   When the ground-truth data is model-
dependent, all the model assumptions must be thoroughly documented for future review and 
possible revision. 

3.6 Auroral boundaries

Accurate identification of auroral boundaries is important to isolating the physical 
processes responsible for geomagnetic disturbances. Both poleward and equatorward boundaries 
are often necessary, and boundaries may differ depending on the process or phenomenon that is 
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most important to the application.  Boundary identification algorithms have been described by 
Longden et al. (2010) to identify the inner & outer edges of the auroral emission using optical 
data from the IMAGE satellite.  Zhang et al., (2010) developed an automated technique to 
determine auroral boundaries using far ultraviolet data from the Global Ultraviolet Imager 
(GUVI) on the Thermosphere Ionosphere Mesosphere Energetics and Dynamics (TIMED) 
satellite (Christensen et al. (2003).   In a study of extreme events, Ngwira et al., (2013a) 
determined auroral boundaries for geomagnetically induced current applications from DMSP 
precipitating particle flux data over the nine high-energy channels using the technique developed 
by Redmon et al., (2010).  Weygand et al. (2023) determined equatorward auroral boundaries 
using field-aligned currents derived from ground-based magnetometer data.

The Aurorasaurus project database (MacDonald et al., 2015) offers a collection of geo-
tagged and time-stamped signals of auroral visibility collected from citizen scientists. This 
ground-truth data provides detailed information about the observed aurora such as: colors, 
morphological features, relative strength of the ongoing activity, the location in the sky, and 
often an image of the aurora. The number of reports submitted to the project increases 
proportionally with the intensity of the geomagnetic storm (Case et al., 2015a, b), thus leading to 
an abundance of data during large storms that can potentially be used to supplement and validate 
predictions of existing models. Since late 2014, the database compiled approximately 10,000 raw 
observations that are further validated and quality-controlled by the Aurorasaurus team using a 
method described in Case et al., (2016c). These validated and quality controlled real-time aurora 
sightings have been integrated into auroral research and utilized to quantitatively improve 
knowledge of auroral visibility and real-time alerts (Case et al., 2016b), as well as to help 
validate different sources of data and empirical models. 

Recently, Kosar et al. (2018a) performed a study comparing equatorial boundaries at a 
fixed flux level obtained from two empirical models, the solar wind driven OVATION Prime 
2013 (Newell et al., 2014) and the Kp-dependent Zhang-Paxton (Zhang and Paxton, 2008), with 
a subset of citizen science observations collected by the project. Previously, Case et al., (2016a) 
compared this data with the operational auroral forecast product of NOAA’s Space Weather 
Prediction Center (SWPC) and found that ~60% of reports fall equatorward of the view-line (the 
estimated most equatorward latitude of the visible aurora) predicted by SWPC. The 
Aurorasaurus data are available and a publication to encourage its integration into auroral 
research by the scientific community is underway (Kosar et al., 2018b). With the continuous 
growth of the Aurorasaurus user community, the project database is likely to continue to expand 
in the near future, offering increasingly global data coverage. A future direction for the 
Aurorasaurus project includes development of an assimilative model that will allow full use of 
this new data source and will potentially lead to an improved knowledge of auroral 
specification. 
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Empirical models of auroral precipitation can be useful inputs for ionosphere-
thermosphere models if measurements are not readily available, as for space weather forecasting. 
Evaluation of several models showed promising results (Lane et al., 2015), and their outputs can 
be also compared against direct measurements and data assimilation products as a part of the 
assessment.   

3.7 Subauroral Phenomena

Dramatic plasma convection enhancements occur during geomagnetic storms and 
substorms in the subauroral regions of geospace. These are typically latitudinally narrow regions 
of very strong westward plasma flows of sometimes more than 5 km/sed, which have been called 
many different names, often depending on the applied observation technique or the author group, 
such as polarization jet PJ, subauroral ion drift SAID, or subauroral electric fields SAEF. 

Such narrow ionospheric plasma flow channels are proposed to be driven by a poleward 
polarization electric field located equatorward of the auroral electron precipitation region due to 
the radial separation between the inner plasma sheet electrons and ions, and similar explanations 
have been proposed for the broader regions of enhanced plasma convection that were regularly 
observed during geomagnetic storms. As a result, an encompassing term of “Sub-Auroral 
Polarization Streams”, SAPS, has been proposed to include both the narrow PJ/SAID forms and 
any broader plasma stream regions. For more details on the nomenclature, and more importantly 
the underlying individual studies, see the excellent review on SAPS by Nishitani et al., (2019).

Of course, the question of the nomenclature is ultimately related to the question of the 
physical origins and magnetospheric/ionospheric driving mechanisms. The radial charge 
separation and the associated polarization electric field in the magnetosphere are widely accepted 
to be one of the two main drivers, with the other one being positive feedback between the 
magnetospheric electric field and ionospheric conductance. Another often advocated process that 
could produce SAPS is the sudden penetration of high latitude magnetospheric convection 
electric fields to subauroral regions, due to over- or under-shielding of the inner magnetosphere 
during rapid changes of the IMF Bz (Ebihara et al., 2010; Kikuchi et al., 2010). But even if there 
is now a general consensus on the importance of these rather large-scale magnetospheric 
processes for SAPS formation and evolution, there appears to be a growing realization that these 
do not explain some characteristics of narrow SAID and other more detailed observations of 
internal SAPS structure. The global SuperDARN radar network typically observes SAPS as a 
multiscale phenomenon from large regions of subauroral westward convection seen 
simultaneously by multiple radars to small-scale flow enhancements within only a few range 
gates. 
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The longitudinal structure of SAPS in the subauroral and midlatitude region has been 
investigated using the SuperDARN radars systems. For example, Oksavik et al. (2006) examined 
a SAPS flow channel equatorward of 60° MLAT that was observed for several hours by a single 
SuperDARN radar. Another similar observation was presented by Clausen et al. (2012), who 
studied the spatiotemporal evolution of a SAPS flow channel, as a narrow (few degrees wide) 
channel of westward flow extending over 6 h of MLT and through the FOVs of six midlatitude 
SuperDARN radars. Comparison with a GPS TEC map reveals that the SAPS channel was 
associated in latitude with the position of the ionospheric trough over this wide range of MLT. 

SAPS have been observed more often, and with faster flow speeds and at lower latitudes, 
with increasing geomagnetic activity level, which suggests that SAPS are closely controlled by 
solar wind conditions as well as by the ring current. A detailed examination by Grocott et al. 
(2011) showed that the latitudinal location of SAID varies on similar time scales to those of the 
interplanetary magnetic field and auroral activity, while variations in its flow speed are more 
closely related to ring current dynamics. These results are consistent with the idea that the 
poleward electric field of SAPS/SAID is caused by the shielding effect of the ring current 
coupled with the ionosphere through the Region 2 FAC system. 

SAPS are observed at all levels of geomagnetic disturbance, but with a dependence on 
disturbance level (characterized by Dst) such that quiet times have low occurrence rates (~ 10%) 
while storm times have very high rates (approaching 100%) (Kunduri et al., 2017). The SAPS 
feature is often clearly defined against a background of lower latitude, low velocity, subauroral 
scatter. Many SAPS events have been unambiguously related to substorm activity (Mishin et al., 
2017). Large-scale variations of SAPS speed are not accompanied by variations of SAPS flow 
direction which remain extremely stable throughout the course of the event at given longitudes. 
SuperDARN observations of SAPS in conjunction with global auroral observations have 
demonstrated the important role played by auroral dynamics on the spatiotemporal evolution of 
SAPS. It has been demonstrated that any equatorward motion of the aurora can effectively 
compress the SAPS flow channel into its narrow SAID form while simultaneously strengthening 
it (Grocott et al., 2011). 

Another recently discovered -- and much discussed – subauroral phenomenon is a new 
type of extended subauroral narrow region of pinkish auroral emissions. This phenomenon, 
which was called STEVE (strong thermal emission velocity enhancement), may well be related 
to SAPS, or even more likely to the narrow form of SAPS, SAIDs. According to Nishimura et al. 
(2019), Gallardo-Lacourt et al. (2018), and other references within these papers) the occurrence 
frequency and general behaviour of STEVE relates closely to those of SAIDs, and the emission 
characteristics of STEVE are closely related to the production mechanism of SAIDs.  The 
observed plasma flow speeds are even higher than in SAIDs, close to 6 km/s.
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For the purpose of this review, we conclude that SAPS and STEVE are mainly 
ionospheric phenomena in consequence of magnetospheric processes, caused by polarization 
electric fields set up by three-dimensional current systems. So, they are relevant for this chapter, 
but their potential space weather impact remains unclear for the time being. Considering their 
relation to strong electric fields, causing strong ions drifts, with a considerable impact on local 
electron density structures as well as TEC, one can, however, not exclude considerable space 
weather effects on GNSS systems by these phenomena.

3.8 Ion outflow

High latitude processes in the magnetosphere and ionosphere lead not only to 
electrodynamic coupling but also mass exchange between the two regions, both of which can be 
underlying factors in the location and timing of geomagnetic disturbances. The ionosphere, with 
denser and cooler plasma than the magnetosphere, undergoes a variety of energization processes 
that lead to escape of ions into the magnetosphere. An overview of mass loss processes, 
including the ion escape processes that are dominant at Earth, can be found in Gronoff et al. 
(2020). “Polar wind”-type outflow, so named by analogy with the solar wind, involves the 
escape of thermal ionospheric ions accelerated in bulk to supersonic escape velocities by 
ambipolar electric fields (Banks and Holzer, 1968). This type of outflow is primarily composed 
of H+ and is a less variable source than the outflow processes described in the following 
paragraph. Along with energetic and heavy ion outflow processes, it is increasingly included as 
an ionospheric source in global magnetospheric modeling (e .g. Glocer et al., 2009, 2013) and 
has been shown to influence a variety of magnetospheric processes in global magnetosphere 
models (Welling and Liemohn, 2016). See Section 4 for more discussion of coupled geospace 
modeling systems.

 

The detection of O+ in the magnetosphere indicated the presence of additional 
acceleration mechanisms that, unlike typical ambipolar fields in the ionosphere, are capable of 
accelerating heavy ions to escape energies (Shelley et al., 1972; Moore et al., 1984). O+ plasma 
can make up a significant component of the plasma in the magnetosphere during geomagnetic 
storms (Nosé et al., 2003), where it influences the structure and dynamics of the magnetosphere 
and its processes (Lotko, 2007 and references therein). Such components are now included in 
multi-fluid magnetospheric models (Garcia et al., 2010; Brambles et al., 2011), in many cases 
with physics-based outflow models providing the multifluid outflow boundary conditions 
(Glocer et al., 2009; Varney et al., 2016b). The outflow processes that lead to heavy ion escape 
include (but are by no means limited to) soft electron precipitation (Redmon et al., 2014; Shen et 
al., 2016), convection-driven Joule heating (Varney et al., 2015), and wave-particle interactions 
that transversely accelerate ions, which are then reflected upward by the mirror force (Retterer et 
al., 1987; Bouhram et al., 2004). A more complete treatment of the possible mechanisms of 
ionospheric outflow can be found in Section 2.4 of Gronoff et al. (2020) and in Yau et al. (2011). 
The exact mechanisms that operate in a given region may combine and may vary over time, and 
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the time history of the field line should be taken into account to accurately predict ion upflow 
and escape (Redmon et al., 2012). New research is showing that some of the outflow previously 
believed to be O+ is actually N+ (Lin et al., 2022), and new outflow modeling efforts are 
including N+ upflow and escape in addition to O+ (Lin et al., 2020).

 

Outflow models are coupled with other components of the coupled geospace modeling 
system (see Section 4). Examples include fully coupled ionosphere-thermosphere models for 
self-consistent magnetospheric dynamics, ion outflow, and electrodynamics (Pham et al., 2022), 
or models with kinetic processes providing wave particle interaction physics (Glocer et al., 
2018). However, a major limitation of these models is not the numerics or physics of the models 
themselves but our lack of knowledge of the wave processes in the ionosphere, their origin, or 
the wave spectral details that determine which processes are most effective in providing 
perpendicular or field-aligned acceleration for a given region or time period (Moore and 
Khazanov, 2010; Varney et al., 2016a, Glocer et al., 2018). Additional observations are needed 
in order to provide the necessary constraints and inputs to make improvements to outflow models 
and understand this important source of magnetospheric plasma.

4.  Coupled Models of the Geomagnetic Environment

4.1 Coupled geospace modeling

Solar wind impact on the magnetosphere results in dynamic transport of plasmas and 
fields from the dayside magnetopause to the magnetotail.  Fast magnetotail reconnection causes 
the relatively steady earthward convection to be punctuated by strong, variable plasma energy 
flows in the form of bursty bulk flows (BBF) in the plasma sheet (Angelopoulos et al., 1992, 
1994).  Some of the earthward flowing energy is channeled into the ionosphere, but most is 
deposited in the inner magnetosphere and the reconnected magnetic flux is transported back to 
the dayside. The earthward directed energy accelerates particles into the ionosphere and excites 
auroral emissions.  Energy and momentum are transferred between the magnetotail and the 
ionosphere resulting in coupling between these different physical domains. The scales involved 
in these transport processes range from hundreds of Earth radii (RE) down to tens to hundreds of 
kilometers, as determined by the local electron and ion inertial lengths. This range of spatial and 
temporal scales, energies and processes makes modeling the Earth’s geospace region 
challenging. Addressing this challenge requires coupled multicomponent modeling systems with 
each component utilizing modeling approaches tailored for the underlying physical processes. 

The Global Magnetosphere (GM) is the largest domain and the central component of the 
tightly coupled geospace modeling system illustrated in Figure 4. The GM component typically 
utilizes ideal or resistive magnetohydrodynamic (MHD) approaches. It has been more than 40 
years since the first global MHD codes were developed to treat the large-scale dynamical 
response of the magnetosphere to changing solar wind conditions (Brecht et al., 1982; Ogino et 
al., 1985; Lyon et al., 1981; Tanaka, 1995; Frank et al., 1995; Raeder et al., 1998; Powell et al., 
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1999; El-Alaoui 2001, Wiltberger et al., 2000; Gombosi et al., 2003, Palmroth et al., 2003). 
These studies have shown that global MHD models provide a reasonable description of the large-
scale structure of Earth's magnetosphere. 

Figure 4.  Basic components of modern coupled geospace modeling systems and information 
passed between domains. The two-letter identifiers for the model components are those 
introduced in the Space Weather Modeling Framework (SWMF) (Toth et al. 2005, 2012). 
Components shaded in blue are included in the SWMF/Geospace model system running 
operationally at NOAA SWPC. Note that some geospace modeling systems include additional 
components that are not shown in the scheme (e.g., plasmasphere). 

The fluid MHD equations can be written in different forms, which are all mathematically 
equivalent, but generally lead to different numerical methods (Raeder, 2003; Gombosi et al., 
2003; Lyon et al., 2004). They can be written in nonconservative (primitive variable) formalism, 
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full conservative formalism, and semiconservative (gas dynamic conservative) formalism. The 
full conservative formulation allows the application of conservative finite volume schemes that 
strictly conserve mass, momentum, energy, and magnetic flux (Powell et al., 1999; Gombosi et 
al., 2003). In the semiconservative formulation, the equations are written in a form in which the 
gasdynamic terms are put in divergence form, and the electromagnetic terms in the momentum 
and energy equations are treated as source terms (Lyon et al., 2004; Raeder et al., 1998). This 
formulation allows for different schemes that numerically conserve mass, momentum, and 
plasma energy, but with no strict conservation of total energy. Examples of numerical schemes 
and other features utilized by different GM models are summarized in (Honkonen et al. 2013, p. 
316, Table 1).  The trend of modern geospace modeling systems is to utilize finer spatial 
resolution and less diffusive numerical schemes, and to move beyond single fluid MHD 
approach.

The GM simulation domain extends from roughly 30 RE in the sunward direction to 
hundreds of Re in the nightside. The location of the upstream boundary is set further sunward if 
there is a need to accommodate special conditions such as low solar wind Mach number.  
Arbitrary or measured plasma and field solar wind parameters are imposed as boundary 
conditions at the upstream boundary of the GM simulation domain. For data driven modeling, 
observed solar wind parameters are usually propagated from solar wind monitors at L1 (about 
200 Re from the Earth) utilizing different propagation approaches. Solar wind parameters are 
updated and distributed uniformly at the inflow boundary or at an oblique plane.  For all other 
outer boundaries, free flow conditions are assumed. The inner boundary of the GM domain is 
typically imposed at 2-3 Re from the Earth’s center.  However, it can be moved closer to the 
Earth for extreme solar wind driving. The Alfven velocity becomes too large closer to the Earth 
to allow a reasonable time step for explicit numerical schemes. A frequently used approach to 
address this issue is implementation of semi-relativistic MHD equations with a Boris factor that 
artificially reduces the speed of light (Boris, 1970; Lyon et al., 1986; 2004; Raeder, 2003; 
Gombosi et al., 2002, Toth et al. 2011). Typical values of the Boris factor are 0.01 to 0.02, which 
set the speed of light to 3,000 km/s to 6,000 km/s, respectively. Details of plasma and field 
boundary conditions at the inner boundary is a major source of uncertainties and differences 
between various geospace modeling systems (Xi et al., 2015).

The Ionosphere Electrodynamics (IE) modeling component approximates the ionosphere 
as a sphere at an altitude of about 110 km. IE plays a critical role in defining conditions at the 
inner boundary of the GM domain and is included in all geospace modeling systems. IE solves a 
Poison equation for current continuity: 

∇(Σ∙∇Φ)=j//sin(I)       (5)

where Φ is the ionospheric potential, Σ is the height integrated conductance tensor, j// is the field 
aligned current (FAC) density mapped from the inner boundary of the GM domain along dipole 
field lines, and I is the inclination angle of the field line. The IE component typically utilizes the 
geomagnetic coordinate system, and Eq. (5) is solved separately in northern and southern 
hemispheres in regions between magnetic poles and equatorward boundaries that are typically set 
at 10-40 deg from the geomagnetic equator. 
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The height-integrated ionospheric conductance defined in the entire IE domain is a 
critical factor in regulating the closure of magnetospheric field-aligned currents (FACs) through 
the ionosphere as Hall and Pedersen currents (see also the discussion in Section 3). To calculate 
the electric potential, modelers have used various techniques to infer conductances (Raeder et al., 
2001; 2008; Merkin and Lyon 2010; Wiltberger et al., 2009; El-Alaoui et al., 2023; Ridley et al., 
2003, 2004; Robinson et al., 2018, 2020; Wang and Zou, 2022; Mukhopadhyay et al., 2020). The 
simplest approach is to set constant Hall and Pederson conductances equal or different in 
northern and southern hemispheres. More sophisticated conductance models incorporate several 
contributions including conductance driven by solar EUV ionization and auroral conductances 
derived from FACs, with different relationships for upward and downward currents. Several 
geospace modeling systems include coupling with global ionosphere/atmosphere models that 
utilize ionospheric potential and FACs as inputs and return conductances based on first-principle 
calculations (Raeder et al., 2008; Tan et al., 2022; Lin et al., 2021; 2022; Pham et al., 2022). 
Utilization of different ionosphere conductance models can result in significant differences in 
simulated geomagnetic disturbances. 

The derived electrical potential is then mapped back along field lines to the inner 
boundary of the GM domain, where it is used to set the plasma tangential velocity as a boundary 
condition. IE also provides electric fields to all other modeling components shown in Figure 4, 
thus serving as a hub for the entire geospace modeling system. 

Outputs of GM and IE components are utilized to compute magnetic perturbations ΔB 
and the rate of magnetic field changes dB/dt at the ground. ΔB and dB/dt are essential space 
environment quantities that are linked to space environment impacts on power grids (geoelectric 
fields and GICs) and can be compared to observations at magnetometers on the ground. To 
enable model-data comparisons that can demonstrate the potential of new geomagnetic 
environment modeling efforts to improve GIC estimates, the Community Coordinated Modeling 
Center (CCMC) developed a CalcDeltaB tool utilized as a post-processing tool for any geospace 
modeling system (Rastaetter et al. 2014). The ΔB values are calculated from three contributions: 
1) the current densities in the global magnetosphere by using the Bio-Savart formula, 2) the 
height-integrated horizontal current densities derived in the IE component, 3) the field-aligned 
currents that connect the GM and IE solutions. It was demonstrated that the results are in good 
agreement with the outputs from similar calculations (Yu et al., 2010) that are implemented in 
the Space Weather Modeling Framework (Tóth et al., 2005, 2012). 

In the GM domain, the MHD approximation fails in the inner magnetosphere within the 
geosynchronous orbit as it does not include the particle drift and ring current physics. To address 
this issue, modern geomagnetic environment modeling systems include an inner magnetosphere 
(IM) component that incorporates non-MHD physics in closed field line regions typically within 
6-8 Re from the Earth. IM ring current models break the plasma into different populations, solve 
bounce-averaged Boltzmann equations, and calculate gradient-curvature drifts separately for 
each population. Advanced IM models usually include embedded plasmasphere models. The IM 
component utilizes 3D magnetic field and plasma distributions from the GM domain and electric 
fields from the IE component and returns total plasma pressure and density which are used to 
update the MHD solution in the near-Earth region where GM and IM domains overlap. Through 
frequent exchange of parameters between GM, IE and IM components, the coupled geospace 
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modeling system produces a global magnetosphere with a realistic ring current  and improved 
geomagnetic environment modeling. 

An outflow of plasma from the ionosphere into the magnetosphere along magnetic field 
lines is another important process that can impact the dynamics of the geomagnetic environment 
(see Section 3.7). Ionospheric outflow has been shown to be a significant contributor to the 
plasma population of the magnetosphere during active geomagnetic conditions (Glocer et al. 
2009; Redmon et al. 2010; Artemyev et al. 2019). An ionosphere outflow modeling component 
serves as a bridge spanning the gap between ionosphere and the inner boundary of the GM 
domain. Ionosphere outflow models (Glocer et al. 2009, 2018, 2020; Zhang et al. 2016, Varney 
et al. 2015, 2016 a, b) utilize neutral density and velocity from ionosphere/thermosphere models, 
calculate the transport of plasma from the ionosphere, and set the supply for the magnetosphere. 
Simulations that include an ionosphere outflow component demonstrated development of strong, 
periodic geomagnetic disturbances during periods of steady solar wind driving, such as 
earthward propagating plasmoids and bursty bulk flows (Zhang et al. 2016; Garcia-Sage et al., 
2015) and sawtooth oscillations (Varney et al. 2016b). For coupled systems that also include an 
IM component it was demonstrated that ionosphere outflow also impacts the ring current system 
(Welling et al. 2015). Complex and dynamic particle and field environments and current systems 
in the near-Earth region of geospace are discussed in the accompanying review paper by Zheng 
et al. (2023, this special issue).

4.2 Examples of modern multicomponent systems for geomagnetic environment modeling  

4.2.1 Space Weather Modeling Framework (SWMF/Geospace)

The SWMF is a flexible software framework developed at the University of Michigan 
(Toth et al. 2005, 2012) that allows integration of various models into a coherent system. The 
framework incorporates physics models with minimal changes and can be extended with new 
models and components. The SWMF/Geospace part of the framework includes all basic 
elements of the coupled geospace system scheme shown in Figure 4. 

The GM component, BATSRUS (Block - Adaptive - Tree - Solarwind - Roe - Upwind - 
Scheme), is a high-performance, generalized code with adaptive mesh refinement that can be 
configured to solve the governing equations of ideal and resistive MHD, anisotropic, Hall, multi-
species, multifluid, and MHD with embedded particle-in-cell (MHD-EPIC).

 In the 2023 version of the SWMF, the IE component, RIM (Ridley Ionosphere Model), 
incorporates solar EUV and enables multiple options for auroral conductance:
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● Ridley Legacy Model (RML) uses an inverse-exponential fitting function derived from 
assimilative maps to specify auroral conductance based on FAC strength. Conductances 
are further enhanced in regions of high FACs using an empirical auroral oval (Ridley et 
al., 2004).  

● Conductance Model for Extreme Events (CMEE) is designed for stronger solar wind 
drivers to improve simulated ground-based magnetic perturbation during extreme events 
(Mukhopadhyay et al., 2020).

● COnductance Model based on PFISR And SWARM Satellite (COMPASS) utilizes 
conjugate FACs measured by SWARM and conductance derived from PFISR 
observations (Wang and Zou, 2022).  

● AMPERE-Derived Electrodynamic Parameters of the High Latitude Ionosphere 
(ADELPHI) utilizes dependent linear relationships between the AMPERE-measured 
FACs and PFISR derived conductances (Robinson et al., 2020).

 

For all auroral conductance models, the fitting parameters depend on the polarity of FAC and 
MLT. Most models also introduce low-latitude boundaries and thresholds on conductances for 
the stability of the ionospheric electrodynamics solver.  Modular configuration of the SWMF/IE 
enables adding more options to facilitate testing of new conductance models. 

SWMF/Geospace was the first geospace modeling system that successfully implemented 
coupling with the Rice Convection Model (RCM) (De Zeeuw et al. 2004; Toffoletto et al., 2003; 
Sazykin et al. 2002; Wolf, 1983). Community-wide geospace model validation efforts 
demonstrated that incorporation of the ring current system significantly improves modeling of 
ground magnetic perturbation (Pulkkinen et al. 2013). These findings were used as a basis for 
selection of the first physics-based geospace model for transition to operations.  The 
SWMF/Geospace with GM=BATSRUS, IM=RCM, and IE=RIM with RLM ionosphere 
conductance is running operationally at NOAA/SWPC since 2016 and is providing regional 
magnetic perturbations on a five-by-five degree global grid. In 2021 the operational 
SWMF/Geospace has been upgraded with improved simulation scheme, increased resolution 
near the inner boundary, improved auroral oval specification and more realistic representation of 
magnetospheric current systems. In addition to RCM, the SWMF/Geospace can be configured 
with other IM models, e.g., the Comprehensive Inner-Magnetosphere Ionosphere (CIMI) model 
[that recently replaced the Comprehensive Ring Current Model (CRCM) (Glocer et al. 2013)], 
the Ring current Atmosphere interaction Model with Self-Consistently calculated 3D Magnetic 
field (RAM-SCB) (Jordanova et al. 2014, Welling at al, 2018), and the Hot Electron and Ion 
Drift Integrator (HEIDI) (Ilie et al. 2012, 2014). Other components of the SWMF/Geospace 
include: Global Ionosphere Thermosphere Model (GITM) (Ridley et al. 2006) and Polar Wind 
Outflow Model (PWOM) (Glocer et al.2009). Ionosphere outflow can also be introduced at the 
inner boundary through empirical formulas, (e.g., Strangeway et al. 2005).  
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The SWMF/GM+IE was the first physics-based geospace model implemented at the 
CCMC. Over more than 20 years, the model has been heavily used through the CCMC Runs-on-
Request service, resulting in hundreds of publications.  There have been multiple upgrades, 
including incorporation of several IM components: RCM, CRCM, CIMI. The latest 
SWMF/Geospace implementation for Runs-on-Request (V2023) offers preset and custom run 
types. This system offers a broad range of options that enables community engagement in testing 
the impact of different factors on results of geomagnetic environment modeling.

4.2.2. Open Geospace General Circulation Model (OpenGGCM)

The global magnetosphere component of the Open Geospace General Circulation Model 
(OpenGGCM) coupled modeling system solves the MHD equations on a stretched cartesian grid 
that is computed prior to the run. The magnetic induction equation is solved using the 
Constrained Transport (CT) method (Evans and Hawley, 1988), which uses staggered grids for 
the magnetic and electric field, so that the magnetic field components are placed on the center of 
cell faces, and the electric field on the centers of the cell edges.  This CT method allows 
preservation of ∇ · B=0 to roundoff error. Since the use of a high-order hybrid scheme with 
increased spatial resolution minimizes numerical dissipation in the computation, the code 
includes a resistive term in Ohm's law, where the resistivity (𝜂) is a nonlinear function of the 
local current density such that 𝜂 = 𝑎𝑗2.  To avoid spurious dissipation, the code includes a 
threshold, which is a function of the local normalized current density.  This threshold is 
calibrated such that explicit resistivity is switched on at a very few grid points in strong current 
sheets, rather than being spread uniformly over the entire box or being applied to smaller regions 
such as the plasma sheet (Raeder et al., 1998, 2001, 2003).  

The ionospheric electrodynamics component of the OpenGGCM utilizes either empirical 
formulations or the NOAA Coupled Thermosphere Ionosphere Model (CTIM) (Fuller-Rowell et 
al. 1996; Raeder et al. 2001). Three sources are assumed in computing the height-integrated 
ionospheric Hall and Pedersen conductivities that make up the conductance tensor. The first 
component results from solar EUV ionization and uses the Moen and Brekke (1993) empirical 
model based on the solar 10.7 cm flux (F10.7) and the solar zenith angle.  The second source is 
made up of accelerated auroral electron precipitation associated with upward FACs, which is 
modeled by using the Knight relationship (Knight, 1973). The third contribution comes from 
diffuse electron precipitation (pitch angle scattering of hot magnetospheric electrons). The 
Pedersen and Hall conductances can then be computed either by using the empirical formulas 
from the Robinson et al. (1987) model, or by feeding the precipitation parameters, along with the 
potential, into CTIM, which then computes the conductances self-consistently based on electron 
neutral collisions. Raeder at al (2008) demonstrated that using the CTIM conductances, as 
opposed to using conductances from empirical models, significantly affects the simulation 
results.

The OpenGGCM and its precursor, UCLA-GGCM, have been used successfully in 
reproducing the intricate details of the magnetopause boundary layer (Raeder et al., 1995; Frank 
et al., 1995).  Frank et al. (1995) carried out the first direct comparisons of simulated plasmas 
and magnetic fields observed by the Geotail spacecraft in the distant tail.  For example, the 
OpenGGCM results were used to identify the source of cold ion beams observed by the 
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spacecraft.  The model has also been used in successfully modeling substorm dynamics (Raeder 
et al., 2001, 2008; El-Alaoui et al., 2009).

The OpenGGCM precursor, UCLA-GGCM, was one of the first models implemented at 
the CCMC for Runs-on-Request. and request runs were started in 2001. The model has been 
used to study different regions of the magnetosphere, in particular for ionospheric 
electrodynamics studies. Recently OpenGGCM has implemented coupling with RCM. This 
version was made available through CCMC to the research community in 2020 (Cramer et al., 
2017).

4.2.3 Multiscale Atmosphere Geospace Environment (MAGE

Multiscale Atmosphere-Geospace Environment (MAGE) modeling system is under 
development by the NASA DRIVE Science Center for Geospace Storms (CGS). The long-term 
vision for MAGE includes the components shown in Figure 4 and more. The current working 
version of the model, MAGE 1.0 (Lin et al., 2021, 2022; Pham et al., 2022) consists of the GM 
component GAMERA (Grid Agnostic MHD with Extended Research Applications) (Sorathia et 
al., 2020; Zhang et al., 2019), the IE component REMIX  (RE-developed Magnetosphere-
Ionosphere Coupler/Solver) (Merkin and Lyon 2010), the IM component RCM (Toffoletto et al., 
2003), and TIEGCM (Thermospheric Ionosphere Electrodynamics General Circulation Model) 
(Richmond et al., 1992; Qian et al., 2014).

GAMERA is the next generation model built upon the high-heritage Lyon-Fedder-
Mobarry (LFM) code (Lyon et al. 2004). GAMERA utilizes a finite volume method with high-
order spatial reconstruction on curvilinear, nonorthogonal grids. GAMERA uses the constrained 
transport method (Evans and Hawley, 1988; Lyon et al., 2004) to maintain divergence-free 
magnetic fields to machine precision. An extensive description of the MHD numerics used in 
GAMERA, including comprehensive testing, was provided by Zhang et al. (2019), while the first 
magnetospheric applications were reported by Sorathia et al. (2020) and Michael et al. (2021). 
GAMERA is also being used for simulation of space plasma environments beyond the terrestrial 
magnetosphere, including solar wind (Mostafavi et al., 2021), planetary (Zhang et al., 2021; 
Dang et al., 2023) and exoplanetary (Sciola et al., 2021) magnetospheres. The auroral 
conductance model in REMIX combines contributions from diffuse and monoenergetic electron 
precipitation (Lin et al., 2021; Lin et al., 2022) whereby diffuse precipitation is derived from the 
drifting electron population simulated by the RCM and the monoenergetic population is 
calculated similarly to the original LFM formulation (Fedder et al., 1995). To derive the diffuse 
precipitation, the RCM electrons are scattered into the loss cone by using empirical models of 
chorus and hiss waves similarly to Chen et al. (2019). In addition, efforts are underway to 
include broadband and direct-entry cusp precipitation (Zhang et al., 2015). The auroral 
conductance is then computed using the Robinson et al. (1987) or Kaeppler et al. (2015) 
formulas and is combined with the background ionospheric conductance. When not coupled with 
an IT model, the background conductance can be computed using an empirical EUV model. By 
default, the model by Moen & Brekke (1993) is used, modified to avoid sharp gradients at the 
terminator (Laundal et al., 2022). When coupled with an IT model, such as the TIEGCM, the 
background ionosphere is specified by that model. The GAMERA-RCM coupling largely 
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follows the methodology described earlier for the LFM-RCM coupling (Pembroke et al., 2012) 
but with important differences detailed by Sciola et al. (2023, in press) and Sorathia et al. (2023). 
RCM coupling also enables incorporation of a dynamic plasmasphere into the model whereby 
the plasmasphere is evolved via the zeroth energy RCM channel. The dynamic plasmasphere is 
used in part to modulate the empirical wave models mentioned above (e.g., hiss waves would 
trigger inside the plasmasphere, while chorus waves outside the plasmasphere).

The GAMERA+REMIX+RCM (MAGE 0.75) modeling system is currently being 
implemented at the CCMC for Runs-on-Request service, to be followed by MAGE 1.0, which 
adds the TIEGCM. Recent high resolution MAGE simulations reproduced strong turbulence and 
BBFs during disturbed geomagnetic conditions (Figure 5). 

Longer term plans for MAGE include incorporation of Ionosphere/Generalized polar wind model 
(IPWM; Varney et al., 2016a,b), now redeveloped as the High-latitude Ionosphere Dynamics for 
Research Applications (HIDRA) model (Albarran et al., 2023), SAMI3 ionosphere/plasmasphere 
model (Huba & Krall, 2013a,b), the Whole Atmosphere Community Climate Model with 
thermosphere and ionosphere extension (WACCM-X; Liu et al., 2018), and other modeling 
components.
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Figure 5. MAGE model simulations of bursty bulk flows and omega bands in the dawn sector.  
Field-aligned currents connecting the ionosphere and magnetosphere are shown in this 3D 
rendering, along with the associated precipitating electron energy flux.

4.2.4 Gorgon 

The Gorgon model is a more recent global magnetospheric MHD code developed at 
Imperial College London derived from a strong heritage of laboratory plasma simulations (Ciardi 
et al. 2007). It is distinct from other MHD codes in the community through its use of the 
magnetic vector potential to solve the resistive semiconservative MHD equations, and hence via 
a staggered cartesian grid achieves divergence-free magnetic field to machine precision. The 
equations are solved using a 3rd order van Leer advection scheme (van Leer, 1997) with variable 
time stepping via a second-order Runge-Kutta scheme. After being adapted to simulate the 
magnetospheres of Neptune (Mejnertsen et al. 2016) and Earth (Mejnertsen et al. 2018), Gorgon 
now provides space weather modeling capability through a coupled thin-shell ionosphere model 
with a split dipole approximation (Eggington et al. 2020, 2022) and integrated test particle 
simulations (Desai et al. 2021). Similar to other models within the community, ionospheric 
conductances are prescribed by a combination of background conductance, solar EUV ionization 
and particle precipitation derived from magnetospheric quantities at the inner boundary. 
Currently there is no coupling with an inner magnetosphere model.  
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Owing to its highly efficient parallelization, recent Gorgon development has included a 
shift towards real-time operational modeling with activity in several recent and ongoing projects 
within the UK and European domain. Part of these activities has been the development of inline 
parallelized ground geomagnetic field estimation through an adapted Biot-Savart integration 
based on CalcDeltaB (Rastätter et al., 2014) and an alternative estimation using the complex 
image method (CIM) (Pirjola et al., 1998), which can include induced ground current 
contributions in geomagnetic field estimation. The operational version of Gorgon and  
postprocessing suite are being delivered to the UK Met Office as part of the SWIMMR Activities 
in Ground Effects (SAGE) project’s ensemble of forecasting models, with integrated test particle 
simulations providing extremal forecast constraints in the SWIMMR SatRisk project. A similar 
multi-model forecasting capability is being delivered to ESA in collaboration with the University 
of Bergen, which is leading an operational SWMF deployment. Gorgon (as ‘Gorgon-Space’) has 
further been coupled to an upstream heliospheric model (EUHFORIA) in the latest phase of 
ESA’s Virtual Space Weather Modelling Centre (VSWMC) (Poedts et al. 2020). The VSWMC 
provides runs on request to end-users for chains of coupled models, and in the case of 
magnetospheric models these may include driving from measured or modeled L1 data. 

4.2.5 Grand Unified Magnetosphere-Ionosphere Coupling Simulation (GUMICS) 

The Grand Unified Magnetosphere-Ionosphere Coupling Simulation (GUMICS) model, 
first developed in the 1990s by the Finnish Meteorological Institute, has been through multiple 
iterations in the past three decades (Janhunen and Huuskonen, 1993; Janhunen, 1996; Janhunen 
et al., 2012; Honkonen et al. 2022). The most recent version developed, GUMICS-5, is a real-
time-capable parallelized code version based on GUMICS-4. Both GUMICS-4 and GUMICS-5 
solve the ideal MHD equations using conservative first-order finite volume schemes on an 
adaptive cartesian grid with a split dipole implementation. A triangularly discretized, thin-shell 
ionosphere model is used for magnetosphere-ionosphere coupling, with conductances determined 
by a background conductance, solar EUV flux, and electron precipitation flux controlled by 
magnetospheric inner boundary quantities (temperature and mass density) and a parameterized 
loss cone filling rate. No inner magnetospheric model is currently included in GUMICS. The 
previous (serial) version GUMICS-4 has recently been deployed as part of ESA’s Virtual Space 
Weather Modelling Centre (VSWMC), providing runs on request with coupled driving from in-
situ or modeled L1 data, albeit not in real-time. 

4.2.6 REProduce Plasma Universe (REPPU)

The REPPU model, originally developed in Japan (Tanaka, 1994, Tanaka et al. 2010; 
2017), has been widely used to reproduce observed features of the substorm onset in the 
ionosphere. This model utilizes an unstructured grid with very high spatial resolution in the inner 
magnetosphere (up to 0.06 Re) and ionosphere (< 0.5 deg) with focus on resolving in detail the 
field-aligned currents. The modeling approach quantifies numerical viscosity and introduces 
reconnection viscosity coupled with X-point detection. It was demonstrated that localization of 
reconnection viscosity near X-points produces a considerable effect on the behavior of the 
plasma sheet. Currently there is no coupling with an inner magnetosphere model.  
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4.3 Progress in kinetic modeling of global magnetosphere

The importance of the kinetic effects on structure and dynamics of the global 
magnetosphere stimulated an extensive body of work focused on constructing global models that 
go beyond MHD.  Kinetic simulations, such as hybrid codes (Chen et al., 2012) moment 
expansion methods (Dong et al. 2019), and the global hybrid-Vlasov code Vlasiator (Palmroth 
et al., 2018; von Alfthan et al., 2014) have advanced greatly over the past decades. We now have 
3D particle-in-cell (PIC) simulations and hybrid simulations that are producing magnetospheric-
like results (Lin et al., 2013, 2014).  Recently techniques have been developed in which an 
implicit PIC simulation was embedded within a global MHD simulation of the magnetosphere 
(Chen et al., 2017). The MHD simulation provides the global configuration of the 
magnetosphere, while the kinetic models allow large regions of the magnetosphere to be 
modeled in a fully kinetic state. To address numerical limitations modelers compromise on the 
physical parameters, such as the ratio of electron to ion mass or in the case of hybrid codes the 
ratio of ion kinetic scale and Earth’s radius. NASA’s Living with a Star Strategic Capability 
program specifically designed a focus topic for developing the next generation of reliable, stable, 
and accurate global models.  This includes coupled models that allow a more realistic assessment 
of small-scale processes on the global magnetosphere system (and vice versa) that will address 
needs for both basic and applied research.

For example, kinetic models have been used to address turbulent processes in the 
foreshock and magnetosheath (Omelchenko et al., 2021; Chen et al., 2021; Ng et al., 2022, as 
illustrated in Figure 6 in Geocentric Solar Magnetospheric (GSM) coordinates.  In the GSM 
coordinate system, the x-axis points from the Earth toward the Sun, the y-axis points in the dawn-
dusk direction, and the z-axis completes the right-handed system. The two left panels show the 
central meridional (GSM x-z) plane for the GSM Bz component of magnetic field (panel a) and 
the ion (proton) temperature T0 (panel c). The two right panels show the equatorial (GSM x-y) 
plane for Bz (panel b) and T0 (panel d). These simulation snapshots were taken at 4, where Ωci is 
the ion cyclotron frequency computed with respect to the IMF (Interplanetary Magnetic Field) 
value.  The positions (x,y,z) are normalized by the solar wind ion inertial length (di).  The 
magnetic field, Bz is normalized by the IMF value. The ion temperature, T0 is normalized by the 
characteristic ion kinetic energy, computed with respect to the upstream solar wind Alfven 
speed.  This hybrid simulation captures the important kinetic physics of magnetosheath 
turbulence arising under quasi-radial IMF conditions.

\

4.4 Caveats and uncertainties
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Uncertainties in drivers and internal assumptions can significantly impact predictive 
capabilities of the geomagnetic environment, especially in timing and location of localized 
impulsive phenomena such as spikes in geomagnetic disturbances. 

4.4.1 Uncertainties introduced by propagation of solar wind plasma and field parameters 

A challenge in geospace modeling comes from the driving data used, which typically is 
either measured or modeled L1 data. In the case of modeled solar wind data, there may be 
significant uncertainty in the plasma and interplanetary magnetic field parameters, all of which 
may influence resulting models. In the case of measured data from L1, there is significant 
uncertainty in the bulk solar wind structure, which may not be sampled adequately. The 
propagation of individual L1 data typically assumes planar phase fronts on scales below which 
important solar wind structure may exist.  For time-critical operational modeling, there is a 
further challenge that interactions between such phase fronts are not fully considered (Cash et al. 
2016, Cameron and Jackel, 2019). Most typically, ballistic propagation is used, with geospace 
simulations rewinding and re-run if a previous in-situ measurement would be overtaken by a 
faster phase front. An alternative is to ‘blindly’ model with raw L1 data directly, neglecting 
plasma interactions but maintaining temporal ordering and allowing for continuous runtime, with 
the caveat that associated forecast lead time estimates must be included. When using real-time 
data, there are additional challenges relating to data availability, data gaps, and data quality 
(Smith et al., 2022, Loto'aniu et al., 2022). In these cases, there is often a failover to an 
alternative spacecraft, the most typical being DSCOVR or ACE. Although these switchovers aim 
to provide continuous data, they often introduce artificial shocks due to differences in the 
spacecraft position and instrumentation. These artificial shocks will create an immediate linear 
response in geospace models, but could cause nonlinear responses only seen much later in the 
simulation. 
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Figure 6. Results of kinetic model simulations of turbulence in the magnetosheath as  discussed 
by Omelchenko et al. (2021) and Ng et al., 2022.  See text for details.

 

4.4.2 Impact of spatial resolution in global magnetosphere modeling

Dimmock et al. (2021) analyzed the effects of spatial resolution in the GM component of 
the SWMF with RCM and CMEE ionospheric conductance on simulated geomagnetic response 
over Fennoscandia to the September 6–8, 2017 event. The lowest resolution setting utilized one 
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million grid cells with 1/4 Re inter-cell spacing near the inner boundary, and the medium 
resolution setting utilized two million grid cells with 1/8 Re intercell spacing. Simulation settings 
with the highest resolution utilized a simulation grid with 8 million cells and a minimum spacing 
of 1/16 Re, allowing the code to better resolve field-aligned currents and to produce simulated 
geomagnetic perturbations with higher amplitude than lower resolution runs. It was demonstrated 
that at low to midlatitudes where substorm effects are not as dominant, higher spatial resolution 
produced noticeably improved dBdt and GICs in terms of both amplitude and timing. At higher 
latitudes increased spatial resolution does not lead to improvement in modeling of dB/dt spikes 
likely associated with substorms.

Vandegriff et al. (2022) performed further analysis of high resolution SWMF simulations 
of the September 6-8, 2017, storm focusing on the second half of the storm when substorm 
activity is seen in observational data. The model simulated textbook signatures of tail dynamics 
during a substorm in conjunction with the real-world substorm signatures: formation of near-
Earth reconnection line around 20 RE downtail, spiraling field lines corresponding to a plasmoid, 
subsequent plasmoid release, and dipolarization of the newly reconnected closed field lines. 
Despite very good overall model-observation association, the model does not capture signatures 
of extremely localized ground magnetic perturbations in Fennoscandia.  The problems could be 
related to slower rate of magnetotail reconnection supported only by numerical dissipation in the 
ideal MHD approach. Increased spatial resolution may not help to reproduce physical 
phenomena if the underlying physical process is missing in the modeling approach. 

Substorms remain a significant challenge that prevents geospace modeling systems with 
GM component based on the ideal MHD approach to accurately simulate localized ground 
magnetic perturbations at high latitudes. Statistical analysis of substorms demonstrated that 
substorms occur in a periodic fashion with a period of 1–3 hours (Borovsky and Yakymenko, 
2017; Keiling et al. 2022). Understanding and modeling periodic substorms and their impact on 
magnetic perturbations on the ground is an even bigger challenge. 

4.4.3 Uncertainties in simulation settings

Several model-model comparison studies for several GM+IE modeling systems discussed 
in this section with a comparable grid resolution and using the same set of inputs demonstrated 
that different models display a systematically different global behavior (Ridley et al. 2016; 
Gordeev et al. 2017; Mukhopadhyay et al. 2021). 

Major differences in simulation results for models utilizing the same first principles are 
likely related to differences in details of conditions at the inner boundary, including ionospheric 



45

conductance models; density and temperature imposed at the inner boundary, and the type of 
boundary conditions for the magnetic field (e.g., floating or reflecting). There is a need for 
detailed uncertainty assessment associated with these model limitations.

4.4.4 Missing physics for modeling key physical processes

Single fluid ideal MHD approximation is not applicable for modeling key processes 
controlling global geospace dynamics, such as fast magnetotail reconnection, periodic sub-
storms, and turbulence in the foreshock region. It was demonstrated that incorporation of kinetic 
effects in some parts of the computation domain may significantly influence the geospace system 
behavior (Chen et al., 2017). Parameterization of kinetic effects and incorporation of localized 
corrections into MHD equations is one of the low-cost ways to improve modeling of global 
magnetosphere dynamics (Kuznetsova et al., 2007; Tanaka et al. 2010, Raeder et al. 2008). For 
example, it was demonstrated by Kuznetsova et al. (2007) that dynamic incorporation of 
localized kinetic corrections into the SWMF near reconnection sites reproduces the dynamic 
quasiperiodic response to the steady southward IMF driving conditions that generate strong flow 
and magnetic field perturbations at the flanks of the magnetosphere. 

Global kinetic modeling approaches discussed in the previous section that ultimately 
include additional physics and help describe and understand the complex and multiscale 
system generate an enormous amount of data and require significant computational resources to 
run, making it currently challenging to deploy in the operational arena. One of the promising 
pathways is incorporation of a kinetic description into small dynamically changing 
computational subdomains in regions satisfying relevant physics-based criteria (Shou et al. 
2021).  Another relatively low-cost option is to utilize outputs of hybrid simulations of foreshock 
turbulence.

4.4.5 Numerical effects

Numerical diffusion in the GM domain affects the amplitude of the field‐aligned currents 
used for dB/dt calculations. Quantitative estimates of numerical resistivity and diffusivity are 
usually absent. Numerical noise can also generate artificial spikes in temporal variations 
(Dimmock et al. 2021). Impact of numerical effects is a concern even for relatively high-
resolution simulation grids and relatively low diffusion schemes. Quantification of deviation 
from ideal MHD approximation is important prior to incorporation of non-MHD effects. GM-IM 
coupling aimed to incorporate important physics can also introduce coupling artifacts due to 
modification of plasma pressure in the GM domain and crossfield numerical diffusion near the 
IM boundary. 
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5. Space Weather Impacts of Geomagnetic Disturbances

Geomagnetic disturbances (GMDs), geoelectric fields, and geomagnetically induced 
currents (GICs) result from the driving and coupling processes described in the previous 
chapters. Figure 7 is a summary of the space weather chain of events, often described as from 
‘Sun to Mud’, which leads to problems for technological systems on the ground. The GIC 
problem can be broken down into two independent steps (Pirjola, 2002):  (1) the geophysical step 
involving the magnetometer data and Earth conductivity information to determine the geoelectric 
fields at the Earth’s surface, and (2) the engineering step involving the use of these geoelectric 
fields as input to engineering models of the ground networks (power systems, pipelines, railways 
and submarine cables) to calculate the geomagnetically induced currents and voltages that can 
affect the operation of those systems. In this chapter, we consider the characteristics of GMDs 
that are important for GIC effects, the development of earth conductivity models, the calculation 
of geoelectric fields, and the modelling of GIC in the different affected systems.
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Figure 7. Space weather chain of events for GICs (adapted from Pulkkinen et al. 2017) 

 

5.1 Geomagnetic disturbance field variations 

The rapidly-changing geomagnetic fields and large dB/dt levels associated with 
geomagnetic storms have been studied in detail for decades. Geomagnetic storms occur when the 
interplanetary magnetic field turns southward and remains southward for a prolonged period of 
time. These geomagnetic storms on average last several days and typically begin with a storm 
sudden commencement (SSC), which is followed by a main phase and recovery phase associated 
with the growth and decay of the ring current. Large dB/dt are not produced by the storm main 
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phase itself but by the faster variations, SSCs, substorms, and magnetic perturbation events 
(MPEs) associated with the storm.

Because SSC are often produced by the shock on the magnetosphere produced by the 
impact of a Coronal Mass Ejection (CME), CMEs are valuable as precursor signals of a magnetic 
storm.  SSC have also been identified as a risk factor for GIC and, because of their global 
signature, raise concerns for power systems at low and mid latitudes.  Smith et al. (2021) found 
that most large dB/dt at low latitudes were associated with SSC, whereas they represent only a 
small percentage of the issues encountered at high latitudes where substorms are the main 
contributor to geomagnetic activity.  An analysis by Fiori et al. (2014) showed that SSC 
associated with higher speed CMEs can also have a higher latitude enhancement due to an 
accompanying surge in magnetospheric convection.

 Substorms are one of the fundamental processes within the magnetosphere, involving 
acceleration of particles from the magnetotail into the auroral region producing auroral displays 
and the electric currents that produce magnetic disturbances on the ground (Akasofu, 2012). 
During the substorm onset there is a sudden localized brightening of the aurora at the 
equatorward edge of the auroral oval somewhere between 18 and 3 MLT and 55° and 74° 
magnetic latitude (Frey et al., 2004). It has been demonstrated that prior to the auroral substorm 
onset high speed earthward flows occur within the magnetotail (Angelopoulos et al., 2008). At 
about the same time and geographic location as the auroral onset the H component of the 
magnetic field sharply decreases, which is associated with an enhancement of the westward 
electrojet and a sharp drop in the AL index. This sharp drop can be as much as 1000 nT or more 
with high dB/dt values. Viljanen et al. (2006a) has shown that these changes can be as large as 
10.7 nT/s, typically occurring within the first 10-20 min of the substorm onset, but occasionally 
occurring at other times during the substorm. Weygand (2021) demonstrated that using both a 
single substorm event and a two-dimensional superposed epoch analysis of substorms that there 
is sudden increase of dB/dt at substorm onset followed by an expansion poleward, westward, and 
eastward after the onset during the expansion phase. Figure 8 (from Weygand, 2021) shows the 
dB/dt distributions for various times relative to substorm onset. The temporal and spatial 
development of the dB/dt resembles the temporal and spatial change of the auroral emissions. 

Even more common than substorms are magnetic perturbation events (MPEs). MPEs are 
large rapid changes in the magnetic field with amplitudes |ΔB| of hundreds of nT, which can 
appear in any ground magnetic field component, and with durations of about 5–10 min (Viljanen 
and Tanskanen 2011; Engebretson et al., 2019a, b). Engebretson et al., (2019a, b) defined MPEs 
for their statistical studies as events where dB/dt > 6nT/s.  Engebretson et al. (2021) and 
Weygand et al. (2021) used a dataset of hundreds of MPEs to show that most MPEs (64-70%) 
occurred within the first 30 min of substorm onset, while 14-20% occurred 30 min to 60 min 
after substorm onset, and the remaining 12-14% occurred at periods over 60 min after substorm 
onset. Engebretson et al. (2019a) and Weygand et al. (2021) also reported dB/dt values within 
the dataset as high as about 30 nT/s.  A two-dimensional superposed epoch analysis of MPE 
events centered over southeast Baffin Island showed that the MPEs appeared filamentary with a 
full-width half-maximum radius of about 275 km (Engebretson et al., 2019b). The origin of these 
MPEs is not yet known. However, ground based auroral images available for some of the MPEs 
shown in Weygand et al. (2021) and in Engebretson et al., (2019b) resemble ripples, vortices, 
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and in one case a north-south streamer, all associated with energetic particle injections (Weygand 
et al., 2021).

Figure 8.  Two dimensional superposed epoch analysis of the 95% percentile of the 81 substorms 
Each panel is in a magnetic coordinate system with 12 magnetic local time (MLT) at the top, 00 
MLT at the bottom, 06 MLT on the right, and 18 MLT on the left. From epoch time 0 min 
(substorm onset) to epoch time 60 min, the area dB/dt that exceeds 1.5 nT/s (black contour in 
pre-midnight sector) covers a large portion of the pre-midnight sector.

Lower latitudes can also experience significant dB/dt. Latitude profiles of geomagnetic 
disturbances, dB/dt and geoelectric fields show maximum values in the auroral zone but show a 
secondary peak in the equatorial region (Ngwira et al, 2013a). At lower latitudes, as well as the 
SSC and main phase of magnetic storms mentioned above, there are also magnetic field 
variations due to ionospheric currents driven by the ionospheric disturbance dynamo and prompt 
penetration electric fields. The ionospheric disturbance dynamo magnetic fields are generally 
slowly varying while the prompt penetration electric fields (PPEF) create rapidly varying 
magnetic field variations so are more important for geomagnetic induction effects on ground 
systems.  A number of studies (e.g. Adebesin et al, 2016) have shown that the low latitude dB/dt 
due to PPEF occur simultaneously with the magnetospheric electric field response to solar wind 
density variations (both increase and decrease).  The ionospheric response to PPEF is greater at 
the latitudes of the equatorial electrojet, producing dB/dt that are larger than at low latitude 
locations outside this region.

Historical events that produced technological impacts have also been mined for 
information about the details of the magnetic disturbance that create hazards. The most notable 
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magnetic storm is the Carrington event of 1859, which produced widespread effects on the 
telegraph system (Boteler, 2006). The effects of this event were described by Tsurutani et al. 
(2003) and put in a modern context by Cliver and Svalgaard (2004) and Cliver (2006). Major 
magnetic storms produced large disturbances on the telegraph in 1892 (Love, 2018) and 1909 
(Love et al. 2019a).  The geomagnetic disturbance in May 1921 caused even more problems, 
causing fires at telegraph stations in Sweden and the United States (Love et al. 2019b; Hapgood, 
2019).  In-depth investigations of extreme solar and geomagnetic events in 1938, 1940 and 1946 
have recently been provided by Hayakawa et al. (2020, 2021 and 2022).

More recent events have also been the subject of reanalysis as more information became 
available. In the March 1989 storm, there were no measurements of the solar wind conditions 
that caused the disturbance. However, Nagatsuma et al. (2015) made use of GOES data to obtain 
an estimate of the southward interplanetary magnetic field and used this to estimate the solar 
wind speed.  Boteler (2019) inferred two CMEs during this event, and that the second CME hit 
the Earth’s magnetosphere just before the magnetic substorm that caused the blackout of the 
Hydro-Québec power system, suggesting that the substorm was triggered by the shock of the 
CME arrival. Although much attention is given to substorms, changes in the convection 
electrojets are often overlooked or even discounted as a cause of significant GIC when, in fact, 
they are associated with significant impacts in the March 1940, February 1958 and August 1972 
storms, and were likely the cause of the transformer damage in the US in the March 1989 storm 
(Boteler, 2001).  A recent statistical study by Freeman et al. (2019) identified the two‐cell DP2 
magnetic perturbation caused by magnetospheric convection as the dominant source of 
hazardous dB/dt > 600 nT/min that is potentially damaging to the U.K. National Grid.

Values of dB/dt recorded during major storms in the last few decades include max dB/dt 
~ 11.7 nT/s in March 1989, and max dB/dt ~ 8.0 nT/s in the Halloween storm of 2003, both of 
which caused power system impacts. The St Patrick’s day storm of March 2015 contained strong 
substorms, as evidenced by a large drop in the AL index and had dB/dt with values of ~14.2 nT/s 
given by Ngwira et al. (2018) and 16.5 nT/s given by Weygand (2021) observed in the northern 
hemisphere. In the southern hemisphere Carter et al. (2016) obtained measurements on the order 
of 21 nT/s during the same storm. During the September 2017 storm, the Scandinavian region 
experienced dB/dt ~16.7 nT/s (Dimmock et al., 2019), while areas of North America and 
Greenland within the auroral oval also experienced large dB/dt values (Ngwira et al. 2018). 
However, in spite of the larger dB/dt values, none of these later storms produced power system 
effects like those in 1989 and 2003, illustrating the difficulty in identifying the magnetic 
disturbance characteristics that are critical for ground infrastructure. Part of the problem is that 
dB/dt calculated from 1-minute data are reduced because the anti-aliasing filtering for the 
recordings removes the higher frequency components so cannot be compared to dB/dt calculated 
from 1-second data (Trichtchenko, 2021). Also, power transformers have a non-linear response 
to GIC so a simple relation between power system effects and instantaneous values of dB/dt 
should not be expected.

5.2 Geoelectric fields
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The next step in the chain to understanding geomagnetic effects on ground systems is to 
determine the geoelectric fields produced during geomagnetic disturbances.  This is an area that 
has seen significant development in the last couple of decades. An excellent review by Kelbert 
(2020) shows the role of Earth conductivity information in understanding GIC risks and includes 
descriptions of activities in many countries with active research programs in this area. Because 
of a lack of information about the spatial structure of the magnetic disturbances and the Earth 
conductivity structure, geoelectric field calculations were initially only possible by assuming a 
plane wave source field and a uniform or layered Earth conductivity structure (Pirjola, 1984; 
Boteler, 1994). However, there has been considerable progress in obtaining information through 
magnetotelluric (MT) surveys of the surface conductivity structure and in new calculation 
techniques to make full use of that information.

There is a large community within solid-Earth geophysics concerned with studying the 
interior of the Earth using MT technique.  This technique, pioneered by Cagniard (1953), uses 
measurements of the magnetic and electric fields at Earth’s surface to calculate the Earth transfer 
function, E/B, as a function of frequency.  Different frequencies penetrate to different depths 
within the Earth because of the ‘skin depth’ effect, and they are affected by the different 
conductivities at these depths.  Iterative modelling can then be used to obtain a calculated Earth 
transfer function that closely matches the measured one, thereby giving a model of the Earth 
conductivity structure. The simplest approach is to use the data from individual sites to estimate 
a one-dimensional (1-D) model of the Earth conductivity that takes account of the conductivity 
variation with depth but ignores lateral changes in conductivity.  With a line or array of MT sites 
it is possible to construct 2-D and even 3-D models of the Earth conductivity structure.

MT studies were generally made in areas considered to be geologically interesting and 
did not necessarily coincide with the locations of power systems; or, if they did, they only 
covered a small fraction of the area covered by the system.  The best that could be done was to 
identify geologic terrains and assign 1-D conductivity models obtained from MT measurements 
from anywhere within a terrain to the rest of the region, thereby allowing calculations of 
geoelectric fields across the whole area of power systems.  This approach does not take into 
account the changes in conductivity structure between different geological regions or at a 
coastline. The first attempt to include lateral changes in geology was made by using regional 
conductivity models in a ‘piecewise’ fashion (Marti et al. 2014), but this ignores the boundary 
effects.  Calculations of geoelectric fields in the vicinity of the conductivity boundary that occurs 
at the coast was developed by Gilbert (2005, 2015) and Pirjola (2013). More recently this 
problem has been tackled using finite element modelling (FEM) (Dong et al. 2013; Liu et al. 
2018).

Spatial structure of the geomagnetic disturbances also affects the geoelectric fields. The 
complex image method (CIM) provides a simple technique for calculating geomagnetic and 
geoelectric fields produced by an electrojet source (Boteler and Pirjola, 1998a; Pirjola and 
Viljanen, 1998; Boteler et al., 2000).  The CIM method for interpolation of fields between 
measurement sites can be combined with the Spherical Elementary Current System technique for 
determining ionospheric currents from ground-based magnetometer measurements. This has 
been used with 1-D conductivity models to calculate electric fields (Viljanen et al. 2004) and has 
been applied by Wei et al. (2013) to calculate geoelectric fields in the US and Canada for the 
March 1989 and November 2003 storms.
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A major step forward in GIC research has been the deployment of extensive MT arrays to 
provide more comprehensive coverage and allow the development of 3-D conductivity 
models.  Examples of this are the Earthscope array in the United States (Schultz, 2010) and the 
AusLAMP array in Australia (Marshall et al. 2019).  Initially undertaken to understand more 
about the underlying Earth structure, their value for geomagnetic hazard assessments was soon 
recognized and now similar array studies are being undertaken in other countries as part of 
geomagnetic risk studies.  The availability of such extensive information has opened up a whole 
new set of calculation methodologies based on measured MT impedances directly (Love et al. 
2019c), MT-derived 3-D conductivity models, and derived impedance tensors.  These methods 
produce averaged models for use by the power industry (EPRI, 2021). The latter approach has 
been used with source fields derived from SECS analysis of ground magnetic observations 
(Dimmock et al. 2019) and source fields derived from the Space Weather Modeling Framework 
(SWMF) (Rosenqvist et al. 2022).

Movement of source currents, and not just the current variations with time, also 
influences the induction process and production of geoelectric fields.  For a moving source, the 
magnetic field variations seen on the ground will be doppler shifted relative to the frequencies of 
the source currents (Boteler, 1990).  Apatenkov et al. (2020) identified a sequence of current 
vortex pairs moving eastward with the speed of 0.5–2.5 km/s that fits to the electrodynamics 
scheme of omega bands. They found that, although the temporal variations of the associated 
current system are slow, the omega bands can be responsible for strong magnetic variations and 
GIC due to fast propagation of the source currents.

The actual calculation process for determining geoelectric fields, whether using measured 
MT impedances or 1-D, 2-D or 3-D models, involves determination of a tensor transfer function, 
C, relating the geoelectric field components, Ex and Ey, to the rate of change of the magnetic 
field: 

 𝐸𝑥
𝐸𝑦 =  𝐶𝑥𝑥

𝐶𝑦𝑥
 𝐶𝑦𝑥
𝐶𝑦𝑦  𝑔𝑥

𝑔𝑦
 (6)               
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Figure 9. Schematic of calculations of the geoelectric field using convolution (*) in the time 
domain or multiplication (X) in the frequency domain.

These calculations are often done using the ‘frequency domain’ route which involves 
taking the Fourier transform of the geomagnetic data to obtain the magnetic field spectrum, 
multiplying each spectral component by the corresponding value of the Earth transfer function to 
obtain the electric field spectrum, and then doing an inverse Fourier transform to obtain the 
variations with time of the geoelectric field (Figure 9). 
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Alternatively, calculations of the geoelectric field can be done using the ‘time domain’ 
route which involves convolving the geomagnetic data with the impulse response of the 
Earth.  In principle, the Earth impulse response is simply the inverse Fourier transform of the 
Earth Transfer Function; but, in practice, a digital calculation produces an acausal, oscillatory 
impulse response because of the Gibbs phenomena that a finite spectrum (inevitably used in 
digital calculations) does not contain sufficient information to reconstruct a clean impulse 
response (Egbert, 1992; Kelbert et al. 2017).  For many years, time domain calculations were 
limited to an impulse response for a uniform conductivity Earth, for which there is an analytic 
transform from the transfer function (Pirjola, 2002).  However, recently, a new method has been 
developed using a “causal transform” that enables digital calculations of the impulse response 
from any Earth transfer function (Boteler and Pirjola, 2022).

5.3 Geomagnetically Induced Currents (GICs)

5.3.1 Power systems

GIC in long conductors at the Earth’s surface are directly driven by electric fields 
induced in the conductors themselves and are not just currents flowing in from the Earth.  The 
early literature described the driver for GIC as an Earth Surface Potential Gradient, but it has 
been shown that potential gradients cannot represent realistic electric fields (Boteler and Pirjola, 
1998b).  To model GIC in a power network the induced electric field integrated along a power 
line can be represented by a voltage source in the line.  This voltage source can also be converted 
to an equivalent current source, and this is how the source fields are represented in the two GIC 
modelling methods. These are the Lehtinen-Pirjola method (Lehtinen and Pirjola, 1985) and the 
Nodal Admittance Matrix (NAM) method (Boteler, 2014), which are mathematically equivalent 
(Boteler and Pirjola, 2014). 

The Lehtinen-Pirjola (LP) method was developed at a time when only a single voltage 
level in a power system was considered.  It directly calculates the GIC flowing to ground at each 
substation.  However, realistic power systems have multiple voltage levels, which lead to many 
nodes in the network model that are ungrounded and require ‘virtual’ connections to ground to 
model GIC. Now a recent modification to the LP method, referred to as the LPm method (Pirjola 
et al. 2022) replaces the earthing impedance matrix with an earthing admittance matrix. This 
leads to the equation relating the nodal voltages and the current sources:

𝐽𝑒 =([𝑌𝑒] + [𝑌𝑛])[𝑉𝑛] (7)

where [𝑌𝑒] is the earthing admittance matrix and [𝑌𝑛]is the LP network admittance 
matrix.  Inversion of the combined matrix and multiplication by the current sources then gives 
the nodal voltages:

[𝑉𝑛] = ([𝑌𝑒] + [𝑌𝑛])―1[𝐽𝑒] (8)

These node voltages are then used to calculate the GIC in the transmission lines and the 
transformer windings.  The LPm method removes the need for ‘virtual’ connections from nodes 
to ground.  It also involves the inversion of a sparse symmetric positive definite matrix allowing 
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efficient techniques, such as Cholesky decomposition, which speeds up computations for large 
networks (Pirjola et al. 2022).

A recent feature of GIC research has been the increased interest in geomagnetic effects in 
countries at lower latitudes than those traditionally considered.  Transformer damage in New 
Zealand in November 2001 (Béland and Small, 2004) and in South Africa in the 2003 Halloween 
storm (Gaunt and Coetzee, 2007) was a surprise.  In both cases it was thought that prior exposure 
to GIC and other power system stresses may have contributed to the failures, which indicates that 
it is not just the extreme events such as that in March 1989 that present a hazard to power 
systems.  Since then GIC research has expanded greatly with studies in China (Zhang et al.2012, 
2015; Liu et al. 2014), Japan (Watari et al. 2009a, 2009b, 2021), Australia (Marshall et al. 2013), 
New Zealand (Marshall et al. 2012; Divett et al. 2017; 2018; Rodger et al. 2017), Spain (Torta et 
al. 2012; 2021); Italy (Tozzi et al. 2019), Austria (Bailey et al. 2017), UK (Beggan et al. 2013; 
Beggan, 2015), Ireland (Blake et al. 2016), France (Kelly at al, 2017), Russia (Sakharov et al. 
2009; Belakhovsky et al. 2018), South Africa (Matandirotya et al. 2015; Heyns et al. 2021; 
Jankee et al. 2022), Uruguay (Carabello et al. 2013; Carabello, 2016), Brazil (Trivedi et al. 2007; 
Da Silva Barbosa et al. 2015a, b), Mexico (Carabello et al. 2020), and India  (Rajput et al. 2021).

5.3.2. Pipelines

Geomagnetic induction in pipelines is a concern because of the effect it can have on the 
corrosion prevention systems normally used.  These involve injecting a current into the ground to 
flow back onto the pipe.  In this circuit, the pipeline can be considered as the “cathode”, and the 
technique is referred to as “cathodic protection (CP)”.  The CP current drives the pipe to negative 
voltage with respect to the surrounding soil. If the pipe-to-soil potential (PSP) is maintained 
within the “safe” range, between -0.85 V and -1.2V, it inhibits the electrochemical processes that 
cause corrosion. However, during geomagnetic disturbances the induced voltages can move the 
PSP outside the safe range allowing corrosion to occur.  This will not have an immediate effect 
on a pipeline, but the cumulative effect of many storms could reduce the lifetime of a pipeline.

In the pipeline industry, GIC are referred to as “telluric currents” and the ‘telluric’ PSP 
variations they cause have now been observed in many parts of the world (see Boteler and 
Trichtchenko (2015) for a review of telluric observations).  Early modelling of geomagnetic 
induction in pipelines used distributed source transmission line (DSTL) theory and reached the 
point where it could be used for the design of pipeline CP systems (Rix and Boteler, 2001). The 
transmission line model of pipeline sections has now been combined with network theory to 
provide a versatile method for modelling pipeline networks (Boteler, 2013). The modelling 
shows that the use of higher resistance coatings on pipelines is increasing the impact of 
geomagnetic induction telluric PSP variations (Boteler, 2007), so that telluric PSP variations are 
now being observed on new pipelines in regions where they were not noticed before.  This has 
prompted new work on telluric effects, such as that by Viljanen et al. (2006b) in Finland, 
Fernberg et al. (2007a, b) in Canada, Ingham and Rodger (2018) and Ingham et al. (2022) in 
New Zealand, Yu et al. (2019) in China, and Larocca et al. (2021) in Argentina. See also the 
analysis of the interplanetary cause of currents in the Finnish pipeline by Tsurutani and Hajra 
(2019, 2021a, b).

5.3.3 Railways
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Railways are another technological system that has long conductors (the rails) that will be 
affected by geomagnetic induction.  Many railways use track circuits, which apply a voltage 
between the rails to operate a relay that sets signals to green when a track section is clear. A train 
entering a track section short-circuits the voltage, causing the relay to drop out and set the signals 
to red. Sweden had reported signals being set to red during a geomagnetic disturbance in 1982 
(Wik et al. 2009). Statistical studies in Russia had found that unexplained signaling anomalies on 
certain railway lines occurred during times of high geomagnetic activity (Ptitsyna et al. 2008; 
Eroshenko et al. 2010).

Increased concern about the impacts of High Impact Low Frequency (HILF) events 
prompted the European Commission’s Joint Research Centre, the Swedish Civil Contingencies 
Agency MSB, the UK Department for Transport, and the NOAA Space Weather Prediction 
Center to organize a workshop, “Space weather and rail” in London in 2015.  This workshop 
identified vulnerabilities in rail networks via direct impacts on signaling track circuits, and 
indirectly via dependencies on power, communications, and Global Navigation Satellite Systems 
(GNSS) (Krausmann et al. 2015).

Further research into geomagnetic effects on railway track circuits was stimulated by the 
discovery of a 1956 Swedish book about railway signaling problems that contained two sections 
about geomagnetic interference to railway track circuits.  This was written in Swedish, but to 
make it available to a wider audience, has now been translated into English and published online 
(Alm, 1956/2020; Lejdström and Svensson, 1956/2020).  A new method has been developed for 
modelling geomagnetic interference to track circuit operation and provides the tools to assess the 
geomagnetic hazard to railway signaling (Boteler, 2021). This has recently been used to 
investigate the impact of GIC on railway signaling for electrified lines in the UK (Patterson et al. 
2023a,b; 2024).

5.3.4 Submarine cables

Geomagnetic effects on submarine cables go back to the 19th century, but effects on 
modern cables can be traced to the introduction of coaxial cables with repeaters in the 1950s. 
During the magnetic storm in February 1958 trans-Atlantic telephone calls were heard 
alternatively as loud squawks and faint whispers as the geomagnetically induced voltage added 
or subtracting from the driving voltage powering the repeaters (Anderson, 1979).  There was a 
major technological change with the installation of the first Trans-Atlantic fibre-optic cable, 
TAT-8, in 1988.  In fibre-optic cables the signals are transmitted over the fibre-optics but there is 
still a conductor along the cable to carry power to the repeaters.  Recordings on the cable during 
the March 1989 storm showed that it experienced induced voltages up to 700 V (Medford et al. 
1989).

Since the introduction of fiber-optic cables there has been a great expansion of submarine 
cables (they carry > 95% of international internet traffic), but not much research on possible 
space weather effects. However, widespread outages of submarine cables would have serious 
consequences for international communication Jyothi (2021).  Further research is needed.  
Determination of effects on submarine cables is complicated by the need to calculate the electric 
fields on the seafloor.  This is more complicated than calculating the electric fields in Earth’s 
surface as it is necessary to take account of the attenuation of the fields by the conducting 
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seawater.  The formulas for the seafloor fields relative to the surface magnetic field were 
developed by Boteler and Pirjola (2003) and Goto (2015).  Recently these have been used to 
produce a modelling process for calculating the voltages experienced by submarine cables during 
a geomagnetic disturbance (Chakraborty et al. 2022).

5.4 Assessing and mitigating the GMD hazard

The whole chain of investigations needed to assess the impact of geomagnetic 
disturbances on ground systems involves many components. This idea was described by 
Pulkkinen et al. (2017), who said: “The field of GIC has evolved over the past several years from 
a somewhat separate field of space science research into a full systems science, addressing not 
only the solar-terrestrial research, but also the engineering and operational hazard mitigation 
dimensions of the problem.”  The research progress described above has provided many of the 
tools for assessing how different systems will respond to extreme geomagnetic disturbances.  
The remaining questions are related to how large are the events that can be expected and what to 
do about them. 

Just like civil engineers want to know the size of the 1-in-100 year flood when designing 
a bridge, so electrical engineers want to know the 1-in-100 year geomagnetic disturbance that 
their ground system has to be designed (or modified) to cope with.  Because the events of 
concern are in the tail of the statistical distribution of magnetic activity, this requires the use of 
extreme value statistics (Riley et al., 2018; Nikitina et al., 2016; Thomson et al., 2011; Love 
2021).  These studies provide estimates of the 1-in-100 year values of geomagnetic activity and 
how they vary with latitude.  Some studies use 1-D earth conductivity models to calculate 
geoelectric fields and provide extreme value assessments for these.  However, this fails to take 
account of the effect of 3-D conductivity structure and how this affects the geoelectric fields and, 
in consequence, the GIC.  The interaction of localized geomagnetic disturbances with the spatial 
structure of the earth conductivity needs to be included in these assessments to provide better 
indication of the extreme values that systems may experience.

The GIC values that occur are very dependent on system characteristics, so a geoelectric 
field that is critical for one system may not be significant for a neighbouring system.  For power 
systems, a major factor is the voltages used, because higher voltage transmission lines have 
lower resistance and therefore experience larger GIC than lower voltage lines would have with 
the same geoelectric field (Zheng et al. 2014).  For pipelines, a significant factor has been the use 
of higher resistance coatings, which have increased the pipe-to-soil potential variations produced 
by GIC on modern pipelines.  In railways, signaling systems using track circuits will experience 
geomagnetically induced voltages in the rails but whether these affect signal operation depends 
on how the track circuits are configured, while other systems (e. g. axle counters) are immune 
from geomagnetic effects (Boteler, 2021).  Modern fibre-optic submarine cables are affected by 
geomagnetic induction into the conductor along the cable used to supply power to the 
repeaters.  Whether this is a problem depends on the ability of the power feed equipment to 
compensate for the geomagnetically induced voltages and maintain a constant current along the 
cable.

If a risk assessment has identified that a particular system could be vulnerable to a severe 
geomagnetic disturbance, then a mitigation strategy is necessary.  An engineering solution is 
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preferred by industry, but is not always practical or cost effective.  For example, the seemingly 
obvious solution of putting blocking capacitors in the neutral-ground connection of a transformer 
to stop the flow of GIC is not without its complications.  A good connection to ground from a 
transformer is still needed to provide protection in the case of lightning strikes and power system 
faults.  Thus, the capacitor has to be sized to deal with the large currents that occur, which 
greatly increases the cost.  Also, blocking GIC at one substation changes the network 
configuration so that the GIC are now diverted to a different substation; blocking that substation 
moves the GIC somewhere else, and so on.  Therefore, careful simulations of the network are 
needed before a mitigation strategy can be implemented.  On pipelines, blocking the flow of GIC 
actually increases the problem.  Insulating flanges to block GIC were originally included in the 
design of the Maritimes and Northeast Pipeline in Canada but simulations of geomagnetic 
induction showed that the insulating flanges did not stop the GIC, they only deflected it into the 
ground where it flowed round the flange and back onto the pipe.  The GIC flowing on and off the 
pipeline is the cause of the variations in pipe-to-soil potential that are the real concern with 
regard to pipeline corrosion.  As a result of this work the design was changed and the pipeline 
was subsequently built without insulating flanges (Rix and Boteler, 2001).  However, in many 
cases, engineering solutions are not cost-effective and the engineers are looking for forecasts of 
GMD and GIC so that special operating procedures can be implemented when necessary to 
protect their systems.

The modelling described in the previous chapters provides the foundation for improving 
forecasting of GMD, and work is underway to evaluate models for transition to operations 
(Pulkkinen et al. 2013).  There are still gaps in our knowledge and challenges to provide the 
forecast lead times that industry would like.  However, there is still valuable information that can 
be used to provide situational awareness for operators of affected systems. Power system 
operators are unlikely to take action based on current forecasts, so more reliance is placed on 
real-time data (i. e.  “nowcasts”).  Methods are now available for time domain calculation of 
geoelectric fields and are being used to provide real-time mapping of geoelectric fields for power 
systems (Balch et al. 2018).  Real-time simulations of GIC have also been implemented in the 
control center for the power network in Ontario, Canada (Marti et al. 2013).  Power system 
operators are also investigating combining GMD monitoring with power system parameters to 
provide GIC situational awareness for control room operators (Basu et al. 2015; Klauber et al. 
2020).  Eventually, new interdisciplinary understanding and advanced modeling capabilities will 
allow for a complete simulation of the processes depicted in Figure 7 above.  This will enable 
accurate simulations of the chain of events leading to geomagnetic disturbances on the ground 
starting with their origins in the solar atmosphere.

6. Summary and Conclusions

This review has highlighted the gaps in understanding that should be addressed to 
accurately specify and predict the occurrence of geomagnetic disturbances and their impacts to 
technical systems.  We focus here on geomagnetic disturbances affecting electrical power lines, 
and other long-line conductors on Earth’s surface. Not meant to be a comprehensive review of all 
prior work, we concentrate on how recent breakthroughs and insights have moved the field 
forward so that we are now poised for even more profound progress.  In particular, new 
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understanding is allowing us to break free from “misconceptions” originating from prior diffuse 
terminology and nomenclature that may have constrained and biased our perceptions. 

The gaps in current understanding are summarized in Table 1, divided according to solar 
wind driving, geospace coupling, and technical impacts from geomagnetic disturbances.  For 
solar wind driving, the focus is on understanding how the temporal and spatial variabilities in the 
solar wind are linked to the geomagnetic disturbances that are most impactful to human 
technologies.  For geospace coupling, a range of physical processes must be understood to trace 
the flow of energy from the solar wind into the magnetosphere and ionosphere at the spatial and 
temporal scales necessary to quantitatively assess the potentially hazardous impacts of 
geomagnetic disturbances.  For geomagnetic disturbance impacts, we focus on how 
magnetospheric and ionospheric currents associated with dynamic auroral processes and 
phenomena couple to geoelectric fields, taking into account the spatially varying conductivity of 
Earth’s crust. 

 

Table 2 summarizes the modeling activities that need to be conducted to accurately 
simulate geomagnetic disturbances.  Here the focus is on developing coupled models that link all 
the space weather domains, while incorporating the physical processes that regulate the flow of 
energy through the system. Current and future work will focus on energy flow, coupling 
processes, and disentangling temporal and spatial variations, such as bursts and spikes.  
Exploration of alternative modeling approaches is essential, as new modeling capabilities emerge 
that are better able to handle the spatial and temporal variabilities characterizing hazardous 
geomagnetic disturbances.  Assessment and validation activities for models are important to 
ensure continuous improvement and quantitative comparison of the different modeling 
approaches.

 

Table 3 lists the observational capabilities that will be needed for uncovering physical 
processes not yet included in current models, for driving and validating space weather models, 
and for quantifying the impacts to technical systems. New observations and modeling are now 
allowing us to revisualize long standing pictures of how the solar wind, magnetosphere, 
ionosphere and thermosphere are connected.

 

The research, modeling, and observations described in this review and summarized in 
Tables 1-3 provide a framework for constructing a plan by which the international science 
community can comprehensively address the growing threat to human technologies caused by 
geomagnetic disturbances.  Though broad in scope and hinging on as yet undiscovered physical 
processes, it incorporates recent results that have made continued progress and new insights 
within reach.  As many of the physical processes described here are also relevant for addressing 
other space weather impacts, such as radiation effects, communication and navigation outages, 
and satellite drag, a comprehensive plan to integrate activities from other ISWAT Clusters is 
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imperative to fill in remaining gaps, as well as to reduce redundant effort.  Such integrated plans 
have been successful in the past in paving the way for the tremendous progress witnessed in the 
last decades and establishing a firm foundation for continued progress.

The scope of this review underscores the need for a multidisciplinary approach to 
mitigating hazards to technical systems from geomagnetic disturbances.  Not only does it entail 
understanding the physical processes governing the behavior of the space domains between the 
Sun and Earth, but it also drives research on the geology of Earth’s surface, and the engineering 
sciences needed to analyze the impacts to specific human technologies.  The multidisciplinary 
aspects drive the requirements to build a community of scientists across the relevant fields, to 
ensure effective communication among the various groups, and to ensure that educational 
activities at academic institutions are well aligned with the intellectual challenges that must be 
overcome.

Table 1: Key Gaps in Our Understanding of the Physical Processes That Create 
Hazardous Geomagnetic Disturbances and Associated Effects on Infrastructure

Solar Wind Driving

1.1,1 The relative role of direct solar wind drivers such as interplanetary magnetic field (IMF) 
direction and strength, plasma density, temperature and velocity on the generation of currents 
and energization of plasma in the various coupled magnetospheric regions

1.1.2 The differences in geospace responses to Corotating Interaction Regions, Coronal Mass 
Ejections, and High-Speed Solar Wind Streams, as well as the importance of prehistory in 
response to these drivers

1.1.3 The effect of the temporal and spatial extent of solar wind drivers on the resulting 
geospace current systems and their variability

1.1.4 The differences in geospace current systems for low, moderate or extreme solar wind 
drivers, and how they may depend on the prehistory of the solar wind driving

1.1.5 The extent to which the solar wind contains information allowing the prediction of 
geomagnetic disturbances
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Geospace Coupling

1.2.1 The physical processes that determine the partition, storage, and release of magnetic 
energy in the magnetosphere associated with magnetopause currents, tail currents, ring currents 
and the coupled ionospheric currents

1.2.2 The physical processes by which solar wind and internal drivers can affect, trigger or 
excite either waves or instabilities in the coupled geospace system, leading to substorms or 
magnetic spikes during geomagnetic storms

1.2.3 The large-scale auroral context of geomagnetic disturbances, both in terms of precipitation 
and currents

1.2.4 The feedback mechanisms linking the various geospace domains and how they affect the 
storage and release of magnetic energy

1.2.5The relationship between geomagnetic disturbances and dynamic aurora, such as Omega 
Bands, Westward Traveling Surges, Wedgelets, Bursty Bulk Flows, and other localized particle 
injection events

1.2.6 The spatial and temporal development of dB/dt in substorms and substorm-like spikes, and 
the origins of dB/dt events not related to storms or substorms

1.2.7 The field-aligned current configurations associated with dB/dt, including both filamentary 
and sheet currents and their temporal variations

1.2.8 The role of Bursty Bulk Flows in the origin and evolution of dB/dt, and the 
magnetospheric connections to dB/dt events

1.2.9 The circumstances under which height-integrated conductances do not accurately 
incorporate the physical processes of importance for electrodynamic coupling between the 
ionosphere and magnetosphere

1.2.10 The energy deposition and resulting conductivity profiles associated with various types 
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of auroral particles and energy spectra

1.2.11 Subauroral space weather effects, including phenomena such as the Sub-Auroral 
Polarization Stream (SAPS), Subauroral Ion Drifts (SAIDs), STEVE, and their associated 
features in the conjugate ionosphere

1.2.12 The relation between enhanced electric fields, strong plasma drifts, conductances and 
field-aligned currents

1.2.13 The physical processes that determine how magnetospheric current systems couple to the 
upper atmosphere and thereby extract both energy and plasma from the magnetosphere, but also 
extract heavier plasma from the atmosphere which in turn affects the overall energy content and 
thus stability of the original magnetospheric currents

1.2.14 The energization processes leading to ion outflow and the associated effects on 
ionosphere-thermosphere coupling, geospace dynamics, and the development of geomagnetic 
storms and substorms

Geomagnetic Disturbance Impacts

1.3.1 The combined impact of the extent, duration, amplitude and repetitiveness of geomagnetic 
disturbances on vulnerable technological systems

1.3.2 The role of soil, ocean or crustal conductivities on the enhancement or modification of any 
electric fields induced by the geomagnetic disturbances 

1.3.3 The vulnerability of infrastructure to rapid changes in induced electric fields due to 
variable ionospheric or magnetospheric currents

1.3.4 The quantification of expected impacts associated with rare, extreme GIC characteristics 

1.3.5 The quantitative effects of geomagnetic variability on critical infrastructure

1.3.6 The combination of risk factors originating from localized geomagnetic disturbances with 
structures in the surface and crustal conductivities and/or any exposed structures in the 
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potentially affected infrastructure itself

Table 2: Modeling Activities Needed to Understand and Predict Geomagnetic 
Disturbances and Their Impacts on Technology

2.1 Continue the development of multiple models that couple the Sun, solar wind, 
magnetosphere, plasmasphere, ionosphere, and thermosphere, using a variety of numerical 
approaches.

2.2 Develop next generation, coupled, multicomponent, multiscale, geospace modeling systems, 
with each modeling component tailored to include underlying physical processes.

2.3 Identify missing physics that prevent accurate simulation of geomagnetic disturbances at 
critical spatial and temporal scales.

2.4 Incorporate higher spatial resolution in models to simulate reoccurring explosive 
magnetotail reconnection, and to reproduce localized and transient phenomena including busty 
bulk flows, field aligned current filamentation, and localized spikes in dB/dt.

2.5 Ensure that models accurately account for the transfer of energy from the solar wind into the 
geospace system and contain appropriate modules to capture spontaneous internal processes of 
magnetospheric energy release.

2.6 Explore the use of machine learning and artificial intelligence techniques to capture the 
stochastic nature of small and mid scale geospace phenomena.

2.7 Provide access to advanced simulation capabilities to the space weather community to 
facilitate research and evaluating potential of new models to improve forecasting capabilities.

2.8 Develop and implement assimilative models, ensemble modeling, and machine learning to 
identify the conditions under which dB/dt spikes, and other potentially stochastically driven 
phenomena occur, including the ability to separate those produced by solar wind variations from 
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those produced by internal magnetospheric processes.

2.9 Estimate uncertainties in modeling results due to uncertainties in external drivers and 
internal parameters.

2.10 Analyze simulation outputs for possible numerical artifacts related to numerical noise and 
coupling of models with overlapping grids.

2.11 Identify connections between modeled magnetospheric properties, visual aurora, and 
auroral boundaries to better assess model accuracy and realism.

2.12 Incorporate polar wind and upper atmosphere models into geospace modeling systems 
available for Runs-on-Request at the CCMC and other modeling centers to facilitate studies of 
processes leading to ion outflow and its role in the development of substorms.

2.13 Undertake studies that quantify improvements in capabilities to forecast geomagnetic 
environment variability for timescales ranging from storms (days), substorms (hours) and spikes 
(minutes), using a well-defined set of archived event data and updated versions of predictive 
models.

2.14 Address the lack of global datasets ready for model validation, especially at low latitudes.

2.15 Quantitatively assess the ability of models to simulate phenomena of mixed spatial and 
temporal scales, and their relation to bursts and spikes in magnetosphere and ionosphere 
response, e. g. busty bulk flows and transient and filamentary field-aligned currents.

2.16 Conduct focused studies to understand the limitations of using magnetic indices as input to 
models, and how they may be improved by combining ground-based and space-based current 
measurements.

2.17  Perform end-to-end modeling of GIC events from their origin on the sun to their effect on 
susceptible human technology.

2.18 Perform end-to-end, physics-based, risk analysis models that superimpose geomagnetic 
disturbance variations on localized ground conductivity structures and power networks.

Conduct so-called “What if” studies to identify potential ‘explicit’ vulnerabilities for end-user 
networks, caused by unfortunate occurrences of localized GMD structures 'over-amplifying’ 
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effects from structures in either the ground conductivity or the networks themselves.

Table 3: Key Observational Activities Needed to Understand and Predict Geomagnetic 
Disturbances and Their Impacts on Technology

3.1 Carry out and combine magnetotelluric measurements to achieve higher spatial resolution 
and local and global coverage for maps of 3-D ground conductivity.

3.2 Create, expand, and connect magnetic observations to achieve higher spatial and temporal 
resolution and better global coverage.

3.3 Understand how to effectively combine observations and models to optimize specification 
of auroral conductances globally

3.4 Perform coordinated ground-based and space-based experimental campaigns to validate 
modeled values of auroral electrodynamic parameters and energy transfer rates between the 
magnetosphere, ionosphere, and lower atmosphere.

3.5 Identify the observations needed to determine whether different energy states of the solar 
wind-magnetosphere system only quantitatively, or even qualitatively different, entailing 
different feedback mechanisms and instabilities (e.g. for extreme cases).

3.6 Identify the observations needed to effectively apply artificial intelligence and machine 
learning techniques to differentiate the roles of solar wind parameters in driving electric 
currents.

3.7 Take advantage of new observing capabilities made possible through the deployment of 
constellations of small satellites to improve spatial coverage, to discriminate between temporal 
and spatial variations, and to explore regions not previously studied.

3.8 Design a constellation of satellites that will provide continuous coverage of the (normal and 
expanded) auroral oval at high cadence and spatial resolution, and with the ability to determine 
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the type of particle, mean energy and energy flux of auroral precipitation and the resulting 
ionospheric electron density and conductivity.

3.9 Develop an international coalition to coordinate ground-based observational assets to enable 
global, continuous, and real-time geospace measurements (e. g., the SuperMAG / SuperDARN 
model for multi-instrument networks).

3.10 Develop and improve virtual observatories to include geospace, solar, and solar wind 
observations that seamlessly assimilate into physics-based, predictive models.

3.11 Undertake Observing System Simulation Experiments (OSSEs) to optimize the scientific 
outcomes from the unique measurements to be provided by new missions such as the Geospace 
Dynamics Constellation (GDC), HelioSwarm, EZIE, and the Small scale magNetospheric and 
Ionospheric Plasma Experiment (SNIPE).
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