Imperial College London

GUIDED WAVE SYNTHETIC FOCUSING
IMAGING IN LIMITED ACCESS PIPES FOR
IMPROVED QUANTIFICATION ACCURACY

by

Filip Szlaszynski

A thesis submitted for the degree of

Doctor of Engineering

Department of Mechanical Engineering
Imperial College London
London SW7 2AZ

March 2023



This page intentionally left blank




Declaration of Originality

The content of this thesis is my own research work, which was completed with the
supervision of Professor Michael Lowe and Dr Peter Huthwaite. Wherever other work

was used I clearly acknowledged, and provided references.

Filip Szlaszynski

7t March 2023




This page intentionally left blank




Copyright Declaration

The copyright of this thesis rests with the author. Unless otherwise indicated, its
contents are licensed under a Creative Commons Attribution-Non Commercial 4.0
International Licence (CC BY-NC). Under this licence, you may copy and redistribute
the material in any medium or format. You may also create and distribute modified
versions of the work. This is on the condition that: you credit the author and do not
use it, or any derivative works, for a commercial purpose. When reusing or sharing
this work, ensure you make the licence terms clear to others by naming the licence and
linking to the licence text. Where a work has been adapted, you should indicate that
the work has been changed and describe those changes. Please seek permission from
the copyright holder for uses of this work that are not included in this licence or

permitted under UK Copyright Law.




This page intentionally left blank




Abstract

Routine inspection of pipelines and processing and production plants is paramount for
their safe and reliable operation. Detection and criticality assessment of defects
appearing in inaccessible locations in pipelines poses a great challenge for many
industries. Therefore, inspection methods capable of defect detection, location and
accurate characterisation in these unreachable locations from a distance away are

needed.

Guided wave testing is a promising non-destructive testing technique to address
inspection of such inaccessible areas. The method has been extensively deployed for
rapid screening of large lengths of pipes from a single device position. Because the
technique is designed for large volumetric coverage it provides very limited individual
feature characterisation. The areas where potential defects are indicated are typically
inspected locally using more accurate methods (e.g. phased array ultrasonic testing)
to confirm defect presence and perform its characterisation. The follow-up inspections
of the inaccessible locations are not possible, hence defect characterisation using guided
wave testing needs to be improved. The research presented in this thesis aims to
improve defect detection, location and characterisation in guided wave testing by the

deployment of high resolution synthetic focusing imaging.

The common source method (CSM), total focusing method (TFM) and plane wave
imaging (PWI) algorithms are adapted to guided wave testing of pipes. Their
performance is evaluated and compared in terms of lateral resolution and signal-to-
noise ratio (SNR) using finite element (FE) and experimental studies. The study is
concerned with part-circumferential part-depth planar cracks and the fundamental
shear horizontal SHO guided wave mode is considered. It is shown that PWI achieves

superior resolution compared to CSM and comparable resolution to TFM. The




techniques involving plane wave acquisition (PWI and CSM) are found to substantially
outperform methods based on full matrix capture (FMC) in terms of SNR. Therefore,
it is concluded that PWI which achieves good resolution and high SNR is a more
attractive choice for short-range pipe guided wave testing, compared to other
considered techniques. It was demonstrated that it is possible to estimate crack
through wall thickness depth from the indication amplitude measured from the PWI
reconstructed images. Subsequently, a novel PWI transduction setup is proposed, and
it is shown to suppress the transmission of the unwanted fundamental SO mode, which

further improves SNR of PWI.

It is often the case that access to the full pipe circumference is limited in pipelines with
high feature density. Therefore, the influence of limited circumferential access on the
performance of SHO guided wave PWI is investigated. A decrease in circumferential
extent is analytically shown to reduce the k-space data available for imaging and impair
the phased array focusing performance. This is partially balanced by a temporal
bandwidth of a typical probing Hann-windowed excitation which populates some of the
missing parts of the k-space. The FE and experimental studies compare the performance
of PWI for a range of different array circumferential extents. The key conclusions are
that array circumferential extents above 60 % are required for the reliable detection,
location, and length estimation of small cracks, 50 % circumferential extent only provides
sufficient detection and location of cracks above a wavelength in length and array

circumferential extents below 50 % are not suitable for reliable pipe inspection.
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Chapter 1

1. Introduction

This chapter provides a background necessary for understanding the context of the
work presented in this thesis and delivers the general review of the subject area. Section
1.1 discusses the industrial motivation of the project and explains the interest in guided
wave testing and synthetic focusing imaging. Section 1.2 outlines the concept of the
synthetic focusing imaging and briefly discusses the most popular imaging methods.
This is followed up by a review of the relevant work in adaptation of synthetic focusing
imaging to plate and pipe guided wave testing in sections 1.3 and 1.4 respectively.
Section 1.5 outlines the main aims and objectives of this Engineering Doctorate project.

The chapter finishes with a brief outline of the thesis structure in section 1.6.

The parts of this chapter have been adapted and extracted from publication [P1] and
the 12-month Engineering Doctorate progress report submitted by the author as Early
Stage Assessment (ESA) with accordance to requirements for Engineering Doctorate
(EngD) at Imperial College London. The 12-month progress report has not been

published in the public domain.

1.1. Motivation and research background

There are millions of kilometres of pipelines around the world [2]. There are hundreds
of thousands more to enter service in the next decade, as the pipe construction market
is forecasted to grow from $45 billion in 2021 to $73 billion in 2031 [3]. The majority
of the existing pipelines are older than three decades and the age of some of them
exceeds 50 years [4,5]. A significant proportion of these pipes carry hazardous liquids
and gases, especially in petrochemical, mining, and nuclear power generation
industries. Potential leaks, spills and catastrophic pipe bursts can result in loss of life,

serious devastation of the natural environment, prolonged production downtimes,
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damage to other structures and prohibitive economic repercussions. Hence, the

integrity of these vital pipelines is of a critical importance.

Pipes can develop cracks during their intended lifetime while operating in normal
design conditions, despite utilization of engineering safety factors. Crack development
can be onset by the presence of stress concentrators [6-8]. These include dents,
scratches, gouges, and other mechanical damage caused by environmental loads,
external forces or third party interference. The stress concentration can also be caused
by overlooked fabrication and installation defects (e.g. weld defects). The presence of
stress concentration and wall thinning, associated with defects or damage, degrades
the fatigue lifetime and reduces burst strength [9]. This ultimately leads to accelerated
development of fatigue cracks under cyclic loading (e.g. due to temperature and
pressure changes) and in extreme cases cracking due to regular operating pressure

exceeding lowered burst strength [7].

Cracking is not limited to pipes with initial damage or defects. Pipelines operating in
corrosive or chemically active environments are prone to stress corrosion cracking when
subject to static stress [10,11]. A similar process called irradiation-assisted stress
corrosion cracking can occur in the presence of elevated radiation in nuclear reactors
[12]. Prolonged exposure of carbon steel alloys to high temperature and pressure leads
to high temperature hydrogen attack (HTHA) which causes fissures and cracking [13-
15]. These, and many more mechanisms cause the prevalence of cracks in pipes.
Therefore, routine pipeline inspections are paramount for their safe and reliable

operation in compliance with modern health and safety regulations.

While inspection of straight, easily accessible pipes with modern non-destructive
testing (NDT) techniques is well-established [16-18], inspection of inaccessible locations
in pipelines and other critical tubular structures presents a great challenge for many

industries. Most of the existing plants and pipelines were not designed with frequent
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NDT inspections in mind. Plants in chemical, process, power generation and oil and
gas sectors typically contain kilometres of closely laid pipes with high density of
features such as tees, bends, valves etc. Such a dense piping layout limits access to
each individual pipe and as a consequence, hard to reach and hence hard to inspect
structures are common on many industrial sites. Further examples of inaccessible
locations include pipes that are embedded, built-in, buried or contained within the
protective enclosures of hazardous environments (e.g. high ionising radiation or toxic
chemicals). Inspection of all these pipes with the current state of the art NDT
techniques is difficult, time consuming and expensive. It often requires the dismantling
of structures which leads to prolonged downtimes and risk of complications. Therefore,
an NDT technique which allows for remote defect detection, location and accurate
characterisation from a distance away is needed to address inspections of tubular
structures to which there is only a limited access. Research presented in this thesis is
concerned with development of such a technique. Two limited access inspection
scenarios are considered; one with access to the full pipe circumference and the second

scenario with only partial circumferential access.

The main motivation for this project comes from EDF Energy plc., the industrial
partner of this project. EDF has particular interest in inspection of some key tubular
components of the United Kingdom’s advanced gas-cooled reactor (AGR) nuclear
power plants [19]. These critical components extend into the restricted high radiation
zone of the reactor but can be partially accessed from the zones with low levels of
radiation. Deployment of existing NDT techniques inside the enclosed high radiation
environment is very challenging, disruptive, and it carries some inherent risks.
Therefore, development of an NDT technique capable of inspection of such structures
from a distance away would benefit the company and would bring a substantial

reduction of their nuclear assets inspection costs.
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Figure 1.1: A snapshot of pipe GWT inspection of industrial pipelines. [1]

Guided wave testing (GWT) is a promising candidate for the inspection of inaccessible
tubular structures. This relatively new NDT method is commercially used for long
range screening of pipelines [1,20,21]. A snapshot of examination of industrial pipework
using GWT is presented in Figure 1.1. GW'T inspection typically covers tens of metres
of pipes from a single device position, depending on pipe condition, its layout and
presence of pipe features (i.e. infrequent welds, tees, bends etc.) [20]. The information
about a defect obtained from GW'T inspection can give some indication of severity,
since, in the simplest sense, a larger defect will cause a larger reflection amplitude
22,23]. However, for defect circumferential extents smaller than 10 — 15 %, it is difficult
to distinguish a defect which is narrow and deep from that which is wider and shallow
[24]. This makes it challenging to assess whether the defect is critical or not [25]. The
desired large volumetric coverage of GWT comes at the price of decreased sensitivity
and very limited individual defect characterisation capabilities. Therefore, follow-up
inspections on areas where potential defects are indicated are usually carried out locally
using more quantitative methods e.g. phased array ultrasonic testing [24]. As discussed

earlier, inspections of inaccessible locations with localised NDT techniques are
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troublesome, hence they are not desired in such inspection settings. GWT with
improved defect characterisation would be an attractive technique for stand-alone
inspection of hard-to-reach structures. There is a great potential for achieving that by

deployment of high resolution synthetic focusing imaging to pipe GWT.

1.2. Synthetic focusing imaging methods

In bulk wave ultrasonic testing, defect detection, location and individual
characterisation is often based on phased array synthetic focusing imaging [26-30].
Synthetic focusing algorithms reconstruct the region of interest (ROI) in post
processing, applying focusing on every point (pixel) in the image using previously
acquired ultrasonic data. The focusing is achieved by synthetic application of delay
laws and linear superposition to the recorded ultrasonic waves which mimics the
physical focusing using a transducer phased array. The main advantage of performing
focusing post-acquisition is the significant reduction of inspection time, since data
acquisition is only performed once to produce a fully focused image. Thanks to recent
advances in computing processing power, in some phased array imaging setups,
acquisition and reconstruction processes can be repeated multiple times per second
allowing quasi real time imaging during inspection [31-33]. The obtained fully focused
image is essentially a reflectivity map of the ROI. In continuous, homogeneous material
there are no ultrasonic reflections. In principle, indications in the reconstructed image
reveal the presences of material discontinuities which are either known features of the
object or undesired defects. The reconstruction provides a location for the detected
discontinuity and often allows for an estimate of its size, provided the size is larger

than the resolution [34,35].

In recent years, the three most popular high resolution synthetic focusing imaging

algorithms are synthetic aperture focusing technique (SAFT) [26,36,37], total focusing
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method (TFM) [26,38,39] and plane wave imaging (PWI) [40-42]. Their corresponding

transmit-receive element configurations are outlined in Figure 1.2.
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Figure 1.2: Transmit-receive element configuration matrices for (a) SAFT, (b) TFM, and (¢) PWI
imaging algorithms. A mark indicates transmitter-receiver pairs for which time traces are recorded.

In SAFT the source position is the same as the receiver position for each acquisition
event. The technique reconstructs the image from the pulse-echo data collected from
each array element in turn. It performs synthetic focusing on transmission and

reception achieving high spatial resolution.

A TFM image is reconstructed from a full matrix of time domain signals (A-scans)
recorded for every possible transmitter-receiver phased array element pair called full
matrix capture (FMC). By focusing both on transmission and reception for each pixel
of the image, good reconstruction quality and high spatial resolution are achieved. The
performance advantages of TFM come at the price of acquisition time and a large
amount of data to process — the technique requires N transmission-reception cycles,
during each of which N time domain signals are collected, where N is the number of

elements in the array.

Lately, plane wave imaging (PWI) has been the subject of increasing research interest
in NDT [41-45]. The concept was first introduced in the medical field [46-48] and then
improved and adapted to the field of NDT [41,42]. The technique reconstructs the region

of interest from signals backscattered after insonification of the inspected area with
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the plane waves sent at a chosen range of angles using all array elements. The final
compounded image is obtained by coherent addition of the images reconstructed by
applying focusing on reception for each plane wave angle. Le Jeune, et al. (2016) [41]
and Velichko & Croxford (2018) [49] have shown that TFM and PWI methods produce
images of comparable resolution and quality, with fewer transmission-reception cycles
required for PWI. Fewer transmissions means shorter acquisition time and less data to
process. Hence, PWI is a very attractive method for fast and accurate high resolution
imaging. Excitation of the probing plane wave using all the array elements per each
emission provides much higher acoustic power compared to SAFT and TFM.
Consequently, the inspection range in attenuating materials is better, and the method
is less sensitive to incoherent noise, assuming no averaging or other incoherent noise
mitigation method is used [41]. Additionally, contrary to TFM, the number of
transmission-reception cycles does not depend on the number of elements in the array.
In fact, the increase in the number of array elements and consequent wider aperture
results in the decrease in the number of transmission-reception cycles required to
obtain the optimal image resolution which makes PWI particularly attractive for large

phased arrays [49).

The Common Source Method (CSM) [26] is a special case of PWI with only a single 0°
plane wave used for reconstruction. In CSM the ROI is illuminated from a single angle
and focusing is performed only on reception hence its resolution is inferior to TFM and

standard PWI which illuminates the ROI with a wide range of plane wave angles.

1.3. Synthetic focusing imaging in plate guided wave

testing

The concept of synthetic focusing imaging can be applied to GWT. The first

adaptations of imaging methods to reconstruct defects in plates from backscattered
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Lamb waves were proposed in [50-52]. Davies, et al. (2006) [53] implemented CSM,
SAFT and TFM to GWT of plates. The numerical and experimental study reviewed
and compared the performance of these techniques in terms of point-spread-function
(PSF) and Sparrow separation, the two popular criteria used for evaluation of imaging
systems resolution. The PSF [54,55] is a spatial impulse response of the imaging system,
hence it corresponds to an indication of the infinitesimal point scatterer in the
reconstructed image. The Sparrow separation [56] is the minimum distance between
the two point scatterers at which they can be distinguished from one another. Both
the PSF and the Sparrow separation were of interest because the former is a major
factor determining the resolution of an imaging system, whereas the latter measures
the distance at which two neighbouring PSFs can be resolved (i.e., distinguished),
essentially directly measuring the resolution. The research concluded that SAFT has
the narrowest PSF and the smallest Sparrow separation, followed closely by TFM.
CSM’s PSF was shown to be double compared to SAFT which implies substantially
inferior resolution. TFM was found to have significantly lower side lobe amplitude
compared to the other two methods, producing much cleaner images with less coherent
noise. Because TFM receives on all array elements per each acquisition, in contrast to
only one receiver in SAFT, it has inherent redundancy in recorded data [26]. This
redundancy has a similar effect to averaging and hence results in significantly better
incoherent signal-to-noise ratio (SNR) of TFM. Moreover, TFM insonifies the ROI
from a range of different angles and receives the backscattered waves on all the array
elements after each transmission, with each array element in a different lateral position.
In general, the wider the range of insonification and reception angles, the more spatial
frequencies can be retrieved through the imaging process, provided the angular,
temporal, and spatial samplings are sufficient. Therefore, TFM retrieves more spatial
frequencies compared to SAFT and CSM. In SAFT, only one element records the

backscattered waves after each transmission, while CSM only insonifies the ROI from
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a single 0° angle. In theory, a wider spatial frequency range acquired through TFM
means that this method should reproduce the ROI more accurately. However, in
practice, when real life excitation with finite bandwidth is used, SAFT and TFM record
a comparable range of spatial frequencies leading to similar resolution [26]. Comparable
or marginally better SAFT resolution comes at the price of inferior coherent (due to
side lobes [53]) and incoherent noise in reconstructed images. SNR is a key factor
influencing detectability of small defects. In some cases, poor SNR can lead to
insensitivity to defects that are larger than resolution limit, therefore SNR is as equally

important as resolution.

In [57], SAFT was reported to only perform well in reconstructing the region directly
ahead of the array aperture, its performance beyond the array aperture drastically
decreases compared to TFM, which would be problematic for limited circumferential

access applications considered in this project.

Taking into account all the above facts, TFM was deemed a more attractive option
for guided wave imaging [53,58], compared to SAFT, and hence SAFT will not be

considered in this thesis.

1.4. Synthetic focusing imaging in pipe guided wave
testing

Synthetic focusing was first introduced to pipe GWT by Hayashi et al. (2005)[59].
Subsequently, the performance of CSM, SAFT and TFM was evaluated and compared
for short range pipe guided wave imaging applications [25,58,60,61]. SAFT and TFM
were expected to outperform CSM in terms of reconstructed image quality, however,
images of both of these methods were corrupted with coherent noise bands due to the
S0 mode which is excited simultaneously with the desired fundamental shear horizontal

SHO mode. The SO mode is generated by the transducers when they are excited in the
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circumferential direction to produce the SHO mode. The unwanted SO mode travels
circumferentially and is received by the other transducers around the circumference,
and these receptions are treated by the imaging algorithms as if they were SHO
reflections from features, resulting in strong artefacts, as described in [60].
Consequently, CSM was deemed the most suitable for pipe GWT applications due to
its excitation of a pure torsional T(0,1) mode. Its performance was evaluated in [25]

and these results will be used in this thesis for cross validation.

Despite the great potential for GWT, both SAFT and TFM suffer from coherent noise
issues which significantly decrease their SNR. Furthermore, both techniques use a
single insonifying element per acquisition resulting in a probing wave of low acoustic
power, hence reducing the effective inspection range in real-world applications, where
high attenuation is often a problem. While CSM provides superior coherent SNR and
higher acoustic power, its maximum achievable resolution is significantly lower than
TFM due to focusing performed only on reception. Consequently, it provides inferior
defect characterisation compared to TFM which hinders limited access applications.

Therefore, a technique capable of achieving high resolution while maintaining good

SNR is needed.

Adaptation of PWI to pipe GWT has a potential to address the current limitations of
guided wave synthetic focusing imaging mentioned above. PWI combines high
resolution, comparable to TFM, with good SNR and high acoustic power. Therefore,
the research presented in this thesis has particular interest in adaptation of PWI to

pipe GWT.

1.5. Aims

The main objective of this Engineering Doctorate (EngD) is to improve defect

detection, location and characterisation (i.e. size and maximum depth) using GWT to
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allow for more quantitative and reliable inspection of inaccessible steel tubular
structures from a single device position. The main focus here is adaptation of high
resolution synthetic focusing imaging methods such as TFM and PWI to pipe GWT,
evaluation of their performance and comparison to CSM, which is the current state-
of-the-art technique. The influence of limiting array circumferential extent on imaging
capabilities will also be investigated to address inspection scenarios where there is only

partial circumferential access.

1.6. Thesis outline

This thesis is structured as follows.

Chapter 2 outlines basics of elastic wave propagation in solids with the main focus on
guided wave theory. This chapter discusses implementation of pipe guided waves to

NDT and briefly summarises the current GWT capabilities.

In Chapter 3 two dimensional CSM, TFM, PWI and FMCPWI (PWI with time traces
synthetized from FMC data) algorithms are revised and their adaptation to pipe GWT
is presented. The spatial Fourier domain filter removing undesired coherent noise from
the FMC data is proposed to improve coherent SNR of FMC based methods. The
chapter discusses the spatial resolution of the reconstruction algorithms and its
limitations. A novel transduction set-up is proposed for deployment of guided wave
PWI in pipes. It achieves suppression of the unwanted fundamental SO mode hence it

improves coherent SNR.

Chapter 4 introduces the methodology used for the lateral resolution and SNR
measurements from the reconstructed images and describes the FE model and
experimental setup used in this EngD project. Then, the selection of optimal imaging
parameters for the best image quality and fair comparison of imaging methods is

discussed. Subsequently, the performance of imaging methods in terms of lateral defect
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sizing and SNR is evaluated and compared. This is followed by the investigation of
crack through wall thickness depth estimation using PWI. Next, the performance of
the transduction setup suppressing the unwanted SO mode is evaluated. Finally, a
discussion on generalisation of the presented results for different axial positions of a

crack, different frequencies and pipe diameters is conducted.

Synthetic focusing imaging with limited circumferential array is discussed in Chapter
5. The theoretical discussion is followed by FE and experimental studies. The
performance of PWI with a range of array circumferential extents is evaluated in terms

of resolution and SNR.

Chapter 6 summarises the key findings and contributions of the thesis and discusses

the potential for future work.
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2. Theoretical background

2.1. Introduction

Guided waves are the result of the bulk wave interactions occurring at the interface
between the two different media. Therefore, for sake of completeness, a short
introduction to elastic bulk wave theory is given in this chapter. This is followed by
the outline of guided wave theory. The second part of this chapter discusses the concept
of NDT using guided waves and outlines the current state of the art in the field of
GWT. The chapter provides merely enough background needed to attain the objectives
of this thesis. The bulk wave and guided wave theory has been studied in greater
depths in numerous textbooks (e.g. [62-66]); please refer to these for more in-depth
treatment of the subject. The following theory is valid for linearly elastic, homogenous,
isotropic solid material. The extension of the theory to anisotropic materials can be

readily found in textbooks including [65].

Parts of this chapter have been adapted and extracted from the 12-month Engineering
Doctorate progress report submitted by the author as Early Stage Assessment (ESA)
in accordance with requirements for the Engineering Doctorate (EngD) at Imperial

College London. The report has not been published in the public domain.

2.2. Bulk wave equations of motion

Elasticity is a property of solids that allow restoration of their original shape and
volume after the external forces causing deformation are removed [63]. The elastic
waves are time-varying deformations (vibrations) propagating in an elastic medium as
a result of applied forces associated with volume deformation (compression or tension)

and shape deformation (shear) of the material [62,67]. The motion of these disturbances
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in the isotropic, homogeneous, linearly elastic medium in the absence of the body forces
and away from the medium boundaries can be described by the equation (2.1) derived

by Navier (1821) [68] from generalised Hooke’s law and Newton’s second law:

0%u

A+ WVV-u+ uviu = P (2.1)
where A and p are two elastic constants known as Lamé constants, w is three

dimensional displacement vector (u = (ux,uy,uz)), p is material density, V is the
vector differential operator (V= iaa—x+ jaa—y+ k%), with 4, j, £ as unit vectors in z, y
and 2z directions respectively and V? is the three dimensional Laplace operator
(V2= _+_+T)’ The Lamé constants are related to the readily measurable

quantities — the modulus of elasticity F, and the Poisson’s ratio v, via the following

relationships [69]:

E = pu(3A+2u)

e and (2.2)
A
V= TR (2.3)

To unveil the types of waves propagating in the bulk of the material (i.e. away from
the boundaries) one has to find the solution(s) of equation (2.1). It is a partial
differential equation that cannot be directly integrated, therefore an appropriate

application-dependent solutions must be presumed.

According to the Helmholtz Decomposition Theorem [70] any vector field can be
decomposed into the sum of rotational and irrotational components. Hence,

displacement u can be written as follows [71]:

u=ro+Vxy, (2.4)
where @ is a scalar potential (also known as compression wave potential), and P is
vector potential (often called shear wave potential) with V-1 =0 known as zero

divergence (sometimes referred to as gauge condition) [72]. By substituting (2.4) into
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Navier’s equation of motion (2.1) and using the following identities V:V® = V2@,
Vx VX VP =0 and V-V X1y =0 the equation (2.5) is obtained [65]:

921

F =0 (25)

0%
v (A+2,u)V2(P—pw + VX |uv?y —

which is satisfied when both terms in the square brackets are zero. This leads to

Helmholtz differential equations:

2.6)
2qp = L0 (
Ve = 7 o0 and
1 9%y
VZIIJ = gm, where (2.7)
A+2
ct = £ and ¢t = % (2.8)

are velocities of longitudinal (also known as compressional or P) waves and shear (also

referred to as transverse or S) waves respectively.

Consequently, the two independent general solutions for the propagation of the waves

governed by equation (2.1) in the z-direction are expressed by:

@ = PyelkLz=wt) ynq (2.9)

P = Ppelkrzmen), (2.10)
where @, and 1, are the initial wave amplitudes, 7 is the imaginary unit (i = \/—_1), W
is the angular frequency (w = 2rf), fis temporal frequency and k; and kr are the

wavenumbers of longitudinal and shear waves respectively (k; = Cﬁ and kr = Cﬂ), tis
L T

the time variable and z is the spatial coordinate in the direction of propagation of the

wave.

The above derivation reveals that there are only two types of elastic waves propagating
in an unbounded, isotropic, elastic, three-dimensional, solid medium. These waves are

known as bulk waves. The particle motion of longitudinal bulk waves is in the direction
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of the wave propagation, and of the shear bulk waves is in the direction perpendicular
to the wave propagation [73]. Transverse motion of shear bulk waves can occur
horizontally (horizontal shear wave, SH) and vertically (vertical shear wave, SV) [67].
The ratio of velocities of longitudinal and transversal waves depends on the Poisson’s
ratio of the material [74]. The total wave field is the superposition of longitudinal and

shear waves propagating in all directions at all frequencies.

2.3. Plate guided waves

Guided waves are waves which are guided by the structure (waveguide) or sometimes
the layer in which they propagate. Energy of these waves is trapped between the
material boundaries [72]. Guided waves are the result of the interactions occurring at
the interface between two different media. These interactions produce reflections,
refractions and mode conversions between longitudinal and shear waves. Superposition
of incident, reflected and mode converted partial waves leads to the emergence of
guided waves. The structure through which guided waves are propagating is called a
waveguide. In the literature, different shapes of waveguides have been discussed [62,64-

66,72].

A plate can act as a waveguide, provided it is not too thick in relation to the
wavelength. For example, Viktorov [75] suggests a practical upper limit for the plate
thickness of 5 wavelengths. Plate guided wave theory is important in the context of
guided waves in pipes which are the main focus in this thesis. Pipe can be considered
as a plate wrapped into a cylinder, and hence plate guided wave analysis is often used
to simplify the analysis of more complex pipe guided waves [25,58,76,77]. The plate-pipe
analogy and its validity will be discussed in greater detail in section 2.4.4; here, plate

guided wave theory is briefly outlined.

Plate guided wave theory is based on consideration of an infinite free plate problem.
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It is rather a theoretical concept, than physically-realisable structure, however it serves

as a good approximation for most of real-life plate-like structures [66].

The main difference between the bulk waves and plate guided waves is that the first
ones propagate in the bulk of the material, away from the boundaries and the latter
ones propagate between the boundaries. Despite this difference, the two types of waves
are governed by the same set of Helmholtz differential equations (2.6) and (2.7). In
the case of bulk waves, there are no boundary conditions that need to be satisfied by
the proposed solution, whereas the solution to a guided wave problem must satisfy the
governing equations as well as the boundary conditions [65]. In the case of the free
plate problem, boundary conditions are traction free surfaces i.e. there is no stress

present on the surfaces.

Different approaches can be used to find the solutions to the free plate problem, among
which the most popular ones are displacement potential method (presented in [64]) and
the partial wave technique (outlined in [66]). The former one is outlined below, because
it is conceptually simpler and more elegant, however it has to be noted that its validity

is limited to only isotropic material [65].

2.3.1 Lamb waves

Lamb waves [78] are one family of solutions to the free plate problem. Vertically
polarized shear waves (SV) and longitudinal waves do not exist individually in the free
plate but are coupled at a free boundary to cancel out stresses, ensuring that the
traction-free conditions on both surfaces are fulfilled [66]. Consequently, both
longitudinal and SV waves have equal wave vector components, k.. = k.r, in the z-
direction along the plate, and therefore, both waves have the same velocity component
in the z-direction. The result of the superposition of the longitudinal and SV partial

waves is a Lamb wave mode, which is a traveling wave along the z-direction of the
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plate and a resonant standing wave in the transverse y-direction.

g Sk

X

Figure 2.1: Schematic outline of a free plate problem.
A schematic of a plate in a Cartesian coordinate system is presented in Figure 2.1.
The plate is infinite in x- and z-directions and plate free surfaces are at y = -d/2 and
y = d/2. Let us consider a plane wave propagating in the z-direction. The problem can
be simplified assuming a plain strain condition [65]. Consequently, particle
displacement in the x-direction is assumed zero (u, = 0), implying % =0 and the
rotation only occurs about the x-axis, implying ¥, =1, = 0. Applying the above

assumptions, to equations (2.6) and (2.7), they reduce to:

00  9%d 1 09 d 911
dy? = 9z2  c} ot? an (2.11)
0%y | 9% _ 1 0%

dy? = 8z2  cZot?

(2.12)

Equations (2.11) and (2.12) govern the propagation of Lamb waves in plates. These
waves exist as an infinite number of symmetrical (sometimes referred to as
compressional) and asymmetrical (sometimes called flexural) modes. This classification
depends on the distribution of displacements on the top and bottom bounding surfaces
with respect to the mid surface (y = 0) [67]. For symmetric modes, the displacements
on the top and bottom surfaces are symmetric and for antisymmetric modes they are

antisymmetric.

From equations (2.11) and (2.12) the characteristic equations, known as Rayleigh-
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Lamb frequency equations, can be derived by applying the traction free boundary

conditions as shown for example in [65] or [79]:

d
tan( kyp— 4k2k2 -k
( Y ‘21) = — LTW; for symmetric modes, and (2.13)
tan(ky.;) (k3r—k%)
d
tan(ky'rz) (R;T—RE)Z . .
— 5 = — —5—— for antisymmetric modes, (2.14)
tan(kyLE) dkzkyrkyL

where k,; and k,r are the magnitudes of the transverse (in the y-direction) wave vector
components for the longitudinal and shear partial waves, d is the plate thickness, and
k. is the wave number in the propagation direction [66]. The wavenumber k. can be

expressed as:

w
ke =2 (2.15)
where ¢, is the phase velocity of the Lamb wave mode and w is the angular frequency.

The transverse wave components are related to w, and the z-direction wavenumber

via [79]:
2
k2, = k2 — k2 = (%) — k2 and (2.16)
2
k2, = k2 — kZ = (:’—T) — k2. (2.17)

By substituting equations (2.16) and (2.17) into (2.13) and (2.14) the equations
relating the Lamb wave number to frequency and plate thickness d can be derived.
For any given frequency w and plate thickness d, there is an infinite number of
wavenumbers that will satisfy the Rayleigh-Lamb frequency equations [65]. A finite
number of these wavenumbers will be real or purely imaginary, whereas infinitely many
will be complex. Only the real wavenumbers correspond to modes propagating in a
free plate [66,67]. The Rayleigh-Lamb frequency equations are transcendental, and they
can only be solved numerically [63], using for example the procedure outlined in [65,67]

or the DISPERSE software developed at Imperial College London [80].
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The Lamb wave phase velocity can be readily calculated from the wave number using
relationship (2.15). The real solutions to Rayleigh-Lamb frequency equations are
typically plotted in the two-dimensional plot of wave velocity against frequency or
more commonly frequency-thickness product. They appear in the plot as curves which

are called dispersion curves.

Dispersion is the dependence of phase velocity, on the temporal frequency of the
propagating waves [67]. The dispersion phenomenon manifests as distortion of the
wavepacket shape as it propagates through the material. The wavepacket elongates
and its maximum amplitude decreases as its ‘faster’ frequency components propagate

ahead of the ‘slower’ ones. Dispersion is discussed in greater detail, for example, in [65].

Dispersion is generally not desired in guided wave testing and structural imaging, with
exception to quantitative thickness mapping using guided wave tomography which is
outside the scope here and is discussed elsewhere e.g. [81-83]. It is typically avoided by
use of non-dispersive modes, dispersive modes in their non-dispersive frequency range

[84,85] or by deployment of dispersion compensation algorithms [86,87].

Figure 2.2 presents the Lamb wave dispersion curves in 10 mm mild steel plate between
0 and 1 MHz, obtained using DISPERSE [80]. Symmetric Lamb wave mode curves
(red), solutions to (2.13), are denoted as (Sn), and antisymmetric Lamb wave curves
(blue), solutions to (2.14), are denoted as (An), where n is the order of the mode.
While the number of plate guided wave modes is infinite, the number of propagating
modes depends on the frequency thickness product [73,85]. Only fundamental modes,
S0 and AOQ, propagate for all frequencies. For higher order modes, dispersion curve cut-
off points occur at specific frequency-thickness product values, where wavenumber £,
changes from imaginary or complex to real value. At low frequencies, below cut-off
frequencies of higher order modes, only one symmetric and one antisymmetric

fundamental mode exist. As frequency-thickness product increases, new modes appear
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labelled with ascending numbers with accordance to order of appearance with increase
in wd (i.e. S1, S2, S3, etc. and A1, A2, A3, etc.). At cut-off points, phase velocities of
the modes approach infinity, indicating that at these points longitudinal or shear waves

reverberate across the thickness of the plate [62,65].
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Figure 2.2: Lamb wave dispersion curves in 10 mm mild steel plate obtained using DISPERSE [80].

Symmetric modes are marked with red and antisymmetric modes are marked with blue.
Lord Rayleigh (1877) [88] and Stokes (1876) [89] observed that the velocity of a group
of waves (i.e. wave packet) can be different than phase velocities of individual spectral
components of the packet. This led to the concept of group and phase velocities. The
group velocity is the velocity with which the modulation or envelope of the wave
packet propagates and is the rate of energy transport for harmonic wave fields [90].
The phase velocity is the speed at which the individual peaks (spectral components)
within that packet travel. For non-dispersive modes, these two velocities are equal.

For dispersive modes, group velocity is given by:

c = do C;Z;
97 dk o _(rg)Eep”

(2.18)

where fd is the frequency-thickness product. When the derivative of ¢, with respect to

fd tends to infinity (at cut-off frequency), ¢, tends to zero [65].
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2.3.2 Shear horizontal waves

Shear horizontal (SH) waves are the second family of solutions to the free plate
problem. They are the result of superposition of up and down-reflecting bulk shear
waves, which are polarised along the x-direction, with wave vectors lying in the z-x-
plane and inclined at such an angle that the system of waves satisfies traction-free
boundary conditions on the surfaces of the plate [65,67]. A detailed geometrical analysis

of partial wave interactions giving an origin to SH guided waves is presented in [64].

In section 2.3.1, plain strain was assumed to derive Lamb wave solutions. This
assumption, however, does not account for infinite free plate problem solutions
corresponding to SH waves. Therefore, here, for the complete set of solutions, an
opposite assumption is made i.e. displacements only in x-direction are assumed,
implying u,(x,y,z,t) = uy(x,y,2,t) = 0 [71]. Additionally, only solutions for which the
scalar potential @ vanishes are assumed [66]. Since wave fronts extend to infinity in
the x-direction, the displacement u, can be assumed to be independent of x. Applying

the above assumptions to equations (2.6) and (2.7), they reduce to a single equation:

>y 1 0%
9x2  cZ at?’ (2.19)
The general solution to (2.19) can be assumed to be of a form [62]:
P = Py (y)e iz, (2.20)
Substituting (2.20) into (2.19) and solving for ,(y) yields the general solution of a
form [64]:
Yoly) =4 sin(kyTy) + B cos(kyTy) , where (2.21)
2
w
kyr = (;) — k2 (2.22)

is the through thickness transverse wavenumber component and A, B are the arbitrary

constants.
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In the case of SH waves, the free plate problem traction free boundary conditions

(GW|y=+§=TZY|y=+1=TxJ’|y=+9=O) reduce to only one non-trivial condition
-2 -2 -2

N

. . . d
Txy|y=i§ = 0, which implies ;/;x =0aty=+

. Substituting (2.21) into (2.20) and

applying boundary conditions leads to:

A cos (kyT g) — Bsin (kyT g) =0 and (2.23)
A cos (kyT g) + Bsin (kyT g) =0, (2.24)

Equations (2.23) and (2.24) are satisfied when [65]:

sin (kyT g) =0, or (2.25)

d
cos (kyT ;) =0, (2.26)
corresponding to symmetric and antisymmetric displacements (with respect to mid-

plane y = 0) respectively. The above is only true when:

kyr = %, where (2.27)
n=201,2 3, 4, .. is a whole number and determines the mode order. The notation
of modes has a form of SHn, where odd n values correspond to antisymmetric SH
modes and the even values correspond to symmetric ones. Equation (2.27) is known as

the dispersion equation.

By substituting (2.15) and (2.22) into (2.27) and rearranging, the expression for the

phase velocity as a function of frequency-thickness product is obtained:

fd
¢, (fd) = +2¢, | —L—] . 2.28
p "\ frowmt >

In contrast to Lamb waves, the above expression is explicit and does not have to be
solved numerically. When n = 0, the phase velocity is constant with frequency-

thickness product and is equal to the bulk shear wave velocity cr. Hence, the
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fundamental mode SHO is non-dispersive. For all other higher order SH modes with
n # 0 the phase velocity changes with frequency-thickness product which makes them
dispersive. The SH wave dispersion curves resulting from (2.28) are plotted in Figure
2.3 using DISPERSE [80], for a mild steel plate and the frequency range between 0 and

1 MHz.
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Figure 2.3: Phase velocity dispersion curves for SH guided wave modes in 10 mm mild steel traction
free plate. Symmetric modes are marked with red and antisymmetric modes are marked with blue. The
curves were plotted using DISPERSE software [80].

Like in the case of Lamb waves, higher order SH wave modes have cut-off frequencies,
which are the frequencies at which the mode changes from propagating to non-
propagating [66]. Only the fundamental SHO mode propagates at the full range of the
frequency spectrum. The analytical expression for the cut-off frequency of the n SH

mode can be established from equation (2.28) by setting the denominator to zero [65].

The explicit expression for SH waves group velocity can be easily derived from equation

(2.27) as shown in [65], and it is:

1— ) (2.29)

Cg = Cr (fd/cp)?
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2.4. Pipe guided waves

Pipes and other similar tubular structures can also act as waveguides for elastic waves.
Guided waves in pipes can be categorised based on the direction of propagation into
circumferential pipe guided waves, propagating in the circumferential 0-direction, and
axial pipe guided waves propagating in the axial z-direction. The research presented
in this thesis is concerned with axial guided waves which from here onwards will be
referred to as pipe guided waves. The circumferential pipe guided waves are outside

the scope here and are discussed elsewhere e.g. [65,75,91-93].

Propagation of axial pipe guided waves has been the subject of research interest for
over a century. The propagation of harmonic elastic waves in an infinite full solid
cylinders was first discussed by Pochhammer (1876) [94] and Chree (1886)(1889) [95,96].
The first solution to symmetric wave propagation in hollow cylinders was presented
by Ghosh (1923) [97] and the full set of pipe guided wave solutions was analitically

derived by Gazis (1958)(1959) [98,99].

The pipe guided wave theory briefly outlined in this section follows derivation
presented in [99]. The pipe is approximated with an infinite elastic isotropic free hollow
cylinder to avoid additional boundary conditions at both ends of the pipe. The problem
geometry is presented in Figure 2.4, for convenience it is defined in the cylindrical

coordinate system.
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Figure 2.4: A schematic outline of traction free, isotropic, infinitely long hollow cylinder with inner
radius a, outer radius b and wall thickness d.

Propagation of pipe guided waves is governed by Navier’s equation of motion (2.1)
which can be decomposed into the Helmholtz differential equations (2.6) and (2.7) as
it was the case for bulk waves and plate guided waves. Taking advantage of the fact
that Helmholtz differential equations can be divided into the products of functions of
each of the spatial dimensions [100], Gazis (1959) [99] proposed the following expressions

for the scalar potential @ and directional components of the vector potential ¥:

® = f(r) cosmb cos(wt + k,z),
P, = g,(r) sinmb sin(wt + k,z),
(2.30)
Yo = go(r) cosmo sin(wt + k,z),
P, = g,(r) sinmb cos(wt + k,z),

where k. is the axial wavenumber and m is the whole number denoting the

circumferential order.

Substituting, in turn, expressions for the scalar potential and vector potential from

(2.30) into (2.6) and (2.7) respectively and using the differential operator notation:

Bor = [s+ 25— (5 - 1)) 2:31)

56



Chapter 2

yields the following valid solution for @:

By, k,.rLf1=0, (2.32)

and the following solutions for ¥:

Bp, krTr[g3] =0,
Bp+1, kppr[9r — 901 = 0, (2.33)
By, krTr[gr + g6l = 0,

2 2
w w .
where k2, = = — k2 and k%, = — — k2 are the radial components of the wave number
rL cf z rT c% z

vectors, which describe the radial variation of the potential functions [99].
The general solutions of equations (2.32) and (2.33) are [65]:

f(r) = AZy(a 1) + BW,(a; 1),
g3(T) = A3Zp(ﬁ1r) + B3Wp(ﬁlr)a
29:(r) = (g (r) — go(r)) = 241 Zp 1 (B17) + 2B W1 (B17),

29,(r) = (gr(r) + 99(7”)) = ZAZZp—l(ﬁlr) + ZBZWp—1(ﬁ1T)7

(2.34)

where a,r = |k, 7|, 17 = k17|, 95 = g., A, B, A1, Bi, As, By are arbitrary amplitudes,
and Z,, W, denote the p'" order of Bessel functions, modified Bessel functions or Hankel
functions (depending on whether k., and k,r are real or imaginary). For an in-depth

discussion on selection of appropriate Bessel functions please refer to [65,101].

Gauge invariance allows elimination of one of the potentials without loss of generality

of the solution [99,101]. Setting g = 0, implies:

9r = —90 = 91, (2.35)

which changes equations (2.34) into three independent potential functions, f(r), g:(r)

and gs(T).

By substitution of equation (2.34) into the cylindrical coordinate version of equation

(2.4) the displacement field can be expressed as:
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u.- = [f"+ M/ g5 + k,9,] cosm8 cos(wt + k,z),
ug = [/ f + k,g, — g3'] sinm8 cos(wt + k,z), (2.36)
u, = [~k f — gy — (m+ 1)(g1/r)] cos m@ sin(wt + k,z),

where primes denote differentiation with respect to coordinate r.

Using elasticity theory, and applying traction free boundary conditions,
Orr = Try = Trg = 0, at inner and outer surfaces of hollow cylinder (r = a, b), leads to

the following system of eigenvalue equations:

CijQ =0 (Z, ] = 1, 2, 3, vy 6), (237)
where ¢; is a six by six matrix, 7 is the row index, j is the column index, and Q is a
vector [A, B, A;, Bi, As, Bs/ containing the unknown amplitudes from (2.34). For non-

trivial solutions, the determinant of the coefficient matrix c; must vanish, implying:

The above characteristic equation is known as the dispersion equation. The expressions

for each c¢; coefficient are given in for example [65] and [62].

For known dimensions of the hollow cylinder and fixed elastic constants, the
characteristic equation (2.38) is an implicit transcendental function of d/ 1 and f d/ o
where A is the wavelength, fis a frequency, d is the wall thickness and cr is the bulk
shear velocity [99]. The roots of this equation can be computed numerically by fixing
d/ 208 f d/ c; and using iterative techniques as presented in [80,101,102]. The DISPERSE

software mentioned previously is also capable of finding the solutions to (2.38) for an
arbitrary cylinder. The results are typically presented in the form of a dispersion curve
plot of wavenumber or phase velocity versus frequency, in which each curve

corresponds to a specific pipe guided wave mode.

There are two special cases when (2.38) simplifies to a product of two sub-determinants

of four by four and two by two dimensions [99]. This happens when the wavenumber
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k. is equal to zero or when the number of waves around the circumference, given by
circumferential order m, is equal to zero. The former case implies infinite axial

wavelength, since 4, = 27[/ k. which means the motion is independent of z. This case
Z

corresponds to either plain-strain motion discussed in detail in [98] or longitudinal shear

vibrations involving only longitudinal displacements u., discussed in [62,99].

In the second degenerate case, with m = 0, motion is independent of the angular
coordinate 6. This case corresponds to the two pipe guided wave mode families that
are of particular importance in GWT. These are axially symmetric longitudinal and

torsional modes and they are discussed below.

The notation of guided wave modes used in this thesis follows the convention
established in [103]. The letter denoting mode family (i.e. longitudinal (L), torsional
(T) and flexural (F)) is followed by indices (m,n). Index m is the mode circumferential
order, i.e. number of harmonic displacement and stress variations around the pipe
circumference. Modes with m = 0 are axisymmetric. Index n is a consecutive order in
which modes are appearing with the increase in the frequency. It is also associated
with complexity of the mode shapes through the wall thickness (analogically to plate

guided wave mode numbers, although here numbering starts from 1, not 0).

2.4.1 Longitudinal pipe modes

The motion of the longitudinal pipe modes occurs in the r-z-plane, and the
circumferential particle displacement component ug is zero. As mentioned before, since
the circumferential order m is zero, the displacements u, and u. are independent of
circumferential position 6. The family of longitudinal modes, sometimes called
breathing modes [104], involves both dilatational and equivoluminal waves through the
potentials f and g¢; defined in (2.34). The longitudinal modes are denoted by L(0,n),

for example the fundamental mode is L(0,1).
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Figure 2.5: Phase velocity dispersion curves of longitudinal pipe guided wave modes in a mild steel 8
inch pipe with 10 mm wall thickness. The curves were obtained using DISPERSE software [80)].

Figure 2.5 presents the phase velocity dispersion curves of longitudinal pipe modes.
Analogically to plate guided waves, only the real solutions of (2.38) are plotted, which
correspond to propagating modes. The higher order longitudinal wave modes also have
cut-off frequencies at which the modes change from propagating to non-propagating
ones [66]. Only the fundamental L(0,1) mode propagates through the full range of the
frequency spectrum. It is worth noting that dispersion curves of longitudinal pipe
modes are almost identical to the dispersion curves of Lamb waves in the free plate
made of the same material and with the same thickness as the hollow cylinder wall
thickness. The dispersion curves of the longitudinal pipe modes only deviate from the
plate Lamb mode curves at low frequencies as the curvature becomes more significant.
The similarity between plate and pipe guided wave modes has been discussed in greater

detail in [76,77,104].

2.4.2 Torsional pipe modes

The motion of the torsional pipe modes consists of only circumferential displacement

component wug [65]. It can be thought of as a ‘twisting’ motion in a pipe. The
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displacement components u, and u. are both equal to zero. The torsional pipe mode
displacement is axially symmetric and independent of circumferential position 8. This

family of modes is denoted by T(0,n), for example, the fundamental mode is T(0,1).
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Figure 2.6: Phase velocity dispersion curves of torsional pipe guided wave modes in a mild steel 8 inch
pipe with 10 mm wall thickness. The curves were obtained using DISPERSE software [80].

Figure 2.6 presents the phase velocity dispersion curves of propagating torsional pipe
modes. The fundamental T(0,1) mode propagates at full frequency spectrum and is
non-dispersive. All higher order modes are dispersive, and they have cut-off frequencies
below which they do not propagate. The phase velocities of all the torsional modes
decrease monotonically from infinity and tend to shear bulk wave velocity cr as the
frequency increases. As was the case for longitudinal modes, dispersion curves of
torsional modes strongly resemble the ones of the SH plate modes when material and
plate/wall thicknesses match. The resemblance is associated with the similarity of
displacement mechanisms between these two guided wave families. The analogy

between plate and pipe guided waves is discussed in greater detail in section 2.4.4.

2.4.3 Flexural pipe modes

When k, # 0 and m # 0, the equation (2.38) does not degenerate to simple cases and
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hence the solution involves the full six dimensional determinant. This means that
motion comprises all three displacement components ug, u, and u., which are coupled
together through the boundary conditions giving rise to the last family of wave modes
existing in pipes called flexural modes [99]. Since m # 0, the displacement of these
modes varies around the circumference and hence they are non-axisymmetric. The

flexural pipe modes are denoted by F(m,n).
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Figure 2.7: Phase velocily dispersion curves of flexural pipe guided wave modes in a mild steel 8 inch
pipe with 10 mm wall thickness. Modes of the same consecutive order n are marked with the same
colour. Only flexural modes up to fourth circumferential order m are plotted. Red curves mark F(m,1),
blue mark F(m,2), black mark F(m,3), magenta mark F(m,4) and green mark F(m,5) modes. The
curves representing modes of different circumferential orders which belong to F(m,4) and F(m,5)
flexural mode families are not labelled separately in the plot. Instead they are denoted with F(m,4) and

F(m,5) labels indicating multiple curves that are too close together to label individually.
The dispersion relationships of flexural pipe modes are presented in Figure 2.7. There
is an infinite number of flexural mode circumferential orders, here only flexural modes
up to the fourth circumferential order are plotted. Only the lowest F(1,1) mode
propagates at all frequencies. As it was the case for the two other pipe mode families,
all higher flexural modes have cut-off frequencies. As the frequency increases and
consequently the wavelength to radius ratio decreases, the velocity of flexural modes

converges to either a longitudinal or torsional mode. For example, F(m,1) modes (red
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curves) converge to L(0,1), F(m,2) modes (blue curves) converge to T(0,1), F(m,3)
modes (black curves) converge to L(0,2) and so on [104]. The torsional and flexural
modes converging to T(0,1) are sometimes referred to as the torsional-flexural pipe

mode family [25].

2.4.4 Plate pipe analogy

Similarity of dispersion curves and particle motion of pipe guided waves and plate
guided waves led to discovery of the analogy between these guided waves which was
first described in [104,105]. It was shown in [25,58,76,77] that pipe guided wave modes can
be approximated by plate guided wave modes. Such approximation involves virtual
‘unwrapping’ of the pipe and treating it as a flat infinite isotropic periodic plate as

presented in Figure 2.8.

Figure 2.8: Schematic presenting the pipe and its periodic unwrapped plate analogy.

Since pipe guided wave modes are ‘global’ solutions to the wave equation in a pipe,
they must be continuous around the pipe circumference. To account for that, to the
classic free plate problem an extra boundary condition is added which states that the
two solutions on either side of the axial cut have to match [25]. This is satisfied when
there is an integer number of wavelengths nd between the matching wave fronts. As a
consequence, pipe guided wave modes can be approximately considered as plate guided
waves travelling at specific discrete helical directions in a pipe, with each discrete

propagation angle corresponding to a different pipe mode. The approximation leads to

63



Chapter 2

simplification of the full 6-dimensional pipe mode dispersion relationships to the much

simpler plate mode dispersion relationships.

The approximation of pipe guided wave modes with the plate modes is based on an
assumption that the pipe wall curvature has negligible effect on wave propagation. As
shown in [76,77], the assumption is accurate when pipe wall thickness is much less than
the pipe radius and the wavelength is much less than the pipe circumference. In most
of the large diameter industrial pipes the wall thickness is far less than their radius,
fulfilling the first condition. While there are no strict rules determining an acceptable
frequency-radius ratio for the approximation, it is possible to estimate the error
associated with treating pipe guided waves as analogical plate guided wave modes.
Davies and Cawley (2009) [25] proposed an empirical formula for calculation of
maximum phase velocity error due to approximation of the torsional flexural pipe
mode family (T(0,1), F(1,2), ..., F(m,2)) with SHO plate guided wave mode, which is

as follows:

err% = (i)z ~ (C—T)z, (2.39)

2nfrm frm

where cr is the shear wave bulk velocity, fis temporal frequency and 7, is the mean
pipe radius. Similar approximation error estimates together with more thorough

discussion on plate-pipe guided wave analogy can be found in [77] and [76].

Thanks to the plate pipe analogy, the extensive studies on guided wave scattering from
defects in plates [106-115] can be applied to pipe guided wave scattering from defects,

which significantly simplifies the analysis.

2.5. Implementation of pipe guided waves to mnon-

destructive testing

The concept of pipe guided waves as means of damage detection in pipes and tubes
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was investigated in the second half of the last century [23,103,116-122]. The first two

commercial implementations of pipe guided waves to non-destructive testing were

Teletest by TWI subsidiary Plant Integrity Ltd. [123] and Wavemaker by Guided

Ultrasonics Ltd. [21]. The technology has evolved and matured over three decades since

commercialisation. It is now established in a number of national and international

standards as a screening method (e.g. BS ISO 18211:2016, BS 9690:2011, ASTM E2775-

2011, ISO/DIS 18211.2). GWT is routinely deployed in various inspection scenarios

including road crossings, corrosion under insulation, buried pipes, offshore risers, non-

piggable pipes and many more. The main advantages of pipe GWT include:

[ ]

large volumetric coverage from a single device position,

ability to inspect hard to reach pipes including embedded and buried pipes
[124,125],

ability to inspect long lengths of pipes covered with insulation from only a small
section where insulation is removed,

ability to inspect pipes while they are in service, filled with and/or submerged
in fluid, even when their surface temperature is high (up to 350°C)|1],

ability to detect inner and outer surface breaking defects as well as subsurface
defects [84],

no requirement for special surface preparation other than wire brushing to
remove any loose coatings and corrosion products on the pipe, and

capability to inspect a wide range of pipe sizes, from as small as 0.75 inch to as

large as 60 inches [1].

This section briefly outlines the recent advances in GWT and its state-of-the-art

commercial implementations.
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2.5.1 Mode selection

The choice of appropriate pipe guided wave mode is paramount for successful NDT
inspection. In the early days of pipe GWT development, it was established that the

inspection pipe mode should possess the following characteristics [119,120].

The desired mode should be axially symmetric and have uniform displacement across
the pipe wall to provide equal sensitivity throughout the pipe cross section. A
symmetric mode is also easier to selectively excite in a pure form [22]. Moreover, such
a mode has another advantage when it comes to defect characterisation. It will produce
a symmetric reflection from a symmetric feature e.g. uniform welds or flanges. Defects
are usually non-axisymmetric hence reflection from them will introduce non-
axisymmetric modes. The presence of non-axisymmetric modes allows the distinction
of non-axisymmetric feature indications (e.g. defects or supports) from reflections from
known symmetric features [126]. In fact, as discussed in the subsequent section, the
ratio of symmetric to non-axisymmetric mode amplitudes is useful in defect

circumferential extent estimation.

The mode of choice should also be non-dispersive. Dispersion leads to elongation and
consequent decrease in amplitude of the probing wave packet as it propagates along

the pipe, leading to a decrease in SNR and spatial resolution [20,85].

The last requirement is the ability to selectively excite only the desired mode. As
shown in section 2.4, there are infinitely many guided wave modes that exist in the
pipe. Propagation of additional undesired modes during inspection leads to high
coherent noise which significantly reduces the SNR and hence the sensitivity to defects
[127]. Therefore, it is preferred to limit the number of transmitted probing pipe modes
to a single mode to simplify analysis of the recorded data so that indications from

defects and pipe features are easily distinguishable.
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There are only two pipe guided wave modes that meet the above criteria. These are
longitudinal 1.(0,2) and torsional T(0,1) modes. Thanks to their simple axisymmetric
mode shapes, both can be easily transmitted without excitation of flexural pipe modes

via application of uniform excitation around the entire pipe circumference.

The L(0,2) mode was initially used in the first commercial implementations of pipe
GWT systems [21,123]. It is practically non-dispersive over a wide range of frequencies
and its displacement through the pipe wall can be assumed uniform. Selective
excitation of only the L(0,2) mode is possible through the adequate design of the
transduction system allowing suppression of the unwanted, highly dispersive L(0,1)
mode as discussed in [128]. Furthermore, the frequency range used during inspection
has to be below the cut-off frequency of the higher order L(0,3) mode to avoid its
excitation. The capability to inspect up to 100 m of chemical plant pipeline with butt

welds and supporting brackets using 1.(0,2) mode was confirmed in [121].

At present, most GWT is undertaken using the fundamental torsional mode rather
than the L(0,2) mode [20]. The T(0,1) mode offers a range of advantages over the
L(0,2). It propagates at all frequencies, allowing suppression of the other undesired
modes by simply using the frequency range below the cut off frequencies of higher
order modes. Thanks to that, the torsional transduction system is simpler, more
compact and hence more practical and cheaper to manufacture compared to similar
systems transmitting the 1.(0,2) mode. In the case of the T(0,1) mode there is no need
for extra mode suppression that needs to be incorporated in the longitudinal mode
transduction design. The fundamental torsional mode is non-dispersive at all
frequencies and has practically a uniform displacement through the pipe wall thickness
providing a full volumetric coverage. The key advantage of the torsional mode over
the longitudinal one is that the former is not affected by low-viscosity liquid present

inside or outside the pipe. This is because the low-viscosity liquids do not support
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shear waves, hence there is no coupling nor energy leakage into the liquids. In the case
of higher-viscosity liquids the energy leakage remains low. On the other hand, the
motion of the L(0,2) mode (and other longitudinal modes) comprises some radial
displacements which couple into liquids. This leads to substantial alteration of
dispersion relationships in presence of liquid inside or outside the pipe [129,130] as well

as energy leakage and resulting significant attenuation.

While the T(0,1) mode performs well in most inspection scenarios, there is a limited
number of cases when the longitudinal L(0,2) pipe mode is preferred, for example, it
has lower attenuation in some coated [131] and buried [124] pipe cases. These, and other

cases are outlined in [84].

2.5.2 Practical implementation of pipe guided wave

testing in commercial systems

Most modern GW'T systems perform inspection in pulse echo configuration. The tests
are usually performed in the low frequency regime (i.e. <100 kHz). GWT uses tone
burst excitation in the form of wave packets, consisting of a number of sine function
cycles modulated with a time window (e.g. a Gauss or Hann window). Such excitation
provides narrow frequency band, minimising the dispersion effects while maintaining
a relatively short excitation time to minimise the dead zone immediately after the

transducer and maximise axial resolution.

The inspection setup typically consists of a transduction ring connected to an electronic
unit with a graphical display as presented in Figure 2.9. The ring incorporates an array
of equally spaced transducers. During an inspection, it is attached around the outer
pipe circumference. The transduction ring can be either mounted for a one off
inspection after which it is removed, or it can be permanently installed on the pipe for

structural health monitoring [132,133]. Depending on the intended application, there is
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a wide range of transduction ring designs including inflatable, solid, claw, permanent,
low profile and specialist subsea rings [1]. One of the main objectives in the ring design
is to provide an even coupling of transducer energy into the pipe which is crucial for
excitation of symmetric modes without simultaneous excitation of non-axisymmetric

flexural modes.

Figure 2.9: An example of guided wave testing inspection setup [19].

A variety of transducers based on piezoelectricity, electromagnetism, and laser pulses
can be used in pipe GWT, depending on the application needs with respect to
environment, coupling, and size. The two most popular types of transducers are the
contact shear wave piezoelectric transducers [119] and the electromagnetic acoustic
transducers (EMATS) [134-139]. The piezoelectric transducers are typically dry coupled
to the pipe surface because at low frequencies, which are used in GW'T, this type of

coupling performs comparably to liquid coupling [119].

Most commercially available transduction rings consist of two rows of transducers for
the purpose of directional control [20]. The rows are separated by a precise distance

(typically quarter of the wavelength), so that application of phase shift to excitation
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using one ring leads to constructive wave interaction with the excitation from the
second ring in the direction of propagation and destructive interference in the opposite
direction. This results in waves propagating only in the desired direction. While in the
past directional control was physically preformed during the inspection, currently, it
is typically performed in post processing where the phase shift can be adjusted more

accurately for a better result.

Another important consideration in ring design is circumferential pitch distance
between the equally spaced transducer array elements. The spacing around the pipe
must satisfy the Nyquist-Shannon sampling criterion for the highest frequency of the
transmitted wave packet frequency bandwidth to allow excitation of a pure symmetric
pipe guided wave mode. Therefore, to satisfy the sampling criterion, the pitch distance

must be less or equal to half of the smallest probing wavelength.

The electronic control unit with graphical display is the key system component that
generates the waveforms, amplifies the transmitted and acquired signals, acts as
analogue to digital converter and records the ultrasonic data. It performs hardware
checks, calibrates the system and allows the adjustment of inspection parameters.
Some more advanced units are capable of displaying the results and aiding in their

analysis.

An example result of modern GWT inspection of a defective pipe (two internal pitting
corrosion defects) performed using an EFC Solid Ring paired with Wavemaker® G3
by Guided Ultrasonics Ltd. [1] is presented in Figure 2.10. It consists of an A-scan with
the amplitudes of torsional and flexural mode reflections from features in the pipe. The

A-scan is accompanied by the C-scan image in a form of an unwrapped pipe display.
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Figure 2.10: Example of modern GWT inspection of pipe with two defects using Guided Ultrasonics
Ltd. [19] system. In the A-scan the T(0,1) mode reflections are marked with black, and the flexural
wave reflections are marked with red. The transduction ring is at 0 m.

The C-scan is a synthetic focusing imaging reconstruction. Typically CSM or FMC
based algorithms are used. It is important to note that the current GW'T system design
does not allow for high resolution imaging. The neighbouring array elements in the
transduction ring are wired together essentially forming large elements referred to as
channels. Therefore, in practice, a GWT ring contains two arrays (transducer rows) of
six to eight elements. Each element consists of two or more neighbouring transducers
which transmit and receive as one. Therefore, the unwrapped pipe display helps to
visualise the axial and circumferential position of defects and pipe features, however
its resolution is not sufficient for reliable defect sizing. The main interest of the project
presented in this thesis is to substantially improve the resolution of guided wave

imaging, to allow defect size estimation from the reconstructed image.

2.5.3 Capabilities of modern guided waves systems

At present, GWT using the fundamental torsional guided wave mode is capable of
detection of defects of around 3 % to 5 % of cross-sectional area (CSA) in a one off

inspection [133,140] and less than 1 % CSA in the case of permanently installed
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monitoring with frequent collection of data [141,142]. The sensitivity, however, greatly
depends on the condition of the pipe and presence of pipe features such as welds,
supports, bends, etc. [20,133,143]. The highest sensitivity is usually achieved in straight
sections of pipes in good condition with low density of pipe features. The sensitivity in
older pipes with higher density of features, general corrosion or bonded coatings (e.g.

bitumen) is typically lower [20,144].

The reflection coefficient of the T(0,1) mode is approximately linearly dependent on
defect CSA [22]. Therefore, it is possible to roughly estimate CSA of a defect via GWT
inspection [24]. The same CSA can correspond to a defect that is narrow and deep or
a defect that is wider and shallow. Hence, knowledge of defect circumferential extent

is very useful in defect criticality assessment.

As mentioned earlier in this section, it is possible to estimate the circumferential extent
of the detected defect. This is based on the fact that the amount of mode conversion
of the axisymmetric T'(0,1) mode to non-axisymmetric F(m,2) modes depends on the
circumferential extent of a defect. Hence, it is possible to relate the ratio of reflected
amplitudes of flexural and torsional modes, to the percentage circumferential extent of
a defect, as was shown in [22]. However, this method is insensitive to small
circumferential extent changes in the case of small defects. Only circumferential extents
of defects larger than around 10 — 15 % of the circumference can be reliably estimated

[24].

The work presented in this thesis aims to improve defect sensitivity and circumferential
extent estimation capabilities using one off GWT inspection, to address current

limitations of this technique.

2.6. Summary

This chapter outlined the fundamentals of bulk waves and guided waves in plates and
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pipes. The analogy between the plate and pipe guided wave solutions was discussed.
The practical implementation of pipe guided waves to NDT was explained and current

capabilities of state-of-the-art GW'T systems were briefly outlined.
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3. Adaptation of synthetic focusing imaging to

SHO pipe guided wave testing

3.1. Introduction

The phased array synthetic focusing imaging methods reconstruct the interrogated
area from the ultrasonic data recorded after the insonification of the ROI with the
unfocused probing waves. The reconstruction methods considered in this thesis use a
simple wave propagation model assuming a constant wave velocity and associating a
distance with a time-of-flight measurement. The aim of the algorithm is to map the
scattering indications from the recorded waves onto the image space using time-of-

flight so that the final reconstruction represents the structure of the ROI.

The scattering is a result of interactions of waves propagating through the medium
with the local acoustic impedance changes, e.g. density or compressibility changes [100].
An impedance change can be due to a known benign feature or a sought defect. For
example, cracks, which are the main interest of this thesis, are breaks or fissures in the
material. Therefore, cracks cause a sudden localised change in density from that of the
structure’s material to that of the surrounding medium (e.g. air, water), which is
typically significantly lower. By recording waves scattered from defects, information
about them can be retrieved from the ultrasonic data through the reconstruction

procedure [145,146].

The final image reconstructed using synthetic focusing imaging is essentially a
scattering map of the interrogated area. It is not a perfect representation of the ROI.
As will be discussed in section 3.6, the resolution of the classic ultrasonic imaging is
diffraction limited [147], therefore some information about the inspected area is

inevitably lost during the acquisition and reconstruction. Nevertheless, the
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reconstructed image contains the information on location and approximate size
(provided it is larger than the resolution) of the material discontinuities. The image
together with a prior knowledge of the geometry of the inspected structure allows
distinction of the potential defect indications from the known benign features. The size

of detected defects can then be estimated from their indications in the image [25,34,58].

As discussed in chapter 1, the phased array synthetic focusing imaging methods achieve
synthetic focusing on every point (pixel) in the image by application of delay laws and
linear superposition to the previously acquired ultrasonic data in post processing. The
focusing is possible when waves are recorded from a range of different angles. This
allows the application of delays to signals recorded at each angular position (array
element) so that indications in the time traces corresponding to a particular arbitrary
point P in the image domain can be coherently added. Coherent summation of all the
waves scattered by a point is essentially equivalent to physical focusing at this location.
The same operation is performed for all points in the ROI creating an image that is

fully focused on reception.

To further improve the resolution, additional synthetic focusing can also be performed
on transmission. When the interrogated area is illuminated with unfocused waves
transmitted from the range of different angles (e.g. FMC or PWTI acquisition schemes),
for each illumination angle the image focused on reception is reconstructed. In each of
these images, the delays applied to synthetically focus at an arbitrary point P take
into account the length of the path through which the transmitted wave travelled to
this point P. For the same point P, this path is different for each illumination angle
with unfocused waves. Hence, to focus at point P during each reconstruction a different
delay accounting for the transmission angle is applied in post processing. When images
obtained through synthetic focusing on reception, using a range of different

insonification angles, are coherently added, each pixel P represents the sum of
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contributions from all insonification angles. Consequently, the delays accounting for
different incident wave travel times are incorporated into the compound image. This
process is analogous to synthetic focusing on reception, where contributions from all
array elements—each positioned at a different angle with respect to pixel P—are
coherently added to obtain the intensity of pixel P. As a result, the delays accounting
for different scattered wave travel times are incorporated into the reception-focused
image. By coherently summing the reception-focused images obtained for a range of
different transmission angles, a compound image is achieved. This compound image is
focused on both transmission and reception because each pixel incorporates delays

corresponding to different insonification and reception angles.

Therefore, when the ROl is illuminated from a single angle, the focusing is only possible
on reception (e.g. CSM). However, when unfocused waves are transmitted at the range
of different angles, the focusing can be performed on transmission and reception (e.g.
TFM or PWI), to achieve better representation of the ROI. In general, as will be
apparent in section 3.6, the wider the range of the transmitted/recorded angles, the

better the focusing.

The aim of this chapter is to present the adaptation of the phased array synthetic
focusing imaging to pipe GWT together with the necessary theoretical background.
Section 3.2 discusses the choice between the time domain and frequency-wavenumber
domain. This is followed by the revision of the three chosen classic two-dimensional
synthetic focusing imaging algorithms: CSM, PWI and TFM in sections 3.3 and 3.4.
Subsequently, the theoretical framework for adaptation of these imaging algorithms to
pipe GWT is laid out in section 3.5. The spatial resolution of the reconstruction
algorithms and its limitations are discussed in section 3.6. Sections 3.7 and 3.8 present
the adaptation of CSM, PWI and TFM to guided waves in pipes. The novel guided

wave PWI transduction setup suppressing transmission of the unwanted SO guided
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wave mode in the circumferential direction is introduced in section 3.9. Finally, section
3.10 presents an algorithm to synthesize PWI ultrasonic data from the data collected

using the FMC acquisition scheme.

Parts of this chapter have been adapted and extracted from publication [P1], which is
available under an open access Creative Common CC BY license hence any part of the
article may be reused without permission and publication [P2] which was submitted
to IEEE® Transactions on Ultrasonics, Ferroelectrics, and Frequency Control but has

not been published at the time of writing this thesis.

3.2. Domain selection

The synthetic focusing imaging techniques can be implemented in either time domain
38,41] or wavenumber—frequency (f-k) domain [43,148-150]. In the time domain imaging,
the contributions from each recorded temporal signal are directly mapped to the image
domain by the application of delay laws and coherent summation. Hence, the time
domain implementations are often referred to as delay-and-sum methods. In the case
of f-k imaging, the recorded temporal signals are first transformed to frequency-
wavenumber domain using Fourier transform, then the resulting f-k ultrasonic data is
mapped (migrated) to the spatial Fourier transform of an object by the application of
different mapping methods (e.g. [151,152]). Subsequently the final reconstructed image

is obtained using an inverse Fourier Transform [43,153].

The Fourier domain approaches are mathematically more rigorous and, in some cases,
offer slight image quality improvement with the computational speed advantage,
however, they are much more complex. Their performance depends on selection of an
appropriate Fourier interpolator and other imaging parameters [43]. The time domain
algorithms offer better stability, flexibility to arbitrary geometries and better

performance against material inhomogeneities [149]. Therefore, for the sake of
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simplicity, ease, and relevance of comparison of synthetic focusing imaging techniques,
the research presented in this thesis uses the time domain heuristic delay-and-sum

beamforming implementations of imaging algorithms.

A more in-depth discussion and comparison of time domain and f-k domain approaches
can be found in for example [43,149,150].

3.3. Plane wave imaging and common source method in

plates

Classic two-dimensional PWI, outlined in Figure 3.1, reconstructs images from the
@ xN matrix of backscattered signals my(t) recorded on all the elements of the N
transducer array during () transmission events. In a single transmission event ¢, all

the array elements are excited to generate a plane wave propagating at an angle .

th

Figure 3.1: The conceptual outline of classic two-dimensional PWI method. RgT s the ¢ incident plane

wave travel path to the focus point P, R}PR is the travel path on reception from P to j* array element T;,

aq is the plane wave angle and Ay is the correction factor offsetting the excitation to begin at t = 0.

[P1]
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The desired angle of propagation is achieved via application of appropriate delay laws
to the transmitted signals. The response recorded after insonification of the region of

h plane wave is used for synthetic focusing on each pixel of the image

interest with the ¢
on the reception, in the same manner as in the TFM algorithm discussed in the next
section. The reconstructions obtained for a range of ) angles are then coherently added

to create the final PWI compound image. The intensity of the reconstructed pixel

P(x?, zP) can be mathematically expressed as [41]:

N

Q PT PR
I(P) = ZZhﬁ“”(R Ml ) (3.1)

q=1j=1
where R(’;T is the ¢™ incident plane wave travel path from the transducer array to the
arbitrary focus point P, R}P Ris the travel path on reception from the arbitrary focus

hPW! is the Hilbert envelope

point to the j* receiving element of the transducer array,
of the my;(t) signals and ¢ is the wave velocity in the material. The length of the RfT

path can be found as z' after rotation of the coordinate system by an angle a,, and

the RJP R as a distance in the Cartesian coordinate system, therefore these are given by:

RET = xPsinay + z° cos ay + Ay, and (3.2)

RPR = \/(xp - ij)z + (2P - Z]-T)Z, (3.3)

where (x7 Xj ,Z; T ) are the coordinates of j array element T, and A, is the correction factor
offsetting the plane wave excitation to begin at ¢ = 0. The A, can be found

geometrically (Figure 3.1) to be:

N-1
Ay = Td sin|ay|, (3.4)

where d, is the array pitch distance.

CSM is a special case of PWI with only a single 0° plane wave used for reconstruction

and focusing performed only on reception. Hence equation (3.1) applies to CSM.
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3.4. Total focusing method in plates

Classic two-dimensional TFM, outlined in Figure 3.2, reconstructs images from an
NxN matrix of backscattered signals my;(t) recorded for every possible transmitter-
receiver pair of the N element phased array. Data acquisition is performed by excitation
of a single element at a time and collection of data on all the array elements
simultaneously. Such a method of acquisition is referred to as full matrix capture
(FMC). In practice, due to reciprocity, the FMC matrix is symmetric, therefore only
the lower or upper triangular part of the matrix presented earlier in Figure 1.2(b)
needs to be recorded [26].

T,(x7, 27) T, (o 7]

4]

P(xP,zP)

Figure 3.2: The conceptual outline of classic two-dimensional TFM method. RFT, R]RT are the

transmission and reception travel paths from the i" transducer T; to the arbitrary focus point P and

from P to i transducer T respectively.
The response recorded during each acquisition event is used for synthetic focusing on
each pixel of the image on the reception. Reconstructions obtained for all N acquisition
events are then coherently added to create the final TFM image achieving focusing on

transmission. The intensity of the reconstructed pixel P(x?, z" ) is given by:

N N PT PR
1(P) = ZZhFMC(R R ) (3.5)

i=1j=1

where hijC is the Hilbert envelope of the mj;(t) FMC matrix of signals, RfT, R]P R are

81



Chapter 3

the transmission and reception travel paths from the " transducer to the arbitrary
focus point (pixel) P(xP,zP) and from pixel P to j* transducer respectively. The
lengths of RFT, RJP R paths are distances in the Cartesian coordinate system and they

are given by:

RPT = J(xp —x)?% + (zP = z7)?, and (3.6)

g = o =)+ 7 =) @

where (x],z]), (xT,ZjT) are the coordinates of 7" and j* transducers respectively.

3.5. Framework for adaptation of synthetic focusing
imaging to pipe guided wave testing

The adaptation of synthetic focusing imaging techniques to pipe GW'T is traditionally
based on simplification of the analysis of the pipe guided waves to the analogical
analysis of plate guided waves in an unwrapped periodic plate [25,58]. As mentioned in
section 2.4.4, approximating torsional-flexural pipe guided waves with the SHO plate
guided wave mode requires the continuity of the solution around the pipe
circumference, and hence it implies an integer number of wavelengths between the
matching wave fronts. As a consequence, at each frequency, plate guided waves
corresponding to the pipe guided wave modes are considered to travel at specific
discrete helical directions [154] in the pipe with each discrete propagation angle
corresponding to a different pipe mode. These angles vary with the wavelength
(frequency) to satisfy the continuity boundary condition. The pipe guided wave
wavenumber is simply the projection of the SHO wavenumber in the axial z-direction.
Therefore, when the frequency changes, the SHO angle satisfying the boundary
condition changes, and hence, due to trigonometry, the wavenumber in the axial

direction corresponding to a pipe guided wave mode also changes. This is the essence
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of pipe guided wave dispersion.

Because energy is not created nor destroyed, the SHO waves transmitted or scattered
in the pipe at angles different than those corresponding to pipe guided waves also
propagate. Pipe guided wave solutions assume motion of the pipe as a whole, and they
do not account for local waves i.e. plate guided waves that exist in the pipe which is

a plate-like structure.

This thesis proposes a new, different approach to guided wave synthetic focusing
imaging. The focus here is on short range GW'T, which allows further simplification of
the guided wave problem by looking at local (plate) solutions, instead of global (pipe)
solutions. The proposed adaptation is also based on plate/pipe guided wave analogy.
However, here the solutions do not have to be continuous around the pipe
circumference, and hence there is no need for the extra boundary condition. The pipe
is treated as a continuous infinite plate in which the angles for transmission and back
propagation of SHO mode are not restricted to discrete pipe guided wave mode angles.
This reduces the number of modes considered for imaging to a single fundamental
shear horizontal mode, and hence it simplifies the algorithm. The broader range of
transmission /reception angles allows for utilisation of a wider range of spatial
frequencies for imaging, which is advantageous, as will be discussed in the subsequent
section. Furthermore, the dispersion does not have to be accounted for as only the

non-dispersive SHO mode in the direction of its propagation is considered.

Therefore, the adaptation of synthetic focusing imaging techniques presented in this

chapter follows the approach proposed in this section.
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3.6. Spatial resolution and its limitations

The key performance indicators typically used to assess imaging methods include
spatial resolution and SNR. The spatial resolution is defined as the minimum distance
at which the two neighbouring features can be resolved (i.e. distinguished) in the

reconstructed image [155].
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Figure 3.3: (a) Outline of a full-view ultrasonic array configuration allowing illumination of the ROI
from all angles around 360° and reception of scattered waves in all directions; (b) Diagram showing
how the scattered field measured in the direction T after illumination of the ROI with an incident plane

. . A . . . 2nf .
wave from direction Tq is mapped onto the two-dimensional k-space. k = — s a wave number, where

f is temporal frequency and ¢ is wave velocity in the material.
In the ideal case of the two-dimensional ultrasonic imaging setup, all the points
contained within the ROI are illuminated with waves transmitted from all the angles
around 360° and scattered waves are also recorded in all directions [156-159]. An example
of such imaging setup with a circular array fully encircling the ROI is presented in
Figure 3.3(a). The transmission and reception angles together with the frequency of
the probing waves determine which spatial frequencies are available for imaging of
each point within the ROI. The spatial frequency components available for imaging
are typically plotted in the two dimensional Fourier space referred to as k-space [160].
Figure 3.3(b) outlines how recorded data is mapped onto the k-space diagram with the

incident wavenumber and direction represented by a green arrow and direction and
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wavenumber of the recorded scattered wave represented by a red arrow. The perfect
imaging system transmitting and recording waves in all directions allows population
of the entire spatial frequency domain within the Ewald limiting circle [147], assuming
the system provides sufficient temporal and spatial sampling. Therefore, only spatial
frequencies up to 2k, where ky is the wavenumber of the probing wave can be retrieved

through ultrasonic imaging [147,161].

As shown in [162], this leads to the classical resolution limit of A/2, known as the
diffraction limit [157,162,163]. According to this limit, details smaller than half the
smallest probing wavelength cannot be retrieved during reconstruction. This exhibits
in the reconstructed image as blurring because details finer than the resolution cannot

be resolved.

During the reconstruction process, the ROI is discretised into the grid of points
(pixels). Each point is treated as an infinitesimal scatterer. The synthetic focusing
algorithms considered in this thesis neglect any interactions of the propagating waves
with other scatterers present in the medium. Such an approach is based on the Born
approximation [147,164] which is typically used in most of the synthetic focusing and
tomographic reconstructions [26,38,41,83,161,165-167]. This approximation assumes that
the distortion of waves propagating through the domain is negligible and hence it is
not accounted for. The pipes considered in this thesis are homogenous and isotropic,

therefore such an assumption is valid.

The Born approximation assumes an acoustic scattering model, in which the scattering
is omnidirectional. However, as shown in [168], guided waves scatter in an elastic
fashion. The elastic scattering of the SHO wave mode was shown to have a directional
profile [113-115]. While the elastic scattering regime does not match the acoustic
scattering model assumed in the Born approximation, the mismatch does not make

imaging using Born approximation invalid. It does, however, lead to limited scattering
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angular range and consequently to retrieval of a reduced range of spatial frequencies
from each acquisition event. This in turn translates to a reduced resolution in the

reconstructed image beyond the fundamental diffraction limit.

Therefore, the half a wavelength resolution limit is a theoretical limit rather than a
practically attainable resolution. In practice, besides the limited scattering angles, the
resolution is further reduced by many practical aspects such as limited view array
geometry, which is typical in most practical guided wave testing implementations,

limited transducer transmission/reception angles and coherent noise considerations.

A typical pipe guided wave inspection is a limited view problem i.e. the linear array
of elements, in the form of a fully circumferential ring of transducers, transmits and
receives waves only on one side of the ROI as outlined in Figure 3.4. In this setup,
only backscattered waves are readily available for imaging and the domain is
illuminated with a limited range of angles. As a consequence, as shown in [147,169], only
high frequency parts of the k-space are available for imaging. These encode edges and
relatively small, sharp material discontinuities such as for example cracks, which are
the main concern in this thesis. The unavailable low frequency components, which are
located in the central region of the k-space plot, can only be recorded from the waves
transmitted through the ROI [147,169,170] or using highly broadband excitation [26]
(which is problematic in practical implementations). These frequencies encode
information on gradual geometrical changes and large, smoothly varying features,
which are of lesser importance in structural imaging and hence they are not of interest
here. The lack of lower frequencies does not have a negative impact on the maximum
achievable resolution, as in the simple sense, the higher the spatial frequencies are
available for imaging, the better the spatial resolution of the final image. Therefore,
reconstructions based on backscattered waves can achieve high resolution close to the

theoretical diffraction limit [38,58].

86



Chapter 3

The pipe is a closed geometry hence a fully circumferential transducer array acts as a
virtually infinite aperture [58]. Consequently, the ROI can be illuminated with a wide
angular range of waves up to +/- 90°, and all the backscattered waves will eventually
reach the array. Therefore, in theory, it is possible to populate half of the Ewald
limiting circle in k-space without the low frequency part (the lowest frequencies in the
half-circle could only be populated using a broadband excitation in this configuration).
However, as discussed earlier, the angular range of the transmitted and the recorded
waves has some practical limitations, hence only limited sections of the half disc can

be determined from the measurements.

In the case of the limited-view linear phased arrays, the two orthogonal directions of
spatial resolution are typically considered separately. These are axial resolution, in the
z-direction perpendicular to the array and the lateral resolution, in the x-direction
parallel to the array. The distinction is performed because the resolution in each of
these directions depends on the different parameters of the linear phased array imaging

system.

The axial resolution is primarily dependent on spatial pulse length (SPL) [155], which
is the length that the pulse occupies in space and hence it is the product of the probing
wavelength and the number of cycles in the pulse. In pipe GWT a narrowband
excitation is desired to achieve high centre frequency of the probing wave without the
excitation of the unwanted higher order guided wave modes. Such narrowband
excitation is achieved by the use of a larger number of cycles in the tone burst
excitation compared to conventional bulk wave ultrasonic testing. In the project
presented in this thesis, a 5-cycle Hann windowed tone burst excitation is used as a
compromise between the reasonably short SPL and the narrow frequency bandwidth.
Because SPL is fixed here, the axial resolution is the same for all the considered

imaging algorithms, hence it is of lesser interest in this thesis. This project focuses on
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the lateral resolution because the application interest is the length of circumferentially
oriented cracks. The lateral resolution greatly depends on the insonification and the
reception angular ranges, and hence it is a good indication of the performance of the

imaging methods.

3.7. Adaptation of plane wave imaging and common

source method to pipe guided wave testing

The main difference between the classic two-dimensional PWI and its pipe adaptation
is that the pipe wall is a closed geometry. The waves on transmission and reception
travel around the pipe in helical paths as presented in Figure 3.4. The concept of

helical travel paths was introduced in [154].

Ty,

Figure 3.4: Schematic diagram of pipe PWI showing helical paths along which guided waves are travelling

th

to and from a focusing point P for a ¢" plane wave sent at an angle ag. RS is the start of the incident

wave travel path to the arbitrary point P, 1, is the mean radius of the pipe, R,’;fj- is the travel path from

th th

P to the " transducer T; via m incident plane wave travel path to

the focus point P. [P1]

order helical path and RJ" is the ¢

As a consequence of using signal contributions that have travelled through the pipe
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via different helical paths, the final reconstructed image in the pipe implementation of
PWI is a coherent summation of reconstructions assuming each helical path. Therefore,
an additional summation has to be added to the classic PWI equation (3.1) to describe

image intensity of pixel P in pipe guided wave PWI, as follows:

I(P) = iiZh§W’<RPT RPR), (3.8)

m=1q=1 ]:1
where M is the number of helical paths used for reconstruction and Rﬁl’} is the travel
path from the focus point to the 7" transducer via m™ order helical path (see Figure

3.4 for helical path numbering). RTI;S- is given by:

2
RPR = \/(—(—1)’” X |xP — x| + l%] X circm) + (2P - Z]-T)z, (3.9)

where (xJT,ZJ-T) are the coordinates of j* array element Tj, (xP, zP ) are the coordinates
of an arbitrary focusing point P, circ,, = 2m1,, is the mean circumference of the pipe,

T;, is the mean radius of the pipe and m is the order of the helical path.

Similarly to the travel paths on reception, the incident plane waves on transmission
travel in the helical paths along the pipe as outlined in Figure 3.4. The helical path
angle with the axis of the pipe depends on the plane wave angle a,. The incident wave

travel path Rg T to point P can be expressed as:

o ZP _ ZT
RET = ——+ 4, (3.10)
coS (Xq

where z7 is the axial position of the transducers (z7 =zI =zl =... = zI) and A, is
the correction factor offsetting the plane wave excitation to begin at ¢ = 0. Ay can be

geometrically found as:

(xRS —xID) sina or a, <0
A, = { wsinag - f q (3.11)

(B —x]) sina, for  a,=0

where xRS is the z coordinate of the start of the incident wave travel path to the
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focusing point. For the ease of calculation, it is assumed that a continuous plane wave

forms immediately at the transducer array. xR can be expressed as:

P P
RS _ {sgn(aq) 2nr, — Xg) +x when  Xg > r, + sgn(ay) x (3.12)

xP —sgn(ay) Xg when  Xgp < mry, + sgn(ay) x*’
where Xp is the relative position in the x (circumferential) direction of the pixel P with
respect to the starting position of the incident ray path (RS in Figure 3.4) through
which the incident wave travels to this point P. Therefore, Xz is effectively the length
of the incident travel path projection in the circumferential direction minus the full
pipe circumference repetitions. This accounts for the number of times the signal
travelled around the pipe before reaching pixel P. There are two possible cases of Xg
outlined in Figure 3.5 with red and green colours. Mathematically Xz can be expressed

as:

Xg =|(F —zN) tanay| - f., (3.13)

|tan aq(zP -z

T
where f. = )|J 2nr, subtracts full pipe circumference repetitions.

2TTrm

Unlike classic two-dimensional PWI where only a single direct ray path on reception
from the focus point to the j” receiving element of the transducer array needs to be
considered, here, in theory, there are infinitely many direct ray paths. All the
backscattered signals from any point in the pipe will eventually reach the fully
circumferential transducer array. This results in a virtually infinite aperture of the
fully circumferential array. Additionally, each incident plane wave covers the entire
interrogated area. This prevents the situation where the steering angle of a plane wave
is out of range of the geometrical angles between the end array elements and an
arbitrary reconstruction point which could lead to artefacts in the final image [43,49].
All this makes the pipe a powerful platform for performance comparison of synthetic
focusing imaging techniques, as recording the full angular range of backscattered waves

allows the highest possible resolution to be achieved [49]. In practice, as discussed in
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the previous section, SHO has limited scattering angles [58] and higher order helical
path signals tend to contain more coherent and incoherent noise with respect to
potential defect signals. Higher noise degrades the image quality. Therefore, the
selection of a maximum helical path order used for reconstruction is a fine balance
between the increase in resolution and decrease in SNR. Finding the optimal imaging
parameters for the best image quality and fair comparison of imaging methods will be

covered later in section 4.5.

" plane

Figure 3.5: Outline of two cases of incident plane wave travel paths to focusing point P for a q
wave sent at an angle a,. RgT is the incident wave travel path to P, RS is the start of this path at the
array, array element T; is j* array element, 1, is the mean radius of the pipe, Xg is the length of the
incident travel path projection in the circumferential direction minus the full pipe circumference
repetitions accounting for the number of times the signal travelled around the pipe before reaching pizel

P, and A, is the correction factor offsetting the excitation to begin at t = 0. [P1]
As mentioned earlier, CSM is a special case of PWI with only a single 0° plane wave
transmission, therefore equation (3.8) is also used for CSM reconstructions. It is

currently the most popular technique for pipe guided wave synthetic focusing imaging,
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because of its simplicity, short acquisition with only one transmission event and great
coherent and incoherent SNR in GW'T applications [60]. Hence, CSM results will be
treated as a baseline for the comparison of other synthetic focusing imaging methods

in the present study.

3.8. Adaptation of total focusing to pipe guided wave

testing

TFM can also be adapted to pipe GWT using the simplified plate/pipe analogy. In the
FMC acquisition, array elements are typically treated as omnidirectional point sources
for simplicity. This means that the incident wave propagates in a wide range of angles
forming a circular pattern around the source element. Signals travel via different helical

paths inclined at a range of angles between arbitrary point P and " transmitting and

sth

§" receiving array elements. The intensity of the reconstructed pixel P(x?, zP) can be

calculated using the following equation:

M M N N
RPT_ + RPR .
=], 2 2 () o

where R,’;f;i, R,’;i j are transmission/reception travel paths from " transducer to the

reconstructed pixel P and from P to j" transducer respectively, and ms and mg are
helical path orders on transmission/reception respectively. The incident and scattered
wave travel paths can be calculated using equation (3.9) and their geometrical
representation is analogical to the helical paths on reception in PWI marked with a

green colour in Figure 3.4.

Analogically to PWI, in theory, there are infinitely many helical paths to consider in
TFM. However, practically, the SHO scattering angles are limited, and the transducers

are not omnidirectional and their true angular transmission /reception range is typically
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around —m/4 to m/4 [58]. This limits the number of helical paths usable for
reconstruction. This results in the same trade-off between the resolution and the SNR,
as was discussed in the case of PWI. Therefore, the optimal number of helical paths
providing the best image quality will be investigated in section 4.5 to provide a fair

comparison of the imaging methods.

Unlike PWI, in TFM the angular range of transmitted waves cannot be conveniently
controlled. To achieve comparable resolution and SNR to PWI, and to remove the
circumferential guided wave artefacts mentioned in [60] and [171], the waves travelling
at angles higher than the desired angular range need to be filtered out in the two-
dimensional spatial frequency domain from the recorded FMC time traces, prior to
performing reconstruction. This can be achieved using the frequency mask removing
spatial components of waves at angles larger than the desired cut-off angle a.; as
outlined in Figure 3.6. A gradual transition region between the full pass and the total
removal of the spatial frequency components is introduced to avoid sharp changes

leading to strong ‘ringing’ artefacts [172].

Figure 3.6: Spatial filtering of recorded time traces which removes waves travelling at higher angles;
(a) original signal after two-dimensional FFT, (b) spatial frequency mask removing waves at angles
larger than acs and (c) Fourier domain signal after filtering. [P1]

The selection of appropriate cut-off angle a.r will be discussed in section 4.5 alongside

a discussion on selection of other imaging parameters.
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3.9. SO-cancelling guided wave PWI transduction setup

The project presented in this thesis is concerned with imaging using SHO waves. In
pipe guided wave testing these waves are typically excited using shear contact
transducers [119]. This type of transducer simultaneously excites two modes — the
desired SHO mode, and the unwanted SO guided wave mode in the direction parallel
to the SHO particle motion [58,60]. Unwanted modes are a form of coherent noise. Their

presence can result in artefacts and decreased SNR in the reconstructed images.

Generation of the incident wave containing only a single desired wave mode is very
challenging. This is overcome in the CSM method by using a single SHO plane wave
at 0° (T(0,1) mode), but at the cost of decreased resolution to around 1.5 wavelengths
[25], compared to the 0.5 wavelengths theoretically achievable by TFM and PWI. While
research attention has been devoted to the suppression of the resulting coherent noise
in pipe guided wave TFM (e.g. [171]), PWI has not yet been implemented in pipe
GWT. Here the focus is on development of a novel PWI transduction setup which

allows unwanted SO mode suppression.

Simple application of delay laws to excite the SHO plane wave at an angle a using
array elements oriented in the circumferential direction inevitably creates an additional
unwanted SO plane wave at angle f as illustrated in Figure 3.7(a). The unwanted plane
wave can result in artefacts in the reconstructed images because the SO mode travels
around 70 % faster than SHO mode. Adding a second array in which elements oriented
in the axial direction are positioned between the elements of the primary transducer
array, as outlined in Figure 3.7(b), provides capability for modal control. The
secondary array which transmits signals 180° out of phase with respect to the primary
array elements is used to excite the SO wave. When the appropriate amplitude

weighting coefficient is established for the secondary array the destructive interference
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between the transmitted SO wave from the primary array and the phase-inverted wave
transmitted by the secondary array can be achieved to cancel out the unwanted SO

plane wave inevitably excited by the primary array.

n elements ARRAY ZE

n elements

T | | Sm— ] || 5

() (b)

Figure 3.7: SHO guided wave mode plane wave excitation using (a) classic transduction setup, and (b)
S0 mode cancelling transduction setup. «a, § are SHO and S0 plane wave angles respectively, csuy and

cso are SHO and SO wave mode velocities respectively. [P1]

This weighting coefficient can be found by the simplified vector analysis presented in
Figure 3.8, where the SOpw vector represents the resulting SO plane wave which will be
suppressed, S04, is the contribution from the circumferentially oriented primary array
and S04.2 is the contribution from the axially oriented cancelling array. S04 is

defined as:

1S0arr2| =w X [SO4r74], (3.15)
where w is the amplitude weighting coefficient. To suppress the unwanted SO plane
wave, contributions from two arrays have to cancel out. Since signals excited on both
arrays are 180° out of phase with respect to each other, their contributions in direction

p of the SO plane wave have to be identical i.e.

c0s(90° = B) x|S0, 1] = w X cos(B) X |S04pr1| = 0, (3.16)

Hence, this weighting coefficient is:
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w =tanp, (3.17)

where the angle of the SO plane wave is given as:

. At Cso
B = arcsin ) (3.18)
dp

At is the time between excitation of the consecutive array elements given by delay
laws, d,, is pitch distance and cgq is the SO wave speed. The SHO mode excited in the
circumferential direction by the secondary array does not constructively interact to
create the shock wave within the array angular transmission range nor can it be
received on elements of the primary array oriented circumferentially. The SO
suppression algorithm is only needed for an SHO angular range between —36.6° and
36.6° because beyond this angle range the real part of § is 90° and hence the weighting

coefficient is zero.

A) OArr.Z
A

S0pw

-
A) OArr.l

Figure 3.8: Simplified vector analysis of SO contributions from primary and secondary phased arrays.
3.10. Plane wave imaging using full matrix capture data

Classic PWI is a method of data acquisition and a reconstruction algorithm. It is
possible to synthesize ultrasonic datasets for PWI reconstruction algorithm from the
data acquired using FMC acquisition by application of appropriate delays to each

response matrix constituting the FMC dataset [43]. This can be achieved via the
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following transformation:

(i-1d, .
Z hiMe (t — fpsm|aq| when  a,=0
RGP =S : (3.19)

N —i)d
z hiMe <t —%sirﬂad) when  a, <0

In this thesis, the PWI algorithm applied to a plane wave response dataset synthesised
from the FMC data is referred to as FMCPWI to distinguish from the classic PWI
implementation. It provides a convenient platform for the comparison of TFM and
PWI reconstruction algorithms as well as FMC and PWI data acquisition schemes.
The reconstruction algorithm in FMCPWI remains unchanged from that of the pipe

guided wave PWI and is given in equation (3.8).

3.11. Summary

In this chapter phased array synthetic focusing imaging algorithms, CSM, TFM and
PWI, which will be used throughout this thesis, were adapted to pipe GWT using the
fundamental SHO guided wave mode. The adaptation was based on the plate-pipe
analogy in which analysis of guided waves in pipe is approximated by analogical
analysis of guided waves in an unwrapped infinite periodic plate. The proposed
adaptation of the imaging algorithms uses the local plate guided wave solutions instead
of typically used global pipe guided wave solutions. This allowed for simplification of
the imaging algorithms. The chapter discussed spatial resolution and its limitations in
the context of guided wave phased array synthetic focusing imaging. The k-space
filtering scheme was proposed to eliminate the coherent noise caused by the presence
of the SO guided wave mode in the FMC ultrasonic data, which was reported in the
literature to corrupt the TFM reconstructions. Subsequently, the novel PWI
transduction setup was introduced to suppress the transmission of the unwanted SO

mode during PWI acquisition, to improve coherent SNR. Finally, an algorithm
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transforming FMC data into ultrasonic data corresponding to PWI acquisition was

presented.
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4. Comparison and evaluation of the performance
of the SHO guided wave synthetic focusing

imaging methods in pipes

4.1. Introduction

The previous chapter adapted four common synthetic focusing imaging methods, CSM,
PWI, FMCPWI and TFM to pipe GWT using the fundamental SHO mode. The aim
of this chapter is to establish their optimal implementation to inspection of pipes and
to present the proof of concept that TFM, FMCPWI and PWI can be deployed in
similar fashion to state-of-the-art CSM. The objective is to evaluate and compare their

performance using FE and experimental studies.

Section 4.2 introduces methodology used for the lateral resolution and SNR
measurements from the reconstructed images. The FE model used for numerical
simulations is described in section 4.3. This is followed by a discussion on the
experimental setup in section 4.4. Subsequently, section 4.5 presents the FE study on
selection of the optimal imaging parameters used in the remainder of this thesis. The
resolution and defect sizing accuracy of considered imaging methods are evaluated and
compared in section 4.6. This is followed by the analysis of SNR of all the considered
methods in section 4.7. Next, section 4.8 discusses the potential for crack through wall
thickness depth estimation from the PWI reconstructions. In section 4.9 the
performance of the transduction setup suppressing the unwanted SO mode is evaluated.
A discussion on generalisation of the presented results for different axial positions of a
crack, different frequencies and pipe diameters is conducted in section 4.10. Finally,

the chapter is summarised in section 4.11.
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Parts of this chapter have been adapted and extracted from publication [P1], which is
available under an open access Creative Common CC BY license hence any part of the

article may be reused without the need for permission.

4.2. Methodology of resolution and SNR measurements

As was mentioned in section 3.6, the key performance indicators for imaging methods

include spatial resolution and SNR, and these are of interest here.

Ability to correctly size the defect is tightly related to the resolution. When the crack
is small with relation to the wavelength, it acts as a point scatterer and its indication
is essentially a PSF, which is often used to assess the resolution [33,38]. By measuring
the lateral size of the known defect from the reconstructed image and comparing results
with true dimensions lateral resolution can be estimated. Here, crack lateral sizes were
estimated using a full width at half maximum (FWHM) method, i.e. taking the size as

being the distance between the two points where the image intensity has dropped to

0 1
S

. 208}
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Fos) |

e _1 5 [dB-I 8 Half maximum
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-20 e
£
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-30 0

-0.2 0 0.2 -0.2 0 0.2
Circumferential position, [m] Circumferential position, [m]

(2) (b)

Figure 4.1: (a) An example CSM reconstruction of zero volume outer surface breaking 2.1 Asmy long
75 % through wall thickness deep planar crack oriented perpendicular to the axial z-direction at 1.8 m
away from the ring transduction array. Reconstruction was based on the FE data. (b) Circumferential
amplitude distribution along the dashed red line in (a) at crack position. The red arrow presents the
measured crack length using FWHM method.
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50 % of the peak [25,34,55]. The method is outlined in Figure 4.1. The defect lateral size
at which its indication in the reconstructed image starts to resemble a point scatterer,
i.e. indication size stops decreasing with further decrease of the lateral extent of a

defect, reveals the maximum achievable resolution.

In the presented study SNR is defined as the ratio of the peak defect indication (Ippi)
to the root mean square (RMS) of the background noise (Ixrus) in the section of the
pipe preceding a defect between 1.1 m and 1.4 m (see Figure 4.2 in section 4.3) with
respect to axial position of an array (see equation (4.1)). This specific area was chosen
because it does not include any artefacts caused by reflections of other modes from a
defect and does not include dead zone artefacts near the transduction array in the

experiments.

I
SNR = 20 log o —=

10 (4.1)
Inrums

4.3. Finite element model

The finite element method (FEM) is a well-established numerical method for
approximate solution of boundary value problems in engineering [173]. The FEM
discretises a model representing the structure into small finite elements. Each
individual element can be treated as a small piece of the structure in which a field
quantity (e.g. displacement, acceleration, stress etc.) is allowed to have a simple spatial
variation. This spatial variation is represented by a simple equation. By assembling all
the elementary equations into a system of equations and by solving this system of
equations, an approximation of the physical phenomena in the entire structure is
achieved [65]. The accuracy of the approximation can be conveniently increased by the

increase in number of the finite elements used in the model.

Finding an exact closed form solution to the elastic wave propagation problem in
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complex geometries is difficult and often impossible, hence numerical methods are
typically employed to find approximate solutions [65]. Since elastic wave propagation
is a boundary value problem, the FEM is well-suited for numerically solving these
types of problems. The FEM has been widely used in modelling of guided wave
propagation and the agreement of the approximate results with experimental data
have been successfully validated for a large number of guided wave problems
[22,23,81,106,113,120,126,143,174-180]. Therefore, this method was also chosen for numerical

modelling in the project presented in this thesis.

The FEM time domain solution can be achieved with implicit or explicit solving
schemes. In implicit schemes the field variables at each subsequent time step are
calculated from their values at the current step and the subsequent step via coupled
equations [181-183]. Therefore, each time step requires solving a matrix equation. For
linear problems, this is simply performed via matrix inversion which is memory and
computationally intensive for larger models. Solving the non-linear problems requires
an iterative time integration scheme which further decreases the computational

efficiency.

On the other hand, in the explicit schemes the field variables of each subsequent step
are explicitly calculated from their known values at previous time steps [182], which is
more computationally efficient. Therefore, for time domain wave propagation
problems, the explicit solving schemes are preferred. Implicit schemes were rendered
unattractive for solving time domain wave propagation problems due to their
inefficiency [182,184]. Although it is important to note that implicit schemes are
unconditionally stable, which means that the accuracy of the solution does not depend
on the time step (though time step has to be sufficiently small to provide sufficient
temporal sampling in the considered bandwidth) [183]. In contrast, stability of explicit

schemes depends on the size of the selected time step in relation to the smallest element
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size in the model. The stability criterion for explicit schemes is given by [183]:

AL,
At < At,, = Cm”‘, (4.2)
0

where At is selected time step, At., is the critical time step above which the scheme
becomes unstable, AL,,;, is the smallest nodal distance in the mesh and ¢, is the
velocity of the fastest propagating wave. Hence, the selected time step must be smaller
than the critical time step given by (4.2) to maintain stability. For a broader discussion

on implicit and explicit schemes please refer to [181,182].

To reduce computational times, it is often possible to reduce the size of the three
dimensional model by using a symmetric boundary condition or by simplifying the
problem into an analogical quasi two dimensional model (e.g. simulation of Lamb wave
interaction with defects using simplified two dimensional models with the assumption
of plane strain [23,174,185,186], representing the pipe as a three-dimensional membrane
FE model with a symmetric boundary [126]). However, in this thesis, part-
circumferential part-depth cracks in pipes are of interest and non-axisymmetric
excitation is investigated, therefore, a full three dimensional model needs to be utilised.
The three dimensional models are substantially larger compared to similar two
dimensional ones, therefore an efficient FE software is desired. Here, Pogo, the explicit
time domain finite element (FE) solver developed at Imperial College London [187],
was used for solving the FE models. The Pogo software was chosen because it utilises
parallelisation and graphical processing unit (GPU) acceleration to achieve solving
times around 100 — 200 times faster (depending on the hardware configuration)
compared to the popular commercial software, Abaqus, which only uses a central

processing unit (CPU).

The three dimensional FE model (see Figure 4.2) used in the EngD project represented

a standard 8 inch nominal diameter schedule 60 ASTM A106-B steel pipe later used
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in the laboratory experiment. The pipe had wall thickness of 10.8 mm and mean
diameter of 209.1 mm. The material properties in the model were set as follows:
Young’s modulus, £ = 210 GPa, shear modulus, G = 80 GPa and density, p = 7932
kg/m?. The selected element type was a general purpose linear brick element, C3D8R,
with reduced integration and three translational degrees of freedom per node. The FE
model had a structured mesh with a minimum of 30 elements per SHO wavelength (Asmo
~ 63.5 mm) in any direction. The 30 elements per wavelength was chosen because in
the comprehensive study on FE modelling of ultrasonic waves in elastic media [184],
Drozdz, showed that such dense element mesh results in phase velocity errors close to
zero percent regardless of the selected time step, provided it is smaller than the critical
time step required for stability of the model. According to the same study, mesh
density of at least 25 elements per wavelength is required for accurate modelling of
ultrasonic wave reflection from subwavelength cracks which will be investigated in this
project. The denser the mesh, the more accurate the FEM approximation, and
therefore the mesh density used in this study with 30 elements per wavelength provides

negligible errors of the approximation.

Noise
Absorbing Array measurement Crack Cut
boundary position section position end

L

Il | ‘J_\ I_t I

1
-0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 [m]

Figure .2: FE pipe model layout.

There were 328 elements modelled around the pipe circumference with the average
element length of 2.0 mm (32 elements per wavelength), 12 elements through the wall
thickness resulting in the element length of 0.9 mm (71 elements per wavelength) in

the radial direction and the element length in the axial direction was also 2.0 mm (32
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elements per wavelength).

As discussed, the model used an explicit solving scheme, hence the time step was
dictated by the critical time step requirement. Here, a conservative time step of

7.3615x10® s was used, which is a half of the required critical time step.

The pipe was modelled to be 5 m long with the phased array position offset from the
pipe end by 1 m. The area between the array position and the closest cut end of the
pipe acted as an absorbing boundary. The stiffness reduction method (SRM) [188] was
used in this section of the pipe. It was implemented by increasing the mass proportional
damping coefficient from 0 to 314159.3 according to a cubic power law. Simultaneously,
the stiffness of the subsequent elements towards the cut-end of the pipe in the negative
z-direction was reduced by decreasing the Young’s modulus from F = 210 GPa (parent
material) to F = 2.1 GPa using an exponential decay function containing a variable
attenuation factor as described in [188]. This resulted in the suppression of waves
propagating in the negative axial direction so that there were no spurious reflections
introducing unwanted features into the reconstructed image. The SRM was chosen
because it outperforms absorbing layers by increasing damping (ALID) method [189-
192] and it does not require specific programming and functionality of the FE package
as the perfectly matched layers (PMLs) method does [193-195]. At least 1.5 wavelengths
of the probing wave is required for the SRM to perform sufficiently, and the
performance of the method increases with the length of the absorbing section of the
model. In the model, an overly conservative 15.8 wavelength (1 m) long absorbing
layer was used so that residual signals reflected from the cut-end on the negative z-

direction side of the pipe are negligible.

The 40 element fully circumferential ring phased array of equally spaced shear contact
transducers was modelled by selecting nodes on the outer surface of the pipe which lie

within the area approximately equal to the real contact area of the transducers in the
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experiments. The ultrasonic waves were excited by application of force to these nodes
in the tangential direction. The circumferential pitch distance on the surface was 17.3

mm which is well below Asuy/2 to ensure it is fully sampled to avoid grating artefacts.

One of the main aims of this project is to evaluate and compare the lateral resolution
and the accuracy of the lateral crack size representation in the images reconstructed
using different synthetic focusing imaging methods. Therefore, zero volume outer
surface breaking planar cracks extending in the circumferential direction were modelled
by disconnecting the adjacent elements in the pipe wall at 1.8 m away from the phased
array position as presented in Figure 4.3. Because the study is concerned with zero
volume cracks, the crack width w was set to zero. Simulations of cracks by
disconnecting adjacent elements were widely studied, used and experimentally

validated in a wide range of publications (e.g. [23,25,185,186,196]).

(a) nodes (b) Crack
'\
- @ L * 4
3.4
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D— [Element
L 4 4 &
- @ . 2 &

Figure 4.3: (a) Schematic diagram of outer surface breaking planar crack FE modelling by disconnecting
adjacent elements in the pipe wall; (b) Cross sectional outline of the crack geometry in the plane
perpendicular to the axial z-direction. D is wall thickness, w is crack width, d. is crack through thickness

depth, l. is crack length, 1 and T, are inner and outer pipe radii respectively.

Crack lengths from 2 % to 40 % (0.2 Asuo to 4.1 Asm) of the pipe circumference were
simulated (see Table 4.1) to capture the relationship between crack size and accuracy
of crack length estimation from the reconstructed images. Smaller increments between
the crack sizes were used for the lengths around the resolution limit to allow more

accurate estimation, and larger steps in crack sizes were used elsewhere. The study
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was repeated for 25 %, 50 %, 75 % and 100 % crack through wall thickness depths.

Table 4.1: Crack lengths used in the FE study.

Crack
length as %
of the mean
circumf.

Crack
length in 02103104105 (06)07108(09)J10}|11(13])J16]|18(|21]26]31]|A4.1

wavelengths

As was discussed in section 3.6, the excitation signal was a 5-cycle Hann windowed
tone burst with centre frequency of 50 kHz. The same excitation signal was later used

in the experiments.

The FE model included coherent noise due to excitation of the unwanted modes,
assuming a perfect transducer. It did not include the coherent noise resulting from the

real transducer elements being imperfect nor incoherent noise.

4.4. Experimental setup

The 4 m long, 8 inch nominal diameter, schedule 60 ASTM A106-B steel industrial
pipe with 10.8 mm wall thickness used in the experiments (see section 4.3 for pipe
details) was chosen based on similarity to the pipe used in [25,58]. This allowed the

convenient comparison and cross validation of some of the results.

As was discussed in section 2.5, in the current state-of-the-art pipe GW'T systems, only
the low resolution synthetic focusing imaging can be achieved. This is because the
neighbouring transducers in the ring array are wired together resulting in only six to
eight large elements around the pipe circumference. Therefore, for the purpose of this
project, a prototype inspection tool allowing individual transducer control had to be

developed to facilitate high resolution imaging.

The design of the SHO guided wave phased array transduction ring was created by the
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Clamping
mechanism

Figure 4.4: Transduction ring used in the experiments.

adaptation of the design of the commercially available Guided Ultrasonics Ltd. solid
transduction ring [1]. The ring array, presented in Figure 4.4, consisted of two parts to
allow for easy attachment onto the pipe. The main structural chassis of both halves of
the ring array were made from a block of Aluminium 6061-T6 milled using a 5-axis
CNC machine. The face cover plates were 3D printed from the polyamide (PA12) with
40 % glass fibre reinforcement using selective laser sintering (SLS) technique. The yoke
arms used for clamping the ring onto the pipe were milled out of a SAE 304 stainless
steel using a 3-axis CNC machine. The developed prototype tool had narrower spacing
between the elements compared to the commercial transduction ring, to provide
sufficient spatial sampling for the imaging applications. The transduction device
consisted of two rows of circumferentially oriented shear contact transducers each
containing 40 elements. In the experiment, only a single row was used for transmission
and reception as there was no need for directional control. The design allowed for
transducer elements to be inserted independently in different orientations. The
connection to each individual element was provided via a shielded coaxial cable ending
with an MCX connector so that all transducer elements were individually addressable
by the electronic instrumentation. The MCX connectors were chosen because they are

very compact and they connect/disconnect with a simple push/pull, which is
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convenient for large number of elements (i.e. here 80 transducers in total). The author
adapted the design provided by Guided Ultrasonics Ltd., and assembled and wired the

prototype of the transduction ring.

The experimental setup is presented in Figure 4.5. Two parts of the ring were screwed
together on the top and bottom of the pipe to clamp it firmly onto the sample. The
ring was placed at the cut end of the pipe so that the active row of transducers is
placed right at the edge to suppress any waves travelling in the negative z-direction.
An even contact between the transducers and pipe surface was provided by a spring
loaded mechanism at each element. The pipe was supported by two wooden blocks to
minimise the guided wave reflections from the supports [197]. The connection between
the transducer elements and the phased array was provided via a custom made

80xMCX to 2x160 pin Hypertronics adapter.

| Transduction

Host controller ).,
workstation

-----

controller

Figure 4.5: Experimental setup.

A Verasonics Vantage™ 32LE phased array controller in a low frequency configuration
was used for transmitting and recording the ultrasonic waves via the transduction ring.
The sampling frequency on reception was 2.5 MHz. The recorded signals were filtered
using a digital bandpass filter with lower limit of 35 kHz and upper limit of 65 kHz.

No averaging was used and 42 dB amplification was applied to the recorded signals
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through the low-noise built-in amplifiers of the Verasonics phased array controller.

It is often the case that there are variations in the amplitudes of the recorded signals
between the transducers in the array. This can be due to, for example, uneven coupling
or variation in transducer characteristics. The uneven performance of the array
elements can lead to additional coherent noise in the recorded data. Therefore, to
compensate for the variations in the transducer performance, a balancing procedure
was developed to obtain the balancing coefficients for each array element. First, a fully
circumferential 0° SHO plane wave (essentially T(0,1) pipe guided wave mode) was
sent through the undamaged pipe and the cut-end reflection was recorded. The
amplitude variations in the recorded echo around the circumference were used to

calculate the balancing coefficients B. for each transducer, as follows:

_ min(4g)
B.(n) = RO

where B, is a vector of N = 40 balancing coefficients for all array elements and Ay is

(4.3)

a vector containing peak amplitudes of the cut-end reflection recorded around the pipe

circumference.

1 j
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Figure 4.6: Normalised amplitude of T(0,1) guided wave mode cut-end reflection recorded with (red)

o
o
(5]

and without (blue) the use of the transducer balancing coefficients.
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Subsequently, the performance of the balancing method was evaluated by exciting
again the incident 0° SHO plane wave and recording the cut-end echo with application
of the previously obtained balancing coefficients. A comparison of the normalised
T(0,1) echo recorded on each transducer with and without balancing coefficients is
presented in Figure 4.6. The amplitude variations between the balanced transducers
were within 3 %, which is perfectly acceptable for imaging applications. The
experimental results presented in the remainder of this thesis are acquired with the

use of balancing coefficients.

The cracks are typically simulated in experiments by the introduction of notches using
a CNC milling machine, e.g. [25,185,186,196]. However, the pipe sample was too bulky
to use the CNC machines available on site and there was no off-the-shelf portable
devices for notch introduction in pipes available in the market. Therefore, a custom
made portable solution for circumferential notch introduction was developed in-house
by the author. The notching device, presented in Figure 4.7, consisted of a Dremel®
3000 Rotary Tool attached to a mobile aluminium platform via a threaded connection.

The platform was fitted with four metal angular contact ball bearings acting as wheels.

Figure 4.7: The notch milling setup which consisted of: A. Dremel rotary tool; B. aluminium platform;

C. angular contact ball bearings; D. guiding rails; E. stainless steel hex screw worm drive band; F. pipe.
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They provided a stiff connection between the platform and the pipe surface. The
notching device was secured onto the pipe with the stainless steel hex screw worm
drive band, as it is shown in Figure 4.7. Such attachment method of the Dremel® to
the pipe kept the tool perpendicular to the surface at any circumferential position and
provided a fixed distance between the Dremel® chuck and the pipe surface. This was
essential for maintaining the constant depth of the introduced notch. The notching
tool was guided by the copper rails clamped onto the pipe with the toggle latches. The
rail-pipe contact areas were isolated by a layer of felt to prevent transmission of
ultrasonic waves to the copper. The propulsion of the rig in the circumferential
direction along the rails was provided via the aforementioned stainless steel band which
was woven through an additional hex screw worm drive (identical to the one visible in
Figure 4.7) glued to the pipe at 180° around the circumference with respect to the
notch centre. The worm drive allowed for uniform motion of the notching device
around the pipe and accurate position control while milling the notch. The worm drive
was relatively small compared to the wavelength and it was only attached at its both
ends via epoxy glue to minimise the adhesion area at the pipe surface to reduce its
interactions with the ultrasonic waves. The reflections from the drive were not
observed in the recorded signals, therefore its influence on the experimental results was
concluded to be negligible. Because there was metal to metal contact between the
bearings and pipe surface, the notching device was removed from the pipe before each

data acquisition to avoid interactions of the ultrasonic waves with the rig.

Circumferential cracks were simulated via introduction of a 3 mm wide and 5.4 mm
deep notch (50 % of the wall thickness) at 1.8 m away from the array (see Figure 4.8
for the layout of the experimental setup.). This was done by drilling a 3 mm pilot hole,
followed by milling in the circumferential direction using a 3 mm diameter standard

milling bit fitted into the Dremel® jig. Figure 4.9 shows a picture of the smallest notch.
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Figure 4.8: The schematic outline of the experimental setup.

L

To validate the FE study, the circumferential length of the notch was progressively
grown in small increments from 2 % to 40 % of the pipe circumference (0.2 Asm to
4.1 Asmo) while the width and depth of the notch were kept constant. This way the FE
findings on the relationship between crack length and sizing accuracy (resolution) could
be validated experimentally by recreating the FE results for a 50 % through thickness
deep crack. To reduce the duration of the experimental study, the number of notch
sizes considered was slightly reduced in comparison to the FE study (see Table 4.1).
Smaller increments between the notch sizes were used for the lengths around the

resolution limit to allow more accurate estimation, and larger steps in notch sizes were

Direction of [SESEREEREREEE (.2).,;, notch
notch growth ‘ :

L SRS T

Figure 4.9: The smallest circumferential notch used in the experiments measuring 15.5 mm (0.2 Asuo)

in length, 5.4 mm in through wall thickness depth and 3 mm in width.
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used elsewhere. The list of introduced notch lengths is presented in Table 4.2.

Table 4.2: Notch lengths used in the experimental study.

Notch length as
% of the mean
circumference

Notch length in | oo 0406|0708 091011 ]12|14]17]20]|25]30]41
wavelengths

It was shown in [23] that the axial extent of the circumferentially oriented notch has
negligible effect on the reflection from the crack, provided its axial width is much
smaller than the probing wavelength (here 3 mm <« 64.7 mm) and that the length of
the crack is larger than its width (here 3 mm <« 13.1 mm, which is the smallest mean
notch length considered). These two conditions were fulfilled in the experiments, hence

the introduced notch approximated a narrow crack well.

As discussed in section 2.4.4, the analysis of the guided waves in a pipe can be
simplified to the analysis of guided waves in an analogical unwrapped infinite plate,
provided the pipe wall thickness is much less than the pipe radius and the wavelength
is much less than the pipe circumference. Here the wall thickness of 10.8 mm is much
less than the mean pipe radius of 104.6 mm and the wavelength of 64.7 mm is much
smaller than the mean pipe circumference of 656.9 mm. Therefore, the plate/pipe
approximation can be used for analysis of waves propagating in the experimental
sample. The SHO phase velocity in the sample material was measured to be 3236.2 m/s
at 20.5 °C using the time of flight measurement of the waves transmitted from the
transduction ring and reflected from the opposite cut-end of the pipe. Using the
measured velocity, and the equation (2.39), the maximum phase velocity error due to
neglecting the curvature in the plate/pipe approximation was estimated at 0.48 % [25].
This maximum error occurs for 45° and decreases as the angle gets smaller [58]. As will
be discussed in the next section, the angular range of waves used for imaging was

limited, hence the associated errors were much smaller than the maximum error and
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hence they were neglected here.

4.5. Selection of optimal imaging parameters

In this section FE simulations are used to find the optimal imaging parameters for
each of the synthetic focusing imaging methods, so that they can achieve the best
image quality and can be compared fairly. The imaging methods were optimized for
resolution and coherent SNR. The FMCPWI was omitted here because the influence
of the imaging parameters on resolution and SNR is identical as in PWI. In PWI the
angular step between the transmitted plane waves was set to be 1° which according to

[43] is sufficient to achieve maximum resolution.

4.5.1 Transmission

First, it was identified that PWI reconstructions suffer from the same coherent noise
bands due to SO guided wave mode as TFM does (e.g. [58,60]). In PWI these appear
due to excitation of a shock wave, portrayed in Figure 4.10. It occurs when the interval
between the excitation of the subsequent array elements, needed to achieve the desired

angle a,, closely matches the time it takes for the SO guided wave mode (excited as a

&

SR

Figure 4.10: Unwrapped pipe schematic presenting the SO shock wave appearing during transmission of

SHO plane wave at 36.6° angle. x and z are circumferential and azxial directions respectively.
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by-product [113]) to travel the pitch distance between the array elements.
Consequently, the excitation of every subsequent element adds energy to the

circumferentially propagating wave front gradually increasing its amplitude.

The critical SHO angle a.,;;. at which the shock wave occurs can be found from the
following equation:

. _q (CsHo
Qepir. = sin~t <a> (4.4)

In the case study presented in this thesis, this critical angle was 36.6°. At this SHO
plane wave angle, the angle of the faster SO plane wave is 90°, hence the SO mode
propagates in the circumferential direction. Figure 4.11 (a-b) compares the PWI

reconstructions using the transmission angular range of -45° to 45° and -28° to 28°.

SO artefacts Array

Or \ | el 10

1-5

1-10

Crack

-15 [dB]

Cut
end
L LN
0 1
X [m] (a) (b) (c) (d)

Figure 4.11: Comparison of reconstructions of the FE pipe model with 1.8 Asmo, 75 % through wall

thickness deep crack at 1.8 m axial distance from the array. The unwrapped pipe images were
reconstructed using PWI with the transmission angular range of (a) -45° to 45°, (b) -28° to 28°, and
TFM using (c) unfiltered FMC' data, (d) FMC data with waves travelling at angles larger than 28¢
removed. T and z are circumferential and axial directions respectively. The image intensity is in decibel
scale with respect to the cut-end reflection. 8 helical paths were used for focusing on transmission and
reception in TFM reconstructions and 3 helical paths were used for focusing on reception in PWI

reconstructions.
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The coherent noise bands appear in images reconstructed with the wider transmission
angular range, but they are not present when the transmission angular range is
decreased to -28° to 28°. Therefore, it can be concluded that decreasing the angular
range of transmitted waves below the range at which the SO mode is excited in the
circumferential direction effectively eliminates the coherent noise bands from the PWI
images. While the SO mode propagates at exactly 90° when the SHO plane wave angle
is equal to the critical angle, the artefacts are still noticeable for the transmission
angles close to 36.6°. Through the gradual decrease of the PWI transmission angular
range it was established that the artefacts vanish at an angular range between -28° to
28°, hence this is the range used for imaging in the project presented here. It is possible
to selectively filter out the angles around the critical angle and use the higher
transmission angular range as well. However, the SHO mode incidence angles higher
than 40° would result in a substantial conversion of the SHO mode to the SO mode on
the reflection from the planar surfaces (e.g. crack face, pipe cut-end, welds). This would
result in coherent noise which would decrease the quality of the reconstructed images.
Additionally, as was shown in [115], the reflectivity of the SHO waves from cracks is
the highest at normal incidence and decreases with the decrease of the angle of

incidence. Therefore, the angular range above 40° was deemed unattractive here.

Given the analogy between FMC and PWI acquisition methods discussed in [49], to
avoid the coherent noise bands due to the SO guided wave mode in the TFM
reconstructions, angles around the same critical angle should be filtered out, for
example, using the method outlined in section 3.8. Figure 4.11 (c-d) shows the
comparison of TFM reconstruction using unfiltered data to a reconstruction with
waves travelling at angles larger than 28° filtered out from the FMC data. The filtering
removes the unwanted coherent noise bands corrupting the reconstructed image, which

results in significant improvement in the coherent SNR.
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Figure 4.12: Plot of FWHM crack length estimates measured from the images reconstructed using TFM
with (solid coloured lines) and without (grey scale dashed lines) FMC data filtering. The crack length
estimates are plotted against the true crack lengths. The results are based on the FE simulations. The
implemented FMC filtering removed the waves travelling at angles larger than 28° from the ultrasonic
data.

Subsequently, the influence of the FMC data filtering on crack lateral length estimation
and resolution of TFM was investigated. The circumferential length of each crack was
estimated from the reconstructed images using the FWHM method outlined in section
4.2. These estimates were plotted against the true crack lengths for crack through wall
thickness depths from 25 % to 100 % in Figure 4.12. As it was discussed in section 3.6,
the resolution of imaging algorithms is limited by diffraction. Therefore, in theory, it
would be expected that the FWHM estimate curves would follow the 45° line of ideal
size estimate for longer cracks and the curves would plateau when crack lengths are
below the resolution limit. The sub-resolution crack indications were expected to
essentially become a PSF, which is one of the measures of the resolution. Instead,
around the expected resolution limit, a distinct regime change can be observed. The
curves starts to plateau, however instead of transitioning into a horizontal line, the
curves descend at a gentle slope and they finally become horizontal at crack lengths

smaller than half a wavelength. While the exact nature of that phenomenon has not
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been determined, the author suspects that the transition period before the final plateau
is related to the finite bandwidth of the probing wave, i.e. the resolution limit for each
spectral component of the tone burst is different. Therefore, in this thesis, the
resolution limit of the imaging system is taken as the crack length at which it becomes
possible to reliably estimate the true length (i.e. with error <10 %) from the
reconstructed image. This is the point at which the curves depart from the 45° line of
the ideal size estimate. The crack sizing curves plotted for TFM with and without
FMC data filtering coincide and they depart from the 45° line of the ideal size estimate
at the same value. Therefore, FMC filtering has negligible impact on the lateral

resolution.

It is worth noting that for short, shallow cracks (e.g. 0.2 Asm long, 25 % through
thickness deep crack) the unfiltered TFM curves show a sudden, large overestimation
of the crack lateral size. This is associated with coherent noise obscuring the crack
indication and impairing defect detection. In the case study presented here, the defect
is relatively far away from the array. However, if the defect would be closer and its
position would coincide with the SO mode noise bands visible in Figure 4.11(c),
distinguishing a small defect from these noise bands would be impossible. Therefore,
elimination of the coherent noise is important in synthetic focusing imaging to achieve
good image quality and acceptable detection of defects throughout the entire ROI. In
the remainder of this thesis, the FMC data used for TFM imaging was filtered prior

to the reconstruction.

Next, the influence of the range of angles used for focusing on transmission on
resolution and SNR was investigated. In PWI the angular range of physically excited
waves was varied. Because in TFM the angular range of transmitted waves cannot be
conveniently controlled, the same was achieved via adjusting the number of helical

paths used for synthetic focusing on transmission. In this section, the number of helical
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paths used for synthetic focusing on reception was kept constant at 3 helical paths for
all the considered imaging methods. Figure 4.13 compares the sizing capabilities of (a)
PWI with transmission angles from 0° (CSM) to -32° to 32°, and (b) TFM with 1 to
4 helical paths used for synthetic focusing on transmission. Only angles up to -32° and

32° were included in PWI to avoid coherent noise issues mentioned in the previous

paragraph.
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Figure 4.18: Plot of FWHM crack length estimates measured from (a) PWI reconstructions using
different plane wave transmission angular ranges, and (b) TFM reconstructions using different range
of helical paths for synthetic focusing on transmission. The crack length estimates are plotted against
the true crack lengths. The results are based on the FE simulations.

Figure 4.13(a-b) shows the improvement in resolution with the increase in the
transmission angular range used for reconstructions in both techniques. In TFM, the
noticeable improvement in resolution is between 1 and 3 helical paths. There is
marginal improvement using 4 helical paths, however, the coherent SNR is insufficient
to distinguish very small cracks from the coherent noise. This limits detectability of
small defects, hence 3 helical paths are preferred. In PWI, the angular range between
-28° and 28° was found to be the range beyond which there is no further improvement

in resolution in the case study presented in this thesis. This is in line with the results

120



Chapter 4

presented in [115], where it was shown that the specular reflection decreases with the
incidence angle and there is almost no specular reflection at incidence angles around
30°. It is the specular reflection that reveals the face of the crack and it is a major

contribution to the defect indication in the reconstructed image.

35 35

Transmission angles:
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% 1 2 3 4 o 1 2 3 4
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Figure 4.14: Coherent SNR measured from (a) PWI and (b) TFM reconstructions using different

angular ranges on transmission. The SNR curves are plotted for the range of crack lengths. The results

are based on the FE simulations of 50 % through wall thickness deep crack.
Subsequently, the influence of the transmission angular range on coherent SNR was
investigated. The SNR curves for PWI and TFM are plotted in Figure 4.14(a) and (b)
respectively. The SNR of each reconstruction was measured using the method outlined
in section 4.2. In general, there is a decrease in SNR with an increase in angular range
used for focusing. In PWI, there is a considerable drop in coherent SNR when
increasing transmission angular range beyond -25° and 25°. This is because the SO
noise band artefacts are increasingly appearing when approaching the critical angle of
36.6°. The observed negative SNR for shorter cracks means that the RMS of the
coherent noise is higher than the defect indication amplitude which is not desired.
Therefore, to avoid coherent noise issues, transmission angles should be kept well below

the critical angle. In TFM, on the other hand, the considerable coherent SNR drop is
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not observed when increasing the angular range on transmission and coherent SNR
appears to be around 5 dB higher compared to PWI. This is caused by the filtering
used on FMC data which removes the coherent noise beyond the desired angular range.
Comparable results would be achieved if there was no filtering used in TFM (see Figure

4.11).

4.5.2 Reception

To select the optimal angular range on reception, its influence on image resolution and
SNR was investigated. For each FE model, images of the interrogated area were
reconstructed using the range of helical path orders from 1 to 4. Estimated crack
lengths were plotted against their true values for each imaging method. Crack through
wall thickness depths between 25 % and 100 % were considered. In this section, the
angular range of transmitted plane waves in PWI was kept constant at -28° to 28° and
in TFM 3 helical paths were used for focusing on transmission. The FWHM crack

length estimate plots for CSM, PWI and TFM are presented in Figure 4.15.

For all three considered methods, with the increase in the number of helical paths from
1 to 3, the FWHM curves depart from the 45° line of ideal size estimate at significantly
lower crack lengths for each additional helical path of higher order used for
reconstruction of the image. Therefore, a wider angular range on reception results in
better resolution. There is no change when increasing the number of helical paths from
3 to 4, or further. The relationship between the angular range used for reconstructions
and sizing accuracy obeys the law of diminishing returns i.e. when the angular range
is small, increase in that range results in significant improvement in resolution, but as
the angular range gets wider, its further broadening yields less impact on the achieved
resolution. Eventually the angular range reaches the point at which its further increase

does not improve resolution, which is the maximum achievable resolution.
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Figure 4.15: Crack length estimates obtained from (a) CSM, (b) PWI and (¢) TFM images reconstructed
from the FE data, plotted against true crack lengths for different range of helical paths used for focusing
on reception.

SHO]

Figure 4.16 presents the coherent SNR values measured from the reconstructed images
of 50 % through wall thickness deep cracks using (a) CSM, (b) PWI and (c¢) TFM.
For each imaging method, the curves represent a different range of helical paths used
for focusing on reception. For all three considered imaging methods the same pattern

can be observed, i.e. SNR noticeably degrades with the increase in number of helical
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Figure 4.16: Coherent SNR measured from (a) CSM, (b) PWI and (c) TFM reconstructions plotted
against the true crack lengths. The results are based on the FE simulations of 50 % through wall

thickness deep crack.

paths used for reconstruction. As could be expected, CSM has higher coherent SNR in
comparison to PWI and TFM, thanks to 0° SHO plane wave excitation which
effectively suppresses the unwanted modes. The coherent noise in PWI and TFM is

primarily caused by inevitable excitation of the SO guided wave mode when exciting

SHO guided waves.
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4.5.3 Discussion on selection of imaging parameters

From the above results, it can be concluded that achieving optimal image
reconstruction resolution and coherent SNR depends (amongst other factors) on
appropriate selection of angular ranges on transmission and reception. The angular
range used for reconstruction has to be sufficient to allow the best resolution, however
extending it beyond this range decreases coherent SNR and hence degrades the quality

of the image.

In the case study presented in this thesis, the optimal number of helical paths on
reception to achieve the best defect reconstruction at 1.8 m away from the array was
found to be 3 for all the considered imaging methods. For PWI and FMCPWI, the
optimal transmission range was found to be between -28° to 28° and for TFM the

optimal number of helical paths used for focusing on transmission was 3.

It is worth noting that to achieve the same optimal resolution throughout the whole
length of the pipe in the time domain implementation of synthetic focusing imaging
methods, the number of helical paths used for reconstruction varies with axial position.
In general, in classic bulk wave imaging, resolution decreases with the axial distance
from the array as the effective transmission/reception angular range decreases away
from the array. In the case of pipe GWT, when using a set number of helical paths
throughout the length of the pipe the same phenomenon occurs. This can be mitigated
by progressively increasing the number of helical paths used for reconstruction of pixels
with increase of axial distance to maintain quasi constant angular range on
transmission /reception. In other words, pixels further away would have to be
reconstructed using more helical paths than pixels closer to the array. In practice, for

short range pipe applications, a fixed number of helical paths is typically sufficient. In
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PWI, transmission angles remain constant throughout the length of the pipe, hence

they would not need to be changed.

4.6. Lateral crack sizing

This section compares and evaluates the lateral crack sizing capabilities of CSM, TFM,
PWI and FMCPWI. For the fair comparison of all four image reconstruction methods,
they were implemented here using the optimal imaging parameters found in the
previous section. The comparison is based on the FE and the experimental results. The
study evaluates the example case with a range of part-circumferential part-depth

cracks/notches.

Figure 4.17 shows the comparison of the FWHM crack length estimate curves obtained
from CSM, TFM and PWI reconstructions using the FE data. Four through wall

thickness crack depths were considered here, 25 %, 50 %, 75 % and 100 %.

Crack through wall thickness depth [%1]
25 » 50 » 75+100 CSM of
25-+-50-+75-+-100 TFM A
25 +50 +75+100 PWI

o~

(8]

o

45° line of
1deal sizing

Crack length est. [ASHG]
b
Iﬁ.
\
X

o
<

] 2 3 4
True crack length [/\SHOI

Figure 4.17: Plot of FWHM crack length estimates measured from CSM, TEFM and PWI reconstructions
based on FE data. The crack length estimates for a range of crack through thickness depths are plotted

against the true crack lengths.
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The SHO CSM curves depart from the 45° line of ideal size estimate at larger crack
lengths compared to TFM and PWI, indicating inferior resolution of CSM. From the
plot, the maximum achievable resolution by CSM is around 1.4 Asyy which is consistent
with results presented in [25,58], where the angular spectrum method implementation
of pipe guided wave CSM was investigated. These comparable results mean that the
time domain implementation of synthetic focusing imaging algorithm yields the same
resolution as the angular spectrum method. They also serve as cross validation for the

FE results presented here.

PWI and TFM crack length estimate curves look almost identical, and they depart
from the 45° line of ideal size estimate at the same value. This means that their
maximum achievable resolution is comparable, and it is around 0.9 Asz which is close
to the theoretical 0.5 wavelength diffraction limit. This is a significant improvement
in comparison to the maximum achievable resolution by CSM, therefore, both TFM

and PWTI are better suited for characterisation of small defects in pipes.

Figure 4.18 shows the comparison of the parts of the k-space recovered through the
reconstruction using (a) TFM, (b) PWI and (c¢) CSM methods, assuming a
monochromatic probing wave. The spatial frequency mapping procedure used here was
outlined in section 3.6. Because in CSM the ROI is illuminated from a single angle,
the spatial frequencies encoded by CSM lie on the arc corresponding to a range of
angles used for imaging on reception. The spatial frequencies retrieved through PWI
and TFM essentially comprise a superposition of a number of such arcs at the range
of different angles corresponding to the angles of transmitted probing waves. The
comparable resolution of PWI and TFM observed earlier is related to the fact that the
range of spatial frequencies which both methods retrieve through the imaging process

is practically identical, as it can be seen in the Figure 4.18(a-b). The part of k-space
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retrieved with CSM is substantially smaller due to the single illumination angle, which

is in line with the inferior resolution noticed in the FE results presented earlier.
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Figure 4.18: K-space plots comparing spatial frequencies retrieved with (a) TFM, (b) PWI and (c)
CSM. The k-space plots are for an arbitrary point 1.8 m away from the array aligned with the centre
of the array. Transmission plane wave angles in PWI were between -28° and 28°, 3 helical paths on
reception were used for all methods and 3 helical paths on transmission were used in TFM. The plots

present the normalised sum of contributions from all transmission/reception direction pairs.

Since PWI and TFM achieve comparable resolution and recover the same spatial
frequency range, the main difference between the two imaging algorithms is the method
of ultrasonic data acquisition. The comparison between the two acquisition methods,

PWI and FMC, can be conveniently done by comparing the performance of PWI and
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FMCPWI. Both methods use the same reconstruction algorithm, and the only
difference is that the latter one synthesizes plane wave ultrasonic data from the FMC
data. As presented in Figure 4.19, in FE simulations, PWI and FMCPWI yield
identical results. This is rather expected since the superposition of the contributions
from each array element and application of appropriate delay laws can be performed
in the FE model or the same result can be achieved by superposition in post processing.
This is due to the fact that the ultrasonic wave propagation in the considered geometry
is a linear problem, hence the superposition principle is valid here. Therefore, it can
be concluded that the method of acquisition, FMC or transmission of actual plane
waves, has no impact on resolution nor coherent SNR. Therefore, their performance in
the real world applications is predominantly determined by the incoherent SNR, which
will be investigated in the next section.
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Figure 4.19: Comparison of (a) FMCPWI and (b) PWI reconstructions presented in the form of
unwrapped pipe. The ultrasonic data was obtained from the FE simulations. x and z are circumferential
and azxial directions respectively.

So far the discussion was based on FE data. Here, the FE results are validated by the

comparison of the FE and the experimental FWHM crack/notch length estimate
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curves obtained from the CSM and PWI reconstructions for 50 % through wall
thickness deep crack/notch, as presented in Figure 4.20(a). The curves obtained from
the experiments closely resemble the ones from the FE study, which supports validity
of the FE results. The experimental results confirm that PWI clearly outperforms CSM

in terms of achievable resolution.
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Figure 4.20: Comparison of FWHM sizing capabilities of (a) PWI and CSM using experimental and
FE results for 50 % through thickness deep notch/crack, (b) PWI, TEM and FCPWI using experimental
results for 50 % through thickness deep notch.

Subsequently, the FWHM notch length estimate curves for PWI, TFM and FMCPWI
obtained from the experiments are compared in Figure 4.20(b). As expected, all three
methods perform alike for almost all notch lengths, except for short notches. In the
case of notches shorter than 0.6 Aszy TFM and FMCPWI curves reveal great notch size
overestimate, while PWI behaviour resembles the behaviour observed in the FE study.
The severe notch length overestimate is a sign that the sizing algorithm does not
distinguish notch indication from the noise related artefacts. This happens when the
noise level is less than -6 dB below the defect indication amplitude. This makes sizing

small defects using FMC based approaches unreliable. The experimental PWI curve

departs from the 45° line of ideal size estimate at 0.9 Asmp, which marks the resolution
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limit of this method. The error in defect sizing is given by deviation of the FWHM size
estimate points from the 45° line of ideal sizing. For each method, within its resolution
limits, the error is less than 10 - 15 %, and typically much less than that, as can be
seen in Figure 4.20(b). It rapidly increases when the notch size is below the resolution
limit. The sizing accuracy can be further improved by using the FWHM plots (e.g.
Figure 4.20) as sizing correction charts similarly to the method proposed in [198]. The
exact defect lateral size can be found by mapping the defect indication length measured
from the PWI reconstruction onto the FWHM curve and looking up the corresponding
true defect length. The FWHM curves for a particular inspection scenario could be
obtained through the FE simulations or experimentally using a sample of a similar

material and geometry to the inspected pipe.

4.7. SNR comparison

According to the FE results presented earlier in Figure 4.17 and Figure 4.19, TFM,
PWI and FMCPWI should produce comparable results with resolution on the same
level and coherent SNR sufficient to reliably size small defects. Therefore, poor SNR
in experiments observed in the previous section is attributed to incoherent noise which
is only present in experiments. In FE, PWI and FMCPWI results are indistinguishable,
while in experiments PWTI clearly suffers less from incoherent noise issues compared to
FMCPWI. Since the only difference between these two techniques is the acquisition
method, it can be concluded that the increased noise level is associated with the
acquisition method. FMCPWTI uses the same FMC data as the TFM algorithm and
only these two methods experience SNR issues. Furthermore, the FMC data is filtered
in the Fourier domain prior to TFM and FMCPWTI reconstructions, hence if the noise
was coherent, significant SNR improvement should be observed, however this is not

the case.
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Figure 4.21: Comparison of reconstructions of 0.2 Asug long, 50 % through wall thickness deep notch at
1.8 m azial distance from the array using (a) CSM, (b) filtered TFM, (c) filtered FMCPWI and (d)
PWI. The images are reconstructed from the experimental data and they are presented in the form of
unwrapped pipe. The notch removed 1 % of the CSA of the pipe.

Figure 4.21 shows the reconstructions of a pipe with a 0.2 Asg long, 50 % through wall
thickness deep notch at 1.8 m axial distance from the array obtained using all four
studied synthetic focusing imaging methods. The empirical inspection of these images
further supports the above hypothesis; one can notice in the TFM and FMCPWI
reconstructions artefacts typical for incoherent noise. Moreover, for this short notch,
TFM and FMCPWI have insufficient SNR to distinguish defect indication from the

noise artefacts which hinders defect detection sensitivity of these methods.

Figure 4.22 shows the comparison of experimental SNR for all four considered
techniques. It can be noted that, in general, FMC based methods have lower SNR in
comparison to CSM and PWI. Counterintuitively, PWI achieves higher SNR compared
to CSM. The latter technique uses only a single plane wave for reconstruction, whereas

PWI uses multiple acquisitions. Using multiple acquisitions for each reconstruction is
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in some respect equivalent to averaging and results in improved incoherent SNR of
PWTI in comparison to CSM. On the other hand, TFM uses multiple acquisitions, but
this is not enough to compensate for very low transmission energy. Energy transmitted
per each acquisition in the FMC approach is only a fraction of energy transmitted
during each PWI acquisition. As a consequence, TFM’s SNR is lower than the SNR of
PWI or even CSM. FMCPWI and TFM using Fourier filtered FMC data achieve
identical SNR. FMCPWI using unfiltered FMC data achieves on average around 5 dB
lower SNR, compared to the filtered FMC implementations. However, even with
Fourier filtering, SNR of FMCPWI and TFM reconstructions are on average around
10 dB lower compared to the reconstructions obtained from classic unfiltered PWI.
This difference is associated with a difference in incoherent SNR between FMC and

PWI methods of acquisition.
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Figure 4.22: SNR vs true crack length for 50 % through wall thickness deep notch measured from (a)
CSM, (b) PWI, (c) filtered TFM, (d) unfiltered FMCPWI and (e) filtered FMCPWI reconstructions

obtained from experimental data.

In TFM, FMCPWI and PWI reconstructions in Figure 4.21 the false cut-end echoes

are visible between 3.2 m and 3.3 m away from the array. These are due to the SHO
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to SO and SO to SHO mode conversions at the cut-end. In PWI reconstructions in
experiments the maximum false echo indication was measured at -11.5 dB with respect
to SHO cut-end echo. In TFM reconstructions the maximum false echo indication was
at -11.1 dB, however there is substantial incoherent noise overlaid, hence this number
is not reliable. According to the FE simulations, the false echoes in TFM and PWT are
similar (e.g. see Figure 4.11), and these were measured to be -17.5 dB and -16 dB
respectively. The false echoes in PWI reconstructions will be discussed further in

section 4.9 together with a proposal of a method for their mitigation.

X [m]

Figure 4.23: PWI reconstruction of pipe with 1.4 Asm long 50 % through wall thickness deep notch. The

image is reconstructed from the experimental data and it is presented in the form of unwrapped pipe.
The notch removed 7 % of the CSA of the pipe.

In the reconstructions presented in Figure 4.21, the noise is very visible in the images,
because the wide dynamic range was set to allow observation of a very small notch of
1 % of the pipe CSA, to prove the capability of detection of such small defects using
PWI and CSM, and to aid discussion on the origins of the noise. For balance, Figure

4.23 presents the PWI reconstruction of a pipe with larger, 1.4 Asu long 50 % through
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wall thickness deep notch which removes 7 % of the pipe CSA.

From the above discussion and results it can be concluded that the performance of the
techniques based on FMC is primarily limited by incoherent SNR. In experiments,
PWI noticeably outperforms these techniques in terms of sensitivity to small defects.
Despite the resolution of FMCPWI and TFM being comparable to PWI, these
techniques should not be deployed for detection and sizing of small defects without
any methods mitigating incoherent noise such as averaging or coded excitation [199-
201]. While these mitigating methods provide improvement in SNR, they have some
drawbacks which should be considered while choosing a technique for short range GW'T
inspection. The advantage of PWI is that it does not require application of these
mitigating techniques, providing good SNR thanks to the high energy transmission per
each acquisition. Research presented in [43,49] also suggests that PWI can achieve
comparable resolution to TFM with fewer acquisitions. In fact, unlike the FMC based
approaches, in PWI the number of acquisitions does not depend on the number of
elements in the array. Hence, this method is particularly attractive for arrays with
large numbers of elements. Additionally, each PWI inspection automatically acquires
data that can be used for classic T(0,1) guided wave inspection and to produce CSM
reconstruction, which is advantageous and allows simultaneous use of both techniques
without additional transmissions and processing. CSM can aid reliable detection of

defects in the small section of pipe where false echoes appear in PWI.

Because PWI and TFM perform alike in terms of resolution, and PWI was shown to

achieve a superior SNR, only PWI is considered in the remainder of this chapter.
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4.8. Crack depth estimation

It was shown in [25,58] that it is possible to estimate crack through wall thickness depth
from maximum defect indication amplitude (intensity) measured from the images
reconstructed using CSM. The same idea can be used with PWI. Figure 4.24 shows a
plot of the maximum crack indication amplitudes measured from the PWI
reconstructions against the crack/notch circumferential extent in wavelengths of the
probing wave for all the considered crack/notch depths. The solid curves are obtained
from the FE simulations and the dashed curve corresponds to experimental results.
The amplitudes are normalised by the cut end indication amplitude measured in the

pipe without a defect.
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Figure 4.24: Maximum crack indication amplitude normalised by cut end indication amplitude versus
true crack length for a range of crack/notch through wall thickness depths from 25 % to 100 %. Solid
curves represent FE data and dashed curve corresponds to experimental results. The curves were

obtained from the PWI reconstructions.

Looking at the FE curves, they are very similar to the ones presented in [25,58] for
CSM. For shorter cracks the amplitude increases with an increase in the length of a

crack and it reaches the amplitude peak around 1.5 Agm. At this point the curves
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plateau at different amplitudes for each respective crack depth and with further
increase in crack length, these amplitudes remain relatively constant. The slight
amplitude peak observed around 1.5 Asm is associated with interaction of crack tip
diffraction with the crack face reflection. A detailed investigation into this phenomenon
in plates can be found in [113]. It can be concluded from Figure 4.24 that, in general,
the amplitudes at which crack indications plateau are proportional to crack through
thickness depths. The deeper the crack is, the higher its indication amplitude. The
amplitude of through wall thickness crack is almost the same as the amplitude of cut
end reflection with its peak amplitude at 99 % of cut end amplitude. This was expected
as the through wall thickness crack reflects all incident waves at its circumferential

extent.

The shape of the 50 % through wall thickness notch indication amplitude curve
obtained from the experiments in Figure 4.24 is remarkably similar to the curves
obtained from the FE study. However, the recorded experimental amplitudes are more
than double the amplitudes of the corresponding 50 % through wall thickness zero
volume crack obtained from the FE simulations. The differences in amplitudes relative
to cut end reflection are attributed to the axial extent of the notch and resulting
reflections from its front and back faces. Similar difference in T(0,1) reflection between
the zero volume cracks and notches with axial extent of 5 % of the probing wavelength
(here 3 mm wide notch is 4.6 % of Asm) were reported in [22,107). While the study was
conducted for SHO mode at normal incidence, it appears to be valid for a wider range
of incidence angles which are used in PWI. Similar discrepancy between the zero
volume crack indication amplitudes in FE and the 3 mm notch in the experiments was
observed in [25,58] for CSM. Nevertheless, the FE results presented here were not fully

validated and hence more work is needed on this subject in the future.

Because for each through wall thickness depth and length of the crack the indication
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amplitudes take different distinct values, it would be possible to estimate the depth of
a zero volume circumferentially oriented crack from the reconstructed image using
curves obtained from the FE simulations (e.g. Figure 4.24). The approach is yet to be
validated experimentally for zero volume cracks, however, given a good agreement
between the experiments and FE predictions in the literature for guided wave
reflectivity problems [22,23,114,115], it is likely to work. Assuming the crack length can
be estimated with good accuracy, the depth estimation is limited to cracks longer than
resolution. This is because the depth estimation using similar curves to the ones
presented in Figure 4.24 requires the amplitude of the crack indication and its length

to be estimated with good accuracy.

4.9. SO cancelling transduction setup

The new transduction setup cancelling the unwanted SO mode which was proposed in
section 3.9 was implemented in the FE simulations. Figure 4.25(a-b) shows the
comparison of a transmitted 10° SHO plane wave with and without the SO cancelling.

It is apparent that the SO cancelling transduction suppresses the unwanted SO plane

\

Figure 4.25: Simulation of 10° plane wave transmitted using (a) classic transduction setup and (b) SO

cancelling setup.
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wave that would be otherwise excited when applying the delay laws to create a plane
wave at a desired angle. There are only negligible residual SO waves left from the first

and last elements of the array.
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Figure 4.26: FE comparison of PWI reconstructions of pipe with 0.2 Asyy, 75 % through wall thickness

deep crack at 1.8 m axial distance from the array. PWI reconstructions were obtained using: (a) classic

transduction setup and (b) SO cancelling setup. Images are in the form of unwrapped pipe.
A convenient way to quantify the reduction of the SO related artefacts in the final
reconstruction is to measure an intensity drop of the SO reflection from the cut-end of
the pipe, which results in a false cut-end echo in the image. Additionally, some of the
energy of SHO and SO plane waves mode converts during the reflection from the cut-
end of the pipe. The SHO mode converts to the SO mode and SO converts to SHO. The
artefacts caused by both mode-converted waves appear in the same location in the
reconstructed image due to reciprocity. Therefore, the suppression of the SO
transmission should result in a noticeable reduction in the SHO-S0/S0-SHO artefact as
well. Figure 4.26 compares the PWI reconstructions obtained using (a) the classic

transduction and (b) the SO cancelling transduction. It reveals that there is at least 20
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dB reduction (from -30 dB to -50 dB) of the SO false cut-end echo artefact to levels
undistinguishable from the background noise level, which indicates the complete SO
suppression. Furthermore, there is around -5 dB reduction (from around -16 dB to -21
dB) of the SHO to SO and the SO to SHO false cut-end artefact due to reduction of the
S0 to SHO contribution, because the SO incident wave is completely suppressed. The
biggest contribution to this artefact is from the SHO to the SO mode conversion which
is unavoidable, as SHO is the probing wave. Apart from the reduction of unwanted
artefacts in the reconstructed images, the SO suppression method does not have a
negative impact on resolution as the number of transmitting/receiving SHO elements
oriented in the circumferential direction remains the same. Therefore, if there is a need
to eliminate all the artefacts caused by illumination with SO plane wave, the presented
method could be implemented without a negative impact on quality of the

reconstructions.

The concept has not been implemented experimentally due to the limitations of the
available phased array controller. It was intended to perform the SO cancelling with
the use of the spare row of transducers in the transduction ring used for experiments.
This way the number of transducers oriented in the circumferential direction for SHO
excitation would remain unchanged. However, the Verasonics Vantage™ 32LE phased
array controller can only transmit waves on 64 elements during acquisition.
Alternatively, it was considered to rotate every other element of the active transducer
row by 90° to allow SO cancelling this way. This configuration would imply the use of
25 kHz centre frequency to provide sufficient spatial sampling needed to avoid grating
artefacts with only 20 elements transmitting SHO mode. However, such low frequency
was significantly outside the operating frequency range of the phased array controller
and would require longer transmission times than permitted (due to large wavelength

and required delays for plane wave excitation). Therefore, experimental validation is
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not provided here.

4.10. Discussion on generalisation of the results

4.10.1 Axial location

In order to test the influence of the axial position of a crack along the pipe on its
indication reconstructed using PWI, a 50 % through wall thickness deep, 1.55 Asuo long
(15 % of the pipe circumference) crack was simulated in the FE model described in
section 4.3 by disconnecting the elements at a range of axial locations. The zero volume
cracks were simulated from 1.5 m to 3.5 m away from the array in steps of 0.5 m.

Figure 4.27 presents the PWI reconstructions of images for a pipe with cracks at all
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Figure 4.27: PWI reconstruction of the pipe with 50 % through wall thickness deep, 1.55 Asup long cracks

considered axial locations.

7 [m]

at azial locations between I m and 3.5 m. The reconstructions are based on ultrasonic data from the

FE simulations.
To investigate the influence of the axial position on the resolution, the crack length

estimates using the FWHM method were plotted against the distance in Figure 4.28.
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The length of the crack indication slightly increases with the increase in the axial
position of the crack for axial positions between 1.5 m and 3 m. This is expected, as
with the distance from the array, the angular range on reception is slightly decreasing
due to the constant number of helical paths used for focusing on reception. This results
in a gradual decrease in the range of angles used for imaging on reception and
consequently a gradual decrease in resolution. As mentioned in section 4.5, this can be
mitigated by increasing the number of helical paths used for focusing as the axial
distance increases, however for short pipes, like the one considered here, the constant

number is sufficient.
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Figure 4.28: The FWHM crack length estimates from the PWI reconstructions of the pipe with 50 %
through wall thickness deep, 1.55 Asuy long cracks at axial locations between 1 m and 3.5 m. The results
are based on the FE data.

Additionally, as discussed in sections 2.4.4 and 4.4, there is a phase velocity error
associated with the use of the plate-pipe approximation which affects the waves
propagating at larger angles with respect to the central axis of the pipe. The error is
very small, especially given the limited angular ranges on transmission and reception,
hence its contribution in the considered pipe is negligible. However, because the error
is proportional to the propagation distance (i.e. error is expressed as a percentage of

the phase velocity), it is expected to contribute to the increase in the lateral size of a
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defect indication in longer pipes. Therefore, when using guided wave PWI in long
pipes, it would be desired to correct for the SHO mode phase velocity variations with

the angle of propagation.

In the case of a crack at 3.5 m away from the array, a substantial decrease in the
FWHM crack length estimate is observed. This is caused by the interaction of the
crack indication with artefacts due to SHO to SO and SO to SHO mode conversions at
the cut-end. Therefore, the reliable lateral length estimation of cracks near the false
echo may not be possible with PWI. Defect detection and sizing in this area can be
aided with CSM or PWI with reduced transmission angles to avoid the formation of a
false echo at the cost of a decreased resolution. It is worth noting that while the cut-
ends are not very common in pipelines, the more common flanged joints are also very
strong reflectors and they would create similar echoes. Butt welds are the most
common joint type between pipeline sections. They are much weaker reflectors (i.e.
around 22.5 % of the cut-end value), hence the false echoes due to mode conversion

would not be problematic because only a fraction of the energy undergoes mode
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Figure 4.29: The maximum amplitudes of crack indications normalised by the cut-end echo amplitude

measured from the PWI reconstructions of the pipe with 50 % through wall thickness deep, 1.55 Asm
long cracks at azxial locations between 1 m and 3.5 m. The results are based on the FE data.
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conversion. However, the SHO mode weld echoes (without mode conversion) would be

noticeable, as it is the case in regular GWT.

Next, the influence of the axial position of a crack on its indication amplitude in the
reconstructed images was investigated. Figure 4.29 presents a plot of the maximum
crack indication amplitude normalised by the amplitude of the cut-end echo against
the axial position along the pipe. The amplitude is relatively constant for axial
positions between 1.5 m and 3 m with fluctuations of around 10 %. The recorded
amplitudes are in a good agreement with the results presented in section 4.8. Therefore,
it can be concluded that the axial position of the crack does not have a substantial
impact on its indication amplitude. As before, it can be noted that the indication of
the crack at 3.5 m away from the array differs from indications at other positions. Its
amplitude is substantially lower compared to the other four crack positions, indicating
some destructive interference with the mode converted waves reflected from the cut-
end. Hence, indications of defects located near the false cut-end echo should not be

used for defect characterisation in PWI with wide angular range on transmission.

4.10.2 Different frequency of excitation and pipe sizes

The generalisation of the CSM results to different frequencies of excitation and pipe
sizes was thoroughly discussed in [25,58], therefore only a brief discussion based on these
studies is provided here. Since CSM is PWI with only the 0° probing wave, it is
reasonable to assume that these results are valid for PWI with wider transmission

angles.

It was shown that the shape of the FWHM crack length plot for CSM with axes
normalised by wavelength does not change with the frequency of the probing wave.
Therefore, translating these results to PWI, the resolution limit of 0.9 Agm is the same

for all frequencies, but because the wavelength is a function of the frequency this
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resolution limit is 58 mm at 50 kHz and, for example, 116 mm at 25 kHz. One has to
also remember that the error in phase velocity due to plate-pipe approximation is
inversely proportional to the frequency. Hence, using lower frequencies will result in
larger errors which can affect focusing performance and lead to blurring in the
reconstructed image. Therefore, care must be taken when choosing the excitation

frequency.

When it comes to the amplitude of crack indication, Davies and Cawley (2009) [25]
reported that it remains constant with frequency for through wall thickness cracks of
the same circumferential length as a fraction of the wavelength. However, it was shown
that the amplitude of part-depth crack indication is proportional to the frequency of
excitation. This is because the reflection amplitude of the SHO mode from a part-depth
crack depends on the crack depth as a fraction of the incident wavelength and as a

fraction of the wall thickness [114].

Finally, it was demonstrated that using the same excitation frequency in a pipe of a
different diameter with a crack of the same absolute circumferential length in metres
results in practically identical amplitude and crack indication length. Therefore, it was
concluded that the amplitude and length of a defect indication depends on the absolute

size of the defect rather than the proportion of the circumference that it occupies.

From the above discussion it can be concluded that synthetic focusing imaging methods
can be successfully deployed for guided wave inspection of pipes of different diameters

using a range of different frequencies.

4.11. Summary

In this chapter the performance of synthetic focusing imaging methods introduced in
chapter 3 was compared and evaluated using FE and experimental studies. The key

performance indicators were lateral resolution and SNR.
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First, the FE model and experimental setup were outlined. This was followed by the
FE study on selection of the optimal imaging parameters for CSM, TFM, and PWI. It
was observed that the coherent noise and the angular reflectivity of the SHO mode
limit the range of angles on transmission and reception that can be effectively used for
focusing during reconstructions. TFM, FMCPWI and PWI reconstructions suffer from
the artefacts caused by the unwanted SO mode excited during the transmission. It was
shown that by the reduction of the transmission angles in PWI to the range between
-28° and 28° the coherent noise due to the SO mode can be successfully mitigated. The
same can be achieved in TFM by filtering out the waves travelling at angles outside
this range from the FMC data. It was concluded that the optimal number of helical

paths used for imaging on reception is 3 for all the considered methods.

Subsequently, the comparison of resolution, sizing capabilities and SNR was
conducted. The key conclusions were that PWI, FMCPWI and TFM achieve
comparable resolution of 0.9 Asgy which is superior to the CSM resolution of 1.4 Aguy.
The FMC based methods achieve a substantially lower SNR compared to methods
involving plane wave acquisition (PWI and CSM). Consequently, TFM and FMCPWI
were insensitive to smaller notches in experiments, indicating that these techniques
should not be deployed without incoherent noise mitigation methods. While PWI and
CSM achieved sufficient SNR to detect the smallest introduced notches, PWI achieves
better resolution with significantly higher overall SNR making it a more attractive
choice for pipe GWT. Therefore, PWI was used in the remainder of this chapter. The

experimental results supported validity of the FE findings.

This was followed by the FE and the experimental study on the crack through wall
thickness depth estimation from the PWI reconstructions. It was shown that it is
possible to estimate crack depth, provided its lateral length is longer than the

resolution limit.
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Next, a novel PWI transduction setup was evaluated in the FE study. It suppresses
the transmission of the unwanted SO mode in PWI and hence reduces some coherent
noise artefacts further improving the overall SNR. The chapter concluded with
discussion on generalisation of the results for different axial positions of a crack,

different frequencies and pipe diameters.
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Chapter 5

5. Synthetic focusing imaging in pipe guided wave

testing using a partial circumferential array

5.1. Introduction

So far this thesis considered guided wave synthetic focusing imaging in pipes deployed
using fully circumferential transduction rings. As discussed in section 1.1, it is
sometimes the case that the access to the full pipe circumference is limited during
inspection of hard-to-reach structures. Therefore, in this chapter, the influence of

reducing the circumferential phased array extent on guided wave imaging is investigated.

The previous chapter concluded that, amongst the considered methods, PWI is the most
attractive technique for high resolution synthetic focusing imaging in pipe GWT. Hence,
only PWI is considered here, however, because of the similarities between PWI and

TFM, the findings can be assumed valid for the latter technique.

The chapter begins with a theoretical discussion on the influence of limited
circumferential access on synthetic focusing imaging in section 5.2. This is followed by
a description of the Finite Element (FE) model and experimental setups in section 5.3.
Section 5.4 presents and discusses the practical effects of a partial circumferential array
on reconstructed images using PWI with the focus on the resolution and SNR. The

chapter concludes with the summary presented in section 5.5.

Parts of this chapter have been adapted and extracted from the publication [P2], which
was submitted to IEEE® Transactions on Ultrasonics, Ferroelectrics, and Frequency

Control but has not been published at the time of writing this thesis.
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5.2. Limited Circumferential Array Theory

This section presents the extension of the theory introduced in section 3.6 for the fully
circumferential synthetic focusing imaging. Here the concern is with imaging using

partial circumferential phased arrays.

In principle, the reduction of the circumferential extent of the transducer array will
have a negative effect on the image reconstructed using synthetic focusing imaging
techniques. Reduced array extent impacts: (a) the k-space available for imaging and

(b) the performance of the phased array.

When considering the influence of a partial circumferential array on the k-space, the
transducer array has to be treated as a spatial sampler [202]. In the limited array

configuration, the aperture is not quasi-infinite as was the case in the fully

2 21 1
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1.5 | Missing parts £# ] 15 Missing angles |
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—_— 1 + —_— 1 L
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0~—-4“'—‘l — 0- F ¥ r——
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== *Missing illumination angles 05! ® Array elements
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-1 0 1 -1 0 1
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Figure 5.1: Unwrapped pipe display outlining the (a) transmission and (b) reception travel paths to/from
the arbitrary point (pizel) P(0 m ,1.8 m) for 60 % circumferential array setup. The schematic shows 5
repetitions of the pipe circumference; the vertical grey dashed lines mark the borders between the pipe
repetitions. The angular range between -28° to 28° on transmission (a) and 3 helical paths on reception
(b) were used in the diagram. The figure illustrates the missing angular ranges due to the limited
circumferential array and shows the area with no plane wave illumination in the presented array setup.

T 18 the mean radius of the pipe. [P2]
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circumferential configuration, and consequently not all the backscattered waves can be
recorded. The partial circumferential array becomes a quasi-infinite series of finite
apertures which means that for an arbitrary point P in the ROI periodic parts of the

transmission /reception angular range will be missing as outlined in Figure 5.1.
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Figure 5.2: Comparison of k-space available for imaging in pipe guided wave PWI inspection with fully
circumferential array (a-b) to the array extending on 60 % of the pipe circumference (c-d). The k-space
plots are for a point 1.8 m away from the array aligned with the centre of the array. Transmission
plane wave angles were between -28° and 28° and 3 helical paths on reception were used for
reconstruction. The plots present normalised sum of contributions from all transmission/reception
direction pairs for all considered temporal frequencies. The excitations considered were: (a, ¢) 50 kHz
monochromatic excitation and (b, d) 5-cycle Hann windowed 50 kHz centre frequency tone burst. [P2]
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The missing transmission/reception angular range limits the portion of the k-space
disc that can be populated from the measurements. Figure 5.2 compares the k-space
available for imaging with a fully circumferential array to the array extending only on
60 % of the pipe circumference for 50 kHz monochromatic (a, ¢) and 5-cycle Hann
windowed (b, d) excitations. The k-space mapping was performed using the method
outlined in section 3.6. Limiting the array circumferential extent leads to an uneven
population of the k-space as a consequence of the gaps in the angular ranges of
transmitted and recorded waves. As expected, the Hann windowed excitation,
providing a broader temporal frequency range, results in better coverage of the k-space
compared to the monochromatic excitation. The FE and experimental studies in
section 5.4 will answer the question whether a broader temporal frequency range
provides enough additional k-space coverage to make up for the missing spatial

sampling due to the limited circumferential extent of the array.

In the case of a fully circumferential array, each point around the pipe with the same
axial distance from the array has the same transmission/reception angular range. With
the constant number of helical paths considered on reception, the angular range on
reception gradually decreases with the axial distance. If an array is attached to only a
portion of the circumference, the transmission and reception angular ranges will vary
depending on the location around the pipe. This is shown in Figure 5.3(b,c), where
parts of the k-space retrieved through imaging using partial phased array are shown
for two arbitrary points in the domain. Consequently, the varying angular range
through the pipe results in an uneven coverage of the ROI, which can be presented in
the form of the k-space coverage map (Figure 5.3(a)). The coverage map for each point
in the ROI indicates the fraction of the Ewald limiting circle area available for imaging.
The values are normalised by the highest value i.e. 1 means the highest percentage of

k-space area available for imaging within the ROI and 0 means no k-space available
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for imaging (e.g. due to lack of illumination).
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Figure 5.3: (a) Normalised k-space coverage map in the form of unwrapped pipe display presenting the
percentage of Ewald’s limiting circle available for imaging for each point (pizel) in the ROI when 60 %
circumferential array is used; (b,c) are k-space plots, comprising a normalised sum of contributions
from all transmission/reception direction pairs, for two arbitrary example points P1(-0.1 m, 1.9 m)
and P2(0.3 m, 1 m) respectively. For simplicity, the monochromatic 50 kHz excitation is considered in
this figure. The angular range on transmission is -28° to 28° and 3 helical paths are considered on

reception.
According to Figure 5.3(a), the region immediately ahead of the array and close to its
centre line gets the best k-space coverage. This region is illuminated with all the
transmitted plane wave angles, and with a set number of helical paths on reception it

provides the widest angular range on reception. When moving away from the array or
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to the side of its centre line the number of plane wave angles that illuminate a given
point in the ROT and /or its reception angular range decrease. This results in a decrease
of the k-space available for imaging away from the array as is the case in the classic
2D bulk wave array imaging. A substantial decrease in the k-space coverage is
particularly apparent in the first 0.6 m of the ROI. One can notice that near the axial
position of the array, in the position 180° around the pipe circumference from the
centre of the array, exists a ‘dead zone’ with no spatial components available for
imaging. This is the consequence of limited plane wave transmission angles to between
—28° and 28°. As the result, no transmitted waves can reach this region as outlined in
Figure 5.1(a). In practice, the region immediately near the array could not be inspected
even using a fully circumferential array because the transducers cannot receive while
they are still transmitting. Therefore, this part of the pipe cannot be inspected with
the proposed synthetic focusing imaging setup, however, inspection of this ‘dead zone’
can be performed locally using commercially available equipment (e.g. QSR® by

Guided Ultrasonics Ltd. [1,203]) with only partial circumferential access.

Throughout the pipe a slight chequered pattern can be seen in the k-space coverage
map. Due to the fixed transmission angular range in PWI and limited circumferential
extent of the array there are periodically appearing regions with increasing and
decreasing transmission angular range which result in increasing/decreasing k-space
coverage. When considering an arbitrary point P, as it is moved axially along the array
centreline in the positive z-direction away from the array, the range of incident plane
wave angles that illuminate point P decreases. This occurs because each transmitted
wave does not span the entire circumference, as was the case with the fully
circumferential array, causing some incident waves to simply miss point P. The
decrease in the incident angular range leads to fewer spatial frequencies being available

for imaging. As point P is moved even further away, some of the incident waves
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transmitted at higher angles begin to illuminate point P after traveling in helical
directions wrapping around the circumference once. This results in an increase in the
incident wave angular range and consequently an increase in the available spatial
frequencies for imaging. This pattern repeats periodically as P is moved throughout
the pipe, resulting in a chequered pattern in the k-space coverage map. The author
also appreciates that the uneven coverage of the ROI leads to variation in the pixel
intensity in the reconstructed images. Results elsewhere [44] have shown that it is
possible to correct for this effect but the benefit was minimal, and this was therefore

not considered further.

The second aspect of limited circumferential access is related to the performance of the
phased array, especially in its focusing capabilities. Although focusing is performed
synthetically in post processing, the same principles as in the case of classic physical
phased array focusing apply to synthetic focusing imaging. Therefore, parameters of a
transducer array, such as the number of elements and aperture length, have a direct
influence on the reconstructed image quality and achieved resolution. More elements
provide better beam directionality and improved focusing (assuming constant element
width and spacing). Therefore, decreasing the circumferential extent of the array has
a negative impact on focusing and consequently on the resolution of the reconstructed
image as shown in [204-206]. A small circumferential extent can lead to an increase in
the side lobe amplitude causing artefacts in the reconstructed images [206]. Having
fewer elements also decreases the maximum steerable angle. This being said, the setup
considered in this thesis would not experience the decrease of the maximum steerable
angle due to the very small array pitch of 0.3 Asge. The aggregate effect of an uneven
k-space coverage and decreased phased array performance on resolution will be

investigated later in 5.4.
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5.3. Methodology — finite element model and

experimental setup

The finite element study was conducted using the model introduced in section 4.3. The
outline of the model is presented in Figure 5.4. Here circumferential extents of the
phased array between 20 % and 100 % were modelled. Three circumferential positions
of the crack with respect to the centreline of the array were considered: 0°, 90° and 180°.
Zero-axial length, part-circumferential, part-depth planar cracks of 3 % to 40 %
circumferential extents (0.3 Asm to 4.1 Asm) and 50 % through wall thickness depth were

modelled by disconnecting adjacent elements.

The setup used in the experiments was the same as the one described in section 4.4 and
it is schematically outlined in Figure 5.4. For each notch length the ultrasonic data using
different array circumferential extents (20 % to 100 %) and positions (0°, 90° and 180°)
was collected together with data used in chapter 4 during the same experiment. The
limited circumferential array was simulated by using only parts of the transduction ring
array. For each considered array circumferential extent the array was virtually rotated by

setting the array centre at 0°, 90° and 180° position with respect to the notch centre.

Variable Noise
circumferential measurement Crack Cut
extent array section position end

- L |

L 1 1 L

1 1 1 1 »
0 0.5 1 1.6 2 2.5 3 3.6 4 [m]

Figure 5.4: The outline of the guided wave inspection setup considered in the FE and experimental

studies.
In the experiments FMCPWI was used for imaging instead of regular PWI. This is because
PWI suffered from unexplained coherent noise when using array circumferential extents

between 70 % and 80 %, regardless of the circumferential position of the array. Figure 5.5
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0 1 6o% 70% 100%
X [m] Array circumf. ext.

Figure 5.5: The comparison of unwrapped pipe PWI reconstructions of 2.1 Asuo long (20 % of the
circumference), 50 % through wall thickness deep crack at 1.8 m awial distance from the array at 0°
crack circumferential positions using a range of array circumferential extents. The reconstructions are
based on the experimental data.

compares PWI reconstructed images of an arbitrary 2.1 Asyy long notch with 60 %, 70 %
and 100 % array circumferential extents. In reconstructions using 60 % and 100 %
array circumferential extents, the notch indications represent the notch length with
expected accuracy, despite some coherent noise observed near defect indication for
60 % array extent. The notch indication in the PWI image reconstructed using 70 %
array circumferential extent is of much lower amplitude compared to the two other
reconstructions and it does not represent the notch length accurately. The attempt to
estimate the length of the notch from the reconstruction leads to its severe
underestimate. The same phenomenon was observed for all considered notch lengths
and positions around the circumference with respect to the centre of the array. The
most likely cause of the issue is the destructive interference of the coherent noise with
waves scattered from the notch. The phenomenon did not appear in the FE simulations,

hence the problem was related to the experimental setup. The author conducted a
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thorough investigation into the problem.

First, the spare row of transducers in the ring was used in the acquisition process to rule
out the faulty transducers. This had virtually no influence on the results and the coherent
noise was still present. Subsequently, the influence of transduction ring axial and
circumferential positions as well as the influence of balancing coefficients was investigated,
however no improvement was observed. The issue persisted regardless of the frequency of
excitation. Next, the setup was modified so that waves were transmitted with the
Verasonics Vantage™ 32LE phased array controller, but the response was acquired via
the HS5 Handyscope paired with Olympus amplifier. This way it was confirmed that
the presence of the coherent noise is associated with the transmission stage of the
acquisition process as data acquired with the Handyscope still contained the noise.
Subsequently, the filtering of waves travelling at angles outside the range of -28° and
28° from the PWI ultrasonic data was implemented in the same fashion as the method
presented in section 3.8 for FMC based imaging techniques. The filtering did not
remove the coherent noise. Finally, the author conducted an extensive FE study in the
search for the potential cause of the coherent noise, however neither changing
transducer element size, simulation of the transducer imbalance nor changing the
position of the crack yielded the results resembling the observed issue. Therefore, it
was speculated that the coherent noise is likely caused by severe variations between
the channel output levels of the phased array controller. Unfortunately, only one low
frequency phased array controller capable of controlling the 40 element array was
available, hence the FCMPWI was used in experiments since the FMC ultrasonic data
did not suffer from the same issue. Because FMCPWI was shown in the previous
chapter to achieve insufficient incoherent SNR to detect small subwavelength defects,

only notches longer or equal to 0.6 Asyy were considered in this chapter.

Throughout the experiments and FE studies the range of transmitted waves was kept
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between -28° and 28° to avoid unwanted circumferential guided wave modes, and the
transmission angular step was kept at 1°. 3 helical paths were used for focusing on
reception and a 50 kHz centre frequency, 5-cycle Hann windowed tone burst excitation

was used.

The resolution and SNR measurements were conducted in the same fashion as

described in section 4.2.

5.4. Results and discussion

This section evaluates and compares the performance of the PWI method using
different circumferential extents of the array. The comparison is based on PWI (FE)
and FMCPWI (experiments) reconstructions of a range of part-circumferential part-

depth cracks/notches at three positions around the pipe circumference.

5.4.1 Finite element results

The PWI reconstructions of a 1.3 Asm long, 50 % through wall thickness deep crack at
an arbitrary 1.8 m axial distance from the array obtained using array circumferential
extents between 20 % and 100 % for (a) 0°, (b) 90° and (c¢) 180° crack circumferential
positions with respect to the centreline of the array are presented in Figure 5.6.
According to the figure, cracks can be reliably detected and located using array
circumferential extents of 50 % and above regardless of their position around the pipe
circumference. With the decrease in the array circumferential extent there is an
increase in coherent noise artefacts. For arrays extending on to less than a half of the
circumference, the crack indication cannot be distinguished from these artefacts, which
hinders reliability of pipe inspection with such array extents. The reasons for this
phenomenon are the severe decrease in k-space available for imaging, the increase in

the side lobe amplitude, the impaired modal control and the decreased focusing
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Figure 5.6: Comparison of unwrapped pipe PWI reconstructions of 1.8 Aswp long (18 % of the

circumference), 50 % through wall thickness deep crack at 1.8 m axial distance from the array at (a)
0°, (b) 90° and (c) 180° crack circumferential positions using a range of array circumferential extents.
The reconstructions are based on FE data. [P2]

160



Chapter 5

performance, all caused by substantial decrease in aperture length and number of array
elements. Therefore, only array circumferential extents above 50 % are considered in

the rest of this chapter.

To assess the impact of the partial circumferential array on PWI resolution and defect
sizing accuracy, FWHM crack length estimate curves were plotted in Figure 5.7 for
60 % to 100 % array circumferential extents and 0°, 90° and 180° defect positions
around the pipe circumference with respect to the array centreline. The 50 %
circumferential array was omitted because the coherent SNR was not sufficient to
reliably size small cracks. The plots reveal that in the case of all three considered crack
circumferential positions, the crack length estimate curves for all presented array
circumferential extents depart from the 45° line of the ideal size estimate around the

same value of 0.9 Aggy. This is the maximum achievable resolution.

The error in crack length estimate is given by the deviation of the FWHM curves from
the 45° line for the perfect estimate. For a typical fully circumferential inspection,
within its resolution limits, the error is less than 10 - 15 % and typically much less
than that as discussed in section 4.6. The curves representing the fully circumferential
array are marked with solid blue curves in Figure 5.7(a-c). According to Figure
5.7(a, ¢) in the case of the 0° and 180° crack positions the crack sizing error for all
considered array percentage extents is within 20 %. This would mean that reducing
the circumferential extent of the array only slightly decreases the crack sizing accuracy.
However, as can be seen in Figure 5.7(b), for the 90° crack position, limited array
circumferential extents result in a crack length estimate error exceeding the typical
values for larger cracks (>2 Asm). For these larger cracks the sizing error is inversely
proportional to the array circumferential extent which indicates the negative influence
of limited circumferential array on the reconstructed images. Because the inaccurate

sizing appears only for one circumferential position it is taken to be associated with
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Figure 5.7: FWHM crack length estimate plots from PWI reconstructions with 60 % to 100 % array

circumferential extents and (a) 0°, (b) 90° and (c) 180° crack circumferential positions with respect to

SHO]

array centreline. The planar cracks were 50 % through wall thickness deep at 1.8 m away from the
array. The 45° green dashed lines are the perfect crack length estimate lines. The results are based on
data from the FE simulations. [P2]

coherent noise caused by the limited extent of the array. This is further supported by
the fact that at this position, the crack length estimate curves converge to the fully
circumferential curves for the smaller defects and they depart from the 45° line of the

ideal size estimate at similar values indicating comparable resolution.

The author observed and has heard from other researchers in the field that coherent

noise indicated in FE simulations is sometimes higher than the actual coherent noise
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observed in the experiments. While the physical nature of this difference is yet to be
determined, the effect might be associated with stronger coherence of multiple signals
in the simulations compared to experiments; the components of the signals that

combine to make a coherent noise signal are precisely matched in simulation but could
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Figure 5.8: Coherent SNR versus true crack length plots obtained from PWI reconstructions using 60 %

SHO]

to 100 % array circumferential extents and (a) 0°, (b) 90° and (c) 180° crack circumferential positions
with respect to array centreline. The results are based on the FE data. [P2]
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have some phase variations in experiments. Therefore, the experimental results will
determine the actual performance of the limited circumferential array and whether

coherent noise indicated in Figure 5.7(b) negatively affects it.

As was discussed in section 4.6, the sizing accuracy can be improved by using the
FWHM plots presented in Figure 5.7 as sizing correction charts similarly to method
proposed in [198]. The exact defect size can be found by mapping the defect indication
measured from the PWI reconstruction onto the FWHM curve plot for a given array

circumferential extent.

In Figure 5.8, the influence of different array circumferential extents on the coherent
SNR in the FE PWI reconstructions is quantified in the form of SNR plots for a range
of crack lengths and (a) 0°, (b) 90° and (c) 180° crack circumferential positions. As
expected, the SNR achieved using a fully circumferential array is always the highest
regardless of the crack circumferential position. For larger cracks the SNR curves
obtained using fully circumferential array plateau at around 18 dB. The general trend
of decrease in coherent SNR with decrease in array circumferential extent is clearly
visible. The SNR curves obtained using 60 % array circumferential extent are on

average around 5 dB lower compared to the fully circumferential array curves.

5.4.2 Experimental results

Figure 5.9 compares the experimental FMCPWI reconstructions of a 1.4 Agm long,
50 % through-wall-thickness deep notch 1.8 m away from the array, obtained using
array circumferential extents between 20 % and 100 %. The investigated notches are
at (a) 0°, (b) 90° and (c) 180° circumferential positions with respect to array centreline.
The presented experimental reconstructions confirm the FE findings for PWI from the
previous subsection. Array extents below 50 % are not suitable for reliable detection

of notches in pipes. While it is possible to detect notches longer than a wavelength

164



Chapter 5

0
-5
-10
-15dB
-20
-25
S0 1 30
X [m] 20% 30% 40% 50% 60% 70% 80% 90%
Array circumferential extent
0r r . o W N i
(b) y : £ i
] -
—_2r
E
Nj3l
4+
S0 1 -30
X [m] 20% 30% 40% 50% 60% 70% 80% 90%\100%
Array circumferential extent Ciit end
Or |
(c)
] i x
!—2 r " ._'.'
E ;
N3t 75 ‘

0 1
X [m] 20% 30% 40% 50% 60% 70% 80% 90% 100%

Array circumferential extent

Figure 5.9: Comparison of unwrapped pipe FMCPWI reconstructions of an arbitrary 1.4 Asw long,
50 % through wall thickness deep notch at 1.8 m axial distance from the array at (a) 0°, (b) 90° and
(¢) 180° notch circumferential positions using a range of array circumferential extents. The results are
based on the experimental data. [P2]
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with the 50 % circumferential array, it is not possible to reliably distinguish notches
shorter than the wavelength from the noise which obstructs their detection. Arguably,
detection of shorter notches would be possible if PWI was used instead of FMCPWI,
thanks to its superior SNR. However, this needs to be confirmed experimentally in the
future. The array extents of 60 % and above provide much more reliable notch
detection, including sub-wavelength notches. The slightly inferior quality of
experimental reconstructions compared to the FE results is caused by the additional
incoherent noise which was not present in the FE study. In section 4.7, in the case of
the fully circumferential array, PWI was shown to achieve significantly higher
incoherent SNR compared to FMC based methods. Therefore, it is expected that if

PWI was used instead of FMCPWI, much better SNR would be achieved.

To quantitatively assess the resolution and sizing accuracy of the experimental
implementation of FMCPWI with limited circumferential access the FWHM crack
length size estimate plots obtained from reconstructions using 60 % to 100 %
circumferential extents are presented in Figure 5.10 for (a) 0°, (b) 90° and (c) 180°
notch circumferential positions. The FWHM sizing curves obtained from experiments
closely coincide with the FE curves in Figure 5.7 successfully validating the FE
findings. The experimental curves depart from the 45° line of the ideal size estimate
around 1 Agmy crack length though small variations of this value are observed for
different notch circumferential positions and array extents. Therefore, it can be
concluded that the lateral resolution of the imaging system with array circumferential
extent between 60 % and 100 % is 1 Asm which is marginally inferior to the resolution
observed in the FE study. Both the FE and experimental curves indicate that the
reduction of array circumferential extent to 60 % has limited influence on the achieved
resolution. This means that the additional k-space coverage due to the temporal

bandwidth of the typical Hann windowed tone burst excitation (see Figure 5.2(c,d))
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makes up for the missing spatial sampling due to the limited circumferential extent of
the array. According to Figure 5.10, for 70 % to 100 % array circumferential extents
and 0° to 180° notch positions the sizing error is predominantly less than 20 % and

usually much less than that. The 60 % array extent provides slightly inferior sizing
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error. The increased sizing error for larger defects observed in the FE results presented

in Figure 5.7(b) for 90° crack position does not appear in the experimental results.

In Figure 5.11 the influence of different array circumferential extents on the aggregate
(coherent and incoherent) SNR in the experimental FMCPWI reconstructions is
quantified in the form of SNR plots for a range of crack lengths and (a) 0°, (b) 90°

and (c) 180° crack circumferential positions. Counterintuitively, experimental SNR
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Figure 5.11: Aggregate SNR wversus true crack length plots obtained from experimental FMCPWI

SHO]

reconstructions using 60 % to 100 % array circumferential extent and (a) 0°, (b) 90° and (c) 180° crack

circumferential positions with respect to array centreline. [P2]
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curves indicate a higher SNR compared to FE simulations as discussed earlier in section
4.7. This is caused by the tendency of the FE simulations to overestimate coherent
noise in the closed geometries such as a pipe. The differences in SNR curves between
different array circumferential extents are smaller compared to the differences observed
in FE study. This agrees with the qualitative visual inspection of FMCPWI
reconstructions with array extents of 60 % and above presented in Figure 5.9, where
the level of incoherent noise speckles is similar for 60 % to 100 % circumferential
extents. While in Figure 5.11(b,c) one could notice a slight degradation of SNR
performance with the decrease in array circumferential extent, because the differences
between the SNR levels are small, the slight fluctuations of the curves due to the
random nature of the incoherent noise make it hard to observe this phenomenon. The
main reason for the discrepancy between the FE and experimental SNR is the
domination of the incoherent noise in the experiments (discussed earlier in section 4.7)
and the lower significance of the coherent noise than indicated in the FE study.
Nevertheless, the overall shape of the SNR curves in the experimental and FE studies
is the same. For notches shorter than 1.5 Asyy the SNR steeply increases with the
increase in the notch length and the SNR curves plateau when the notch length is
above 1.5 Asm. The shape of the SNR curves is primarily governed by the shape of the
defect indication amplitude curves (e.g. presented for fully circumferential array in
Figure 4.24). Based on the results presented in Figure 5.11, it can be concluded that
the SNR achieved with array circumferential extents above 60 % is sufficient for
reliable detection of notches. Because SNR is higher than 6 dB for notches longer than
the resolution it is sufficient to estimate the lateral length of the notches using FWHM

method.

In section 4.8 it was shown that it is possible to estimate crack depth from its indication

in the reconstructed image wusing a fully circumferential array. When the
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circumferential extent of the phased array is limited, additional complexity arises. As
discussed in section 5.2, the reduced array extent results in the uneven illumination
and reception throughout the pipe. Consequently, the crack indications in different
positions would have slightly different amplitudes. Therefore, this would have to be

accounted for when estimating the crack depth using a partial circumferential array.

5.5. Summary

This chapter investigated the impact of a limited circumferential phased array on the
performance of SHO guided wave PWI (FE simulations) and FMCPWI (experiments)
in pipes. It was analytically established that limiting the circumferential extent of the
array has a negative impact on the k-space data available for imaging and the phased
array focusing performance, however, some of the adverse effects are mitigated by the
temporal bandwidth of a typical probing Hann-windowed wavelet. The FE and
experimental studies compared the key performance indicators such as lateral
resolution and SNR for a range of different array circumferential extents in 0°, 90° and
180° circumferential positions with respect to the centreline of the array. The
experimental results supported the validity of the FE findings. It was concluded that
while a fully circumferential array provides the best performance of synthetic focusing
imaging, it is not essential for reliable pipe inspection. The detection and location of
cracks above a wavelength is possible with arrays above 50 % of the circumference,
however, array circumferential extents of at least 60 % are required for the reliable
detection and location of shorter cracks, and sizing of cracks longer than the resolution.
In general, restricting the circumferential extent of the array to 60 % results in a slight
decrease in SNR, however, it has a limited impact on the achievable resolution. Array
circumferential extents below 50 % result in the presence of strong coherent and
incoherent noise artefacts making it impossible to distinguish the crack indication from

the noise and hence these circumferential extents are not suitable for pipe inspection.
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6. Conclusions and future work

6.1. Thesis review

In this thesis the high resolution synthetic focusing imaging methods such as TFM and
PWI were adapted to pipe GWT. Their performance was evaluated and compared
against the current state-of-the-art technique in GWT, CSM. The influence of limiting
array circumferential extent on the imaging capabilities was investigated to address

the inspection scenarios where there is only partial circumferential access.

In chapter 2, the fundamentals of elastic wave propagation in solids were outlined with
the main focus on guided waves in plates and pipes. The chapter discussed the current
implementations of guided waves to NDT of pipes, and briefly outlined their

capabilities and limitations.

Chapter 3 of the thesis revised the popular two dimensional synthetic focusing imaging
algorithms such as CSM, TFM and PWI. The theoretical framework for the adaptation
of these imaging techniques to pipe GWT was outlined, followed by a discussion on
resolution achievable by guided wave phased array imaging setup using a fully
circumferential transduction ring in pulse echo configuration. Subsequently, the
adaptation of the considered imaging techniques to pipe GWT was presented. A spatial
Fourier domain filter removing undesired coherent noise from the FMC data was
proposed to improve coherent SNR of FMC based methods. Then, a novel guided wave
PWI transduction setup was introduced to allow the suppression of the unwanted
fundamental SO mode and hence to improve the coherent SNR. Finally, a method
transforming FMC data into ultrasonic data corresponding to PWI acquisition was

presented.

In chapter 4 the methodology for resolution and SNR measurements from the
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reconstructed images was introduced. This was followed by the outline of the FE model
and the experimental setup. Next, a study on the selection of the optimal imaging
parameters for synthetic focusing imaging methods was conducted using the FE
simulations. Subsequently, the performance of CSM, TFM, PWI and FMCPWI was
evaluated and compared in terms of the lateral resolution, defect sizing accuracy and
SNR using FE and experimental studies. Following, the potential for crack through
wall thickness depth estimation from the PWI reconstructions was presented. Then,
the performance of the SO cancelling transduction setup was evaluated based on the
FE results. The chapter concluded with the discussion on generalisation of the results

for different axial positions of a crack, different frequencies and pipe diameters.

Chapter 5 begins with the analytical analysis of the influence of the limited
circumferential access on the reconstructions using synthetic focusing imaging. This is
followed by the investigation of the practical consequences of reducing the
circumferential extent of the phased array based on FE and experimental studies. The

considered key performance indicators were lateral resolution, defect sizing accuracy

and SNR.

6.2. Main findings

The current ultrasonic pipe GWT systems are designed to achieve high volumetric
coverage from a single device position. The ability to inspect tens of metres of pipe in
a single acquisition, comes at the price of limited individual defect characterisation.
Hence, GWT is typically deployed as a screening method. The areas where potential
defects are indicated are then inspected using more quantitative local techniques, such
as bulk wave phased array ultrasonic testing, which allow for defect characterisation.
It is often the case that the access to the pipe is very limited and consequently the

local follow-up inspections are not possible. Examples of such inaccessible locations
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include certain crucial tubular components within the UK’s AGR nuclear power plants.
EDF Energy was the industrial partner for this project, and the primary motivation
behind it was the inspection of pipes that extend into the restricted high radiation
zone of the reactor. These pipes can be partially accessed from zones with lower levels
of radiation from where GWT can be deployed. In such inspection setups, individual
defect characterisation has to rely on GWT, and therefore an improvement in this

method is needed to address such inspection scenarios.

Phased array synthetic focusing imaging is frequently utilized in bulk wave ultrasonic
testing to identify, locate, and characterize defects in material. By implementing these
imaging techniques to pipe GWT, it would be possible to achieve similar results with
guided waves. Therefore, in this thesis high resolution synthetic focusing imaging
methods CSM, TFM, PWI and FMCPWI were adapted to inspection of pipes using
guided waves. The proposed adaptation is based on the plate-pipe analogy in which
analysis of guided waves in pipe is approximated by analogical analysis of guided waves
in an unwrapped infinite periodic plate neglecting the curvature. The adaptation of
the imaging algorithms uses the local plate guided wave solutions instead of the global
pipe guided wave solutions suggested in the literature. This allowed for simplification
of the imaging algorithms, avoidance of dispersion considerations and retrieval of a

wider range of spatial frequencies during the reconstruction process.

To evaluate and compare the performance of the considered synthetic focusing imaging
methods in a fair way, the optimal imaging parameters were investigated. It was
observed that during FMC and PWI acquisitions the undesired fundamental SO mode
is excited in the circumferential direction as a by-product of the SHO excitation. It
results in artefacts in the form of periodically appearing noise bands corrupting the
reconstructed images. It was established that the coherent noise due to the SO mode

can be successfully mitigated by the reduction of the transmission angles in PWI to
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the range between -28° and 28° and by analogical filtering out the waves travelling at

angles outside this range from the FMC data used for TFM.

It was shown that the range of angles on transmission and reception that can be
effectively used for focusing during reconstruction is limited by the coherent noise and
the angular reflectivity of the SHO mode. Until a certain point the increase in the
resolution thanks to wider transmission/reception angular range outweighs the
negative impact on the coherent SNR. However, beyond this point the increase in the
resolution is negligible and the further increase in transmission /reception angular range
degrades the image quality. Through the investigation of this trade-off it was
established that the optimal range of transmission angles in PWI and FMCPWI was
between -28° to 28° and for TFM the optimal number of helical paths used for focusing
on transmission was 3. On reception, 3 helical paths were found to be optimal for all

considered imaging methods.

The performance of the reconstruction methods implemented with the optimal imaging
parameters was then evaluated and compared in terms of resolution, sizing accuracy
and SNR. It was shown that PWI, FMCPWI and TFM achieve practically identical
resolution of 0.9 Asmy which is superior to the resolution of 1.4 Agsy achieved by CSM.
The FMC based methods produce images with a substantially lower SNR compared
to the methods involving plane wave acquisition, namely PWI and CSM. The lower
SNR was attributed to incoherent noise. Consequently, TFM and FMCPWI were
insensitive to smaller notches in experiments, indicating that these techniques should
not be deployed without incoherent noise mitigation methods. While PWI and CSM
achieved sufficient SNR to detect the smallest introduced notch removing 1 % of the
cross sectional area of the pipe, PWI achieves better resolution with significantly higher
overall SNR making it a more attractive choice for pipe GWT. Hence this technique

was used in the remainder of the study. Within the resolution limit, the maximum
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error in the crack length estimate from the images reconstructed using PWI was shown
to be between 10 % and 15 %, with a typical error much smaller than that. The error

could be minimised with the use of size correction charts.

Through the FE simulations, it was demonstrated that the amplitude of the crack
indication is proportional to its depth. This finding suggests the potential for
estimating the depth of a crack through wall thickness from reconstructed images,
assuming the crack's length exceeds the resolution limit. Some discrepancies between
the FE results and the experiments were observed and were attributed to the fact that
while FE study investigated zero-volume cracks, the experimental notches had axial
extent, resulting in reflections from their front and back faces, as observed in the
literature. However, further investigation is needed to definitively determine the cause

of these discrepancies.

During the transmission of the SHO guided wave mode with shear contact transducers
inevitably the unwanted SO mode is excited which can result in artefacts and decreased
SNR in the reconstructed images. A novel PWI transduction setup was proposed to
supress the transmission of the SO mode during PWI acquisition. In the FE study it
was shown that the transduction setup achieves practically a complete suppression of
the undesired mode. The false cut-end echo artefact due to the SO mode was reduced

by at least 20 dB to levels indistinguishable from the background noise.

It is often the case that access to the full pipe circumference is limited in hard-to-reach
inspection scenarios. Therefore, this thesis investigated a deployment of guided wave
synthetic focusing imaging in pipes where there is access to only part of the
circumference. It was analytically demonstrated that limiting the circumferential
extent of the array has a negative impact on the range of spatial frequencies available
for imaging and the phased array focusing performance, however, some of the adverse

effects are mitigated by the temporal bandwidth of a typical probing Hann-windowed
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tone burst. Additionally, the study revealed that a restricted circumferential span of
the array results in a varying range of spatial frequencies available for imaging around
the pipe circumference. This stands in contrast to the constant range of spatial
frequencies around the circumference when utilizing a fully circumferential array. From
the FE and experimental studies it was concluded that while a fully circumferential
array provides the best performance of the synthetic focusing imaging, it is not
essential for reliable pipe inspection. The detection and location of cracks longer than
a wavelength is possible with arrays above 50 % of the circumference, however, array
circumferential extents of at least 60 % are required for the reliable detection and
location of shorter cracks, and lateral size estimation of cracks longer than the
resolution. In general, restricting the circumferential extent of the array to 60 % results
in a slight decrease in SNR, however, it has a limited impact on achievable resolution,
which was shown to decrease from 0.9 Asup to 1 Agme. Limiting the array extent resulted
in the increase of the maximum error in crack length estimate from the reconstructed
images to 20 %, however the typical error was much smaller than that and it can be
reduced with the use of size correction charts. Array circumferential extents below 50
% result in the presence of strong coherent and incoherent noise artefacts making it
impossible to distinguish the defect indication from the noise and hence these

circumferential extents are not suitable for pipe inspection.

During the EngD project a prototype pipe inspection tool for high resolution synthetic
focusing imaging using guided waves was created by the adaptation of the design of
the commercially available Guided Ultrasonics Ltd. [1] transduction ring. The
developed prototype tool allowed for individual control over each transducer and had
narrower circumferential spacing between the elements compared to the commercial
transduction ring. The narrower spacing was required to provide sufficient spatial

sampling, allowing the use of higher excitation frequencies for imaging applications in
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order to achieve better resolution. Individually addressed elements were a substantial
departure from the 8 channel per transducer row approach used in the industry so far.
The successful implementation of the prototype inspection tool in the experiments and
a good agreement between the FE and experimental results served as a proof of concept
that the high resolution synthetic focusing imaging can be effectively deployed to pipe

GWT.

6.3. Suggestions for future work

The study presented in this thesis was concerned with part-circumferential part-depth
planar cracks with face perpendicular to the axial direction of the pipe because this
was a particular focus of interest for the industrial partner of the EngD programme.
However, in other industries, e.g. oil and gas, corrosion is the main concern, so it would
be useful to investigate the performance of synthetic focusing imaging techniques for

corrosion morphologies.

The project proposed the SO mode cancelling PWI transduction setup, to eliminate the
artefacts caused by the presence of the unwanted mode. The reduction of the
transmitted SO mode to levels indistinguishable from the background noise was shown
in the FE simulations. The concept was not studied experimentally due to limitations

of the available hardware, hence an experimental validation is yet to be completed.

In section 4.8, it was demonstrated that crack depth can be estimated from the crack
indication amplitude in the reconstructed image. It was shown that the crack
indication amplitude varies with the axial extent of the part-depth crack. Because the
notch used in the experiments had an axial width of 3 mm, the recorded amplitude
was higher compared to the one observed for the zero volume crack in the FE
simulations. The typical part-depth cracks in pipes have a very narrow width and

hence they can be considered as zero volume cracks. Therefore, it would be beneficial
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to conduct experiments with zero volume cracks or very narrow notches to show
whether the FE predictions of crack indication amplitude as a function of crack depth
and length are accurate enough to be used for crack depth estimation. It would also
be useful to develop an analytical expression for crack indication amplitude in PWI

reconstructions with a wide range of probing wave angles.

In this thesis synthetic focusing imaging methods were deployed in a relatively short
pipe. The next step would be to investigate the performance of these methods in longer
pipes. In long range applications, to maintain quasi constant resolution throughout the
pipe, the number of helical paths used for focusing would have to progressively increase
with distance. Moreover, in longer pipes, the phase velocity error due to plate/pipe
approximation could become noticeable and lead to blurring of reconstructed features
far away from the array. Hence, it would be beneficial to correct for phase velocity
variations with angle of propagation. Additionally, longer pipes typically contain

welds, hence the effect of welds on imaging results would need to be studied.

In the experiments, a partial circumferential array was simulated by using only part
of the transduction ring for transmitting and receiving the ultrasonic waves. To
implement guided wave synthetic focusing imaging to practical inspection of pipes with
limited circumferential access, a new transduction device needs to be developed. In the
project presented in this thesis a fully circumferential ring of piezoelectric shear contact
transducers was used. The rigid ring chassis clamped onto the pipe provided an even
coupling of the transducers via a spring loaded assembly at each element, ensuring an
even force pushing each transducer against the surface. Such an attachment method
would not be feasible with access to only part of the circumference. An attractive idea
worth exploring would be to use a partial circumferential phased array consisting of
guided wave electromagnetic acoustic transducers (EMATS) instead of piezoelectric

transducers. EMATs do not require direct coupling to the specimen surface and
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because they consist of magnets, they can be readily attached to the ferromagnetic
pipes. The idea of an EMAT phased array was explored for example in [207], and the
use of an array of EMATs for guided wave structural health monitoring was
investigated in [134,135,138,139]. PWI would be a preferred method for deployment with
EMAT phased arrays because it provides high acoustic energy during each acquisition
thanks to excitation of waves with all the array elements. This would partially
compensate for a much lower amplitude of ultrasonic waves excited with EMATSs
compared to piezoelectric transducers. If connections between the EMAT phased array
elements would be flexible (i.e. the array could conform to different curvature profiles),
the same array could be deployed for inspection of different pipe sizes. This would
create an opportunity for inspection of other ferromagnetic plate like structures with
small curvature (i.e. where effects of the curvature can be neglected) such as tanks,

boilers and pressure vessels.
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