
1.  Introduction
Breaking wind-generated gravity waves on the ocean surface that entrain sufficient amounts of air are seen as 
white patches and are called whitecaps (Monahan, 1986). The high volume of air entrained in these whitecaps, 
in the form of surface foam cells and subsurface bubbles, gives rise to the broadband scattering of light which 
results in their characteristic white appearance and associated high albedo (Frouin et al., 1996; Koepke, 1984). 
Whitecaps mark areas on the ocean surface where enhanced ocean-atmosphere exchange of energy, momentum 
and material occurs. Therefore, whitecaps play a fundamental role in ocean-atmosphere exchange and hence help 
to influence the evolution of weather and climate (Deike, 2021; Melville, 1996).

Much of what is known about the physics of breaking waves has been determined through careful laboratory 
experiments that have measured quantities such as energy dissipation and fluid turbulence, breaking speed and 
duration, Lagrangian mass transport, air entrainment, bubble plume depth, evolving foam area and the role of 
surfactants in foam stabilization (e.g., Callaghan et  al.,  2016; Cao et  al.,  2023; Deane et  al.,  2016; Deane & 
Stokes, 2002; Duncan, 1981; Lamarre & Melville, 1991; Lenain et al., 2019; Rapp & Melville, 1990; Sinnis 
et al., 2021; Tian et al., 2010). The laboratory experiments allow for: (a) the properties of incipient breaking 
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waves to be carefully controlled, (b) the precise placement of instrumentation to collect accurate measurements 
of surface and sub-surface flow properties, and (c) the careful manipulation of water chemistry. These kinds of 
detailed studies cannot be easily replicated in the field due to the associated practical difficulties.

In field studies, much of what has been learned about the occurrence of whitecaps has been achieved using 
a variety of remote sensing approaches such as using visible and infra-red cameras mounted in close proxim-
ity to the sea surface, radar, underwater passive acoustics and satellite-based sensors operating in the optical, 
near-infrared, shortwave infrared and microwave bands of the electromagnetic spectrum (e.g., Anguelova & 
Webster, 2006; Bondur & Sharkov, 1982; Callaghan et al., 2008; Ding & Farmer, 1994; Kubryakov et al., 2021; 
Malila et al., 2022; Melville & Matusov, 2002; Monahan, 1971; Phillips et al., 2001; Scanlon & Ward, 2016; 
Sutherland & Melville, 2013; Zou et al., 2022). Of the above-water remote sensing methods, the use of cameras 
provides the most convenient way to gather information on the spatial properties and statistics of individual 
whitecaps. The focus of this paper is to compare remote sensing measurements of individual surface whitecap 
characteristics made in the laboratory and the field using above-water optical cameras.

The seminal work of Duncan (1981) provided a framework in which to relate the phase speed of a quasi-steady 
laboratory breaking wave (c) to the rate of energy dissipated during the breaking process per unit breaking crest 
length (ϵl—[W m −1]) following

𝜖𝜖𝑙𝑙 = 𝑏𝑏𝑏𝑏𝑏𝑏−1𝑐𝑐5,� (1)

where b is the breaking strength parameter. Using Equation 1, estimates of ϵl for individual whitecaps could 
be made given measurements of c and an appropriate value of b. Remote sensing approaches are ideally suited 
to implement this approach in the field given the relative ease in which whitecaps can be identified in visible 
imagery of the sea surface. Furthermore, the work of Phillips (1985) provides a broader statistical framework in 
which the work of Duncan can be applied to populations of whitecaps. Indeed, the Duncan-Phillips framework 
has been used in studies of upper ocean turbulence, air-sea gas exchange and spectral wave modeling (Deike & 
Melville, 2018; Romero, 2019; Sutherland & Melville, 2013, 2015).

Notwithstanding these pioneering studies, the feasibility of the application of Equation 1 to estimate ϵl of individ-
ual whitecaps in the field has yet to be demonstrated due to challenges in constraining the value of b for individ-
ual whitecaps (Drazen et al., 2008). This is in contrast to laboratory studies in which b can be easily calculated 
and has been shown to be dependent on a measure of the slope of the breaking wave (Drazen et al., 2008). Field 
studies, therefore, have used the Duncan-Phillips framework to report average values of b, that is, beff, determined 
using an energy balance approach (Korinenko et al., 2020; Schwendeman et al., 2014; Zappa et al., 2016). While 
useful, this places limits on the depth of understanding on the variability of the energy dissipation of individual 
whitecaps that can be achieved. Alternative methods to estimate individual whitecap energy dissipation rates 
using remote sensing techniques are therefore needed.

One such alternative was presented by Callaghan et al. (2016), who outline a methodology developed in the labo-
ratory, to estimate the total energy dissipated (and its rate) by individual breaking waves. The laboratory breaking 
waves were formed using dispersively focused wave groups in the absence of wind-forcing or currents. That study 
found that the volume of the sub-surface two-phase flow integrated in time when the surface whitecap foam area 
is increasing during the active wave breaking period scales linearly with the total energy dissipated by the break-
ing wave. No corresponding increase in the inferred space and time-averaged dissipation rate of turbulence in the 
water was found, consistent with the concept of fluid-turbulence saturation presented in Deane et al. (2016). The 
volume time-integral (VTI) model was applied to the data sets of Duncan (1981), Lamarre and Melville (1991) and 
Blenkinsopp and Chaplin (2007) and good agreement was found across all four studies. The implication is that meas-
urements of the VTI for individual breaking waves can be used to estimate their energy dissipation. We note that Zou 
et al. (2022) have reported an underwater passive acoustic technique to estimate the breaking severity of individual 
whitecaps but we keep our focus in this paper to remote sensing techniques using above-water optical cameras.

The VTI for an individual breaking wave is expressed as

Δ𝐸𝐸𝑇𝑇 = Ω𝜌𝜌𝜌𝜌𝑜𝑜𝑧̂𝑧𝑝𝑝𝜏𝜏𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔� (2)

where ΔET is the total energy in Joules dissipated, Ω is a turbulence strength parameter with a value of 0.88 W kg −1, 
Ao is the maximum foam area of the whitecap, 𝐴𝐴 𝐴𝐴𝐴𝑝𝑝 is a foam area-weighted average bubble plume injection depth 
during active breaking and τgrowth is an integral timescale associated with the growth of the whitecap foam area 
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during active breaking. Callaghan et al. (2016) refer to 𝐴𝐴 𝐴𝐴𝐴𝑝𝑝 as a “penetration depth” and this terminology was used 
subsequently in Callaghan et  al.  (2017) and Callaghan  (2018, 2020). Here, we replace the term “penetration 
depth” with “injection depth” to emphasize that 𝐴𝐴 𝐴𝐴𝐴𝑝𝑝 characterizes the average depth bubbles reach during active 
air entrainment. Of course, further turbulent motion can advect bubbles to larger depths over much longer times-
cales, and we note that bubbles generated by wave breaking have been found at depths in excess of 30 m (Strand 
et al., 2020). However, we maintain that bubbles are not injected to these depths during active wave breaking.

To apply Equation 2 to individual whitecaps in the field, all the variables that define the VTI need to be deter-
mined from surface whitecap foam characteristics. This is relatively straightforward for Ao and τgrowth which can 
be measured directly. However, 𝐴𝐴 𝐴𝐴𝐴𝑝𝑝 needs to be estimated from a characteristic whitecap area decay time, τdecay, as 
shown in Callaghan et al. (2016). This approach can be complicated because the decay time for individual white-
caps can be influenced by the presence of surfactants which act to stabilize surface foam and lead to decay times-
cales larger than those expected in water free from surfactants. A methodology to identify, quantify and remove 
the effects of surfactant-driven foam stabilization in the decay time was presented and validated in Callaghan 
et al. (2017). While potentially very useful, the VTI approach has not yet been used to estimate distributions of 
energy dissipation for individual oceanic whitecaps.

Given the gap between the extensive measurements that are possible in the laboratory to constrain the energetics, 
surface and sub-surface properties of individual breaking waves compared to the more limited scope of field 
measurements, it is important to establish a set of measurements that can be made in the field which can apply 
what has been learned in laboratory experiments to oceanic whitecaps. Moreover, it is reasonable to ask the 
question “Are energy dissipation results derived from laboratory experiments on wave breaking directly appli-
cable to whitecaps in the field?”. This is a valid question because of the disparity in spatial and temporal scales 
between the breaking waves typically generated in the laboratory (𝐴𝐴 (1 𝑚𝑚) and 𝐴𝐴 (1 𝑠𝑠) ), and oceanic whitecaps  
(𝐴𝐴 (10 − 100 𝑚𝑚) and 𝐴𝐴 (1 − 10 𝑠𝑠) ). Additionally, while laboratory experiments can determine the energy dissi-
pated by individual breaking waves directly, similar approaches cannot be easily applied in the field. Therefore, 
estimates of whitecap energy dissipation produced by using either the Duncan (1981) or Callaghan et al. (2016) 
approaches cannot yet be directly verified in the field by independent measurement at the scale of individual 
whitecaps. What can be done, however, is to establish whether or not patterns of behavior found in laboratory 
breaking waves are also found in oceanic whitecaps and to then conclude if this is sufficient to reasonably apply 
laboratory-derived results to field data.

The goal of this paper is to compare and contrast the foam area evolution of oceanic whitecaps to laboratory 
breaking waves and to apply the VTI method to a data set of 508 individual whitecaps to estimate their associated 
energy dissipation. It is beyond the scope of this paper to compare and contrast the breaking speed measurements 
in laboratory breaking waves and oceanic whitecaps needed to evaluate the Duncan (1981) method and the reader 
is directed to the work of Kleiss and Melville (2010); Kleiss and Melville (2011) and Schwendeman et al. (2014) 
for further reading. This paper proceeds as follows. Section 2 introduces the laboratory and oceanic breaking 
wave data sets along with the approach to calculate all relevant variables. Section 3 presents and discusses the 
results while final conclusions are given in Section 4.

2.  Data Sets and Methodology
The data used here have been derived from measurements taken in both laboratory and field experiments. Full 
details of these experiments are provided in Callaghan et al. (2013, 2016) for the laboratory measurements and 
the field data are presented in Callaghan et al. (2012), and only the salient details are reproduced here.

2.1.  Laboratory Experiments

The laboratory experiments were conducted in a wave channel in the Hydraulics Laboratory at the Scripps Insti-
tution of Oceanography in 2012 (Callaghan et al., 2013). Air-entraining breaking waves were generated in seawa-
ter using a dispersive focusing method that allowed the position of the breaking to be controlled in a deterministic 
and repeatable manner. The seawater was pumped from La Jolla Shores and filtered before filling the wave 
channel. Wire wave gauges placed upstream and downstream of the breaking region allowed the time-integrated 
energy flux along the channel to be calculated into and out of a control volume centered on the location of the 
breaking wave and the energy dissipated by each individual breaking wave to be calculated.
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The breaking process was recorded by a pair of time-synchronised 1 mega pixel Red Lake Motion Pro X cameras 
at a frame rate of 30 frames per second: an overhead camera captured the evolution of the surface foam gener-
ated, and a side-viewing camera imaged the evolving sub-surface bubble plume. The water chemistry was altered 
through the addition of Triton X-100 in a concentration of 204 μg L −1 in order to mimic ocean conditions of 
medium productivity (Wurl et al., 2011). The purpose of adding Triton X-100 was to investigate any changes in 
foam lifetime at the water surface due to changes of the water's surface tension. For the purposes of description, 
the two experiments with different water types are referred to as “Filtered” and “Surfactant-Added.”

By varying the slope of the wave groups a series of 30 breaking waves varying from gently spilling to strongly 
plunging were generated. The overall slope of each breaking wave group was altered via two different methods, 
described in detail in Section 2c of Callaghan et al. (2013) and these are termed Amplitude Modulation (AM) and 
Spectral Modulation (SM) methods. The Filtered experiments used both methods of wave modulation, whereas 
the Surfactant-Added experiments used the SM method only. By employing the AM and SM methods breaking 
waves groups with the same nominal slope but different inherent spectral bandwidths were generated. We refer 
the reader to (Callaghan et al., 2013) for more details.

2.2.  Field Experiments

The field data were acquired during the Surface Processes and Acoustic Communication Experiment in 2008 
(SPACE08) from the Air-Sea Interaction Tower at the Martha's Vineyard Coastal Observatory (MVCO) south of 
Martha's Vineyard on the east coast of the USA. A 5 megapixel Arecont Vision camera with 17.5 mm Schneider 
lens was mounted 23 m above the mean sea level at an angle of 59° from the nadir. Sea surface images were 
recorded at a variable rate of between three and six frames per second, and wave data were recorded by an ADCP 
mounted 1.5 km north of the location of the camera. Meteorological data were recorded onshore by an anemom-
eter on the MVCO shore mast.

Individual whitecaps were identified in the sea surface images using a binary thresholding approach to separate 
whitecap foam from unbroken background water. The 508 whitecaps were manually tracked from their point of 
incipient breaking to the point where the foam patch could no longer be easily identified. This occurred when the 
foam patch dissipated, merged with another foam patch on the water surface or was advected out of the image 
footprint. The manual tracking process was labor-intensive but yielded a data set of high fideilty with each white-
cap carefully inspected throughout its observed lifetime. This process is described in more detail in Section 2.3.

Sea surface images were analyzed for breaking waves during 4 time periods. Table 1 in Callaghan et al. (2012) 
outlines the sea state properties and average wind speed for each of the four periods with key values reproduced 
here. Period I and Period II were characterized by relatively steady wind speed and direction with average wind 
speeds of 11.4 and 8.2 m s −1, and average wind directions from 31° and 340°, respectively. The sea state during 
Period I was mixed with a significant swell wave height (Hs,swell) of 0.63 m propagating from 156° and a signif-
icant wind-wave height (Hs,ww) of 0.44 m propagating from 125°. Period II was dominated by a decaying wind 
sea with Hs,ww = 0.55 m propagating from 226° while Hs,swell = 0.13 m propagating from 178°. Period III had 
a steady wind with an average speed of 5.7 m s −1 blowing from 70°. The sea state was swell-dominated with 
Hs,swell = 0.94 m propagating from 168°, with Hs,ww = 0.29 m propagating from 144°. Period IV directly followed 
Period III and was characterized by a rapid increase in average wind speed rising from 5.7 to 13.7 m s −1 and 
a change in the wind direction from 70° to 206° over a period of 1 hr. The sea state during Period IV was still 
swell-dominated as in Period III, but the wind-wave field was rapidly developing with Hs,ww rising to 0.47 m, with 
little change in the direction of propagation.

2.3.  Methodology

Figure 1 shows images taken of two laboratory breaking waves and an oceanic whitecap, along with their respec-
tive measured foam area time series. Panels a–e and f-j show a breaking wave generated in the Filtered and 
Surfactant-Added experiments, respectively, with panels k–o showing the oceanic whitecap. Corresponding foam 
area time series for these three breaking waves are shown in panels p, q and r, respectively.

In all cases, the foam area evolution is characterized by a rapid initial increase when the wave is actively break-
ing and entraining air beneath the water surface before decaying thereafter. The peak in foam area is denoted 
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as Ao, occurs at a time 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜
 and represents the time when foam area growth is balanced by foam area decay. The 

time 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜
 can be used to define a growth phase and a decay phase in the foam area evolution. In contrast to the 

growth phase, there is much more variability in the decay phase across all three examples shown. The decay 
phase is primarily controlled by two processes: bubble plume degassing and surfactant-driven foam stabilization 
(Callaghan et al., 2013; Masnadi et al., 2021). During the former, the surface whitecap is sustained as long as it 
is fed by a sufficient bubble flux from below. During the latter, the thin-film fluid drainage within the surface 
foam cells is reduced due to Marangoni forces arising from gradients in surface tension caused by variations in 
the surfactant loading on the foam cells (Henry, 2009). This causes the foam lifetime to increase over and above 
that expected in water free from surfactants.

Also shown in Figure 1p–1r is a growth-decay function of the form:

𝐴𝐴(𝑡𝑡) = 𝑐𝑐𝑜𝑜 𝑡𝑡
𝑛𝑛
exp(−𝑐𝑐1 𝑡𝑡)� (3)

where coefficients co, n and c1 have been determined via a least mean squares fitting of eqution 3 to the measured 
data. As discussed extensively in Callaghan et al.  (2016, 2017) Equation 3 describes the foam area evolution 

Figure 1.  Panels (a–e) show the evolving whitecap foam from a breaking wave generated in the Filtered seawater experiment captured with the overhead camera. 
Panels (f–j) show a breaking wave generated in the Surfactant-Added seawater experiment. Panels (k–o) show a similar view of an oceanic whitecap from the field 
experiment where the horizontal black bar represents a scale of 1 m. The final three panels (p, q and r) show the corresponding measured foam area evolution (black 
line) for the Filtered and Surfactant-Added laboratory breaking waves and the oceanic whitecap, respectively. The closed gray circles correspond to the least mean 
squares fit of Equation 3.
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data very well for the Filtered laboratory experiments which had a film pressure of 1 mN m −1. Film pressure is 
the difference in surface tension between surfactant-free water and a water sample and a value of 0 is expected 
for water free from surfactants. It is extremely difficult to completely remove surfactants from laboratory exper-
iments at this scale, and therefore we consider the Filtered experiments to represent conditions when the effects 
of surfactant-driven foam stabilization are minimal.

The decay phase foam area evolution data shown in Figure 1q for a breaking wave generated in the Surfactant-Added 
experiment shows a markedly different behavior compared to that shown in Figure 1p from the Filtered experi-
ment. The lower foam area rate of decay observed in the Surfactant-Added experiments is caused by an increase 
in film pressure to 4 mN m −1 from 1 mN m −1 after the addition of Triton X-100. As discussed in Callaghan 
et  al.  (2017), the effect of surfactant-driven foam stabilization is first reliably measureable at timescales of 
approximately 2𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜

 . Until this point, the trend in the foam area evolution for the two breaking waves is similar. 
This observation gives a period of time 𝐴𝐴

(

Δ𝑡𝑡 ≈ 2𝑡𝑡𝐴𝐴𝑜𝑜

)

 over which Equation 3 can be fitted to the foam area evolu-
tion data from the Surfactant-Added experiments to approximate the expected evolution of the foam area in the 
absence of surfactant-driven foam stabilization. The result of this fitting procedure is shown in Figure 1q and the 
associated decay phase is taken to be representative of the contribution expected from bubble plume degassing 
only. The patterns displayed in Figure 1 panels p and q are representative of the laboratory data set.

The corresponding foam area evolution of the oceanic whitecap depicted in Figures 1k–1o is shown in Figure 1r. 
It shows very similar trends to the laboratory data shown in panels p and q. A distinct rapid increase in foam area 
is followed by a more gradual decay. Equation 3 is fitted to the measured data over a time period of 0–2𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜

 , in 
a manner similar to the laboratory data. The fit is interpreted to be the expected foam area evolution driven by 
air-entrainment and bubble plume degassing only. The difference between the fit and the data from a time of 4 s 
onwards is interpreted to be indicative of the effects of surfactant-driven foam stabilization.

2.4.  Characteristic Foam Area Timescales

A variety of integral timescales to describe the foam evolution can be defined from the foam-area time series 
data. An integral growth timescale, τgrowth, can be calculated as 𝐴𝐴 𝐴𝐴𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 = 𝐴𝐴−1

𝑜𝑜 ∫
𝑡𝑡𝐴𝐴𝑜𝑜

0
𝐴𝐴(𝑡𝑡)𝑑𝑑𝑑𝑑 . If the growth phase 

were entirely linear, then 𝐴𝐴 𝐴𝐴𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 = 0.5𝑡𝑡𝐴𝐴𝑜𝑜
 would be expected. Similarly, an integral decay timescale is calcu-

lated following 𝐴𝐴 𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝐴𝐴−1
𝑜𝑜 ∫

∞

𝑡𝑡𝐴𝐴𝑜𝑜
𝐴𝐴(𝑡𝑡)𝑑𝑑𝑑𝑑 . Since the decay phase is controlled by both bubble plume degas-

sing and surfactant-driven foam stabilization, it is useful to separate τdecay into two components such that 
τdecay =  τdegas +  τstab: τdegas characterizes the timescale associated with bubble plume degassing only and τstab 
quantifies the additional time taken for the foam to decay in the presence of surfactants. τdegas is calculated in the 
same way as τdecay but using the fit of Equation 3 to the measured data as explained above. τstab is then simply 
calculated as τstab = τdecay − τdegas.

Because of variability in the laboratory data, Ao and 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜
 are taken from the fit of Equation 3 to the data. This is 

reasonable given that the estimated error on the foam area measurements is +16% to −9% due to the assumption 
of a flat water surface (Callaghan et al., 2013). For the oceanic data, Ao and 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜

 are taken from the measurements.

3.  Results and Discussion
The goal of the paper is to explore whether similarities between the foam area evolution of the laboratory break-
ing waves and the oceanic whitecaps can be established such that the understanding of the energy dissipation 
by laboratory breaking waves can be applied to oceanic whitecaps with confidence. Before doing so, it is useful 
to compare the measured foam area evolution curves for the entire data set comprising the laboratory breaking 
waves from the Filtered and Surfactant-Added experiments and the oceanic whitecaps from the field.

3.1.  Raw Data

Panels a, b and c in Figure 2 show the measured foam area evolution for all the breaking waves from the Filtered 
experiments (N = 20), the Surfactant-Added seawater experiments (N = 10) and the SPACE08 field observations 
of oceanic whitecaps (N = 508), respectively. Figure 2 panels d, e and f show the same data but plotted with a 
logarithmic y-scale. Immediately obvious is the disparity in spatial scales between the laboratory data and the 
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field data. The laboratory data are long-crested 2-dimensional waves whose width is constrained by the width of 
the wave channel and values of Ao range from 0.1 to 0.45 m 2. In contrast, the oceanic whitecaps Ao values range 
from 0.2 to 26 m 2, the latter being almost a factor of 30 larger in scale compared to the laboratory breaking waves. 
Total whitecap lifetimes for the laboratory data range from 1 to 5 s for the Filtered experiments increasing to 10 s 
for the longest lived foam patches in the Surfactant-Added experiments. The oceanic whitecap lifetimes encom-
pass the range of lifetimes from the laboratory data extending from about 2 to 20 s.

3.2.  Scaled Foam Area Data

Within the Filtered data set, the range of values of Ao and 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜
 varies by about a factor of 4 between the least and 

most energetic breaking wave. It is possible, however, to scale A(t) such that all foam area time series follow a 
similar trend. Figure 3 shows all the foam area data from the Filtered experiments where A(t) has been normalized 
by Ao (i.e., A(t)/Ao) and time has been normalized in a piecewise manner following:

𝑡𝑡∗ =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑡𝑡

𝑡𝑡𝐴𝐴𝑜𝑜

; 𝑡𝑡 ≤ 𝑡𝑡𝐴𝐴𝑜𝑜

(

𝑡𝑡−𝑡𝑡𝐴𝐴𝑜𝑜

𝜏𝜏𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

)

+ 1; 𝑡𝑡 𝑡 𝑡𝑡𝐴𝐴𝑜𝑜

� (4)

As seen in Equation 4, the growth phase time period is normalized by 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜 while the decay phase is normalized 
by τdegas. The former is representative of the breaking duration and the latter is representative of the time taken 
for the sub-surface bubble plume to degas which is expected to be closely related to the bubble plume injection 
depth (Callaghan et al., 2013). This dual scaling has the result of collapsing the foam area evolution data from all 
breaking waves as shown with a linear and logarithmic vertical axis in Figures 3a and 3b respectively. Figures 3c 
and 3d show the ensemble average of the same data in panels a and b, respectively, along with the ensemble aver-
age of the fitted form of Equation 3 to each individual breaking wave. The figures show that, with appropriate 

Figure 2.  Panels (a, b, and c) display the foam area evolution for the breaking wave studied in the Filtered and 
Surfactant-Added laboratory experiments and oceanic whitecaps, respectively. Panels (d, e, and f) show the same data but 
with a logarithmic y-axis. The black and blue squares in panel (f) denote 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜

 and the last foam area measurement, respectively, 
for display purposes.
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scaling, the foam area data display a self-similar behavior. This suggests that the foam area growth phase develops 
in a similar manner across the breaking waves studied here and that the degassing timescale is the most appropri-
ate timescale to collapse the decay phase when surfactant-driven foam stabilization is not important. It should be 
pointed out that Callaghan et al. (2016) found that τdegas followed a power law relationship with 𝐴𝐴 𝐴𝐴𝐴𝑝𝑝 , such that 𝐴𝐴 𝐴𝐴𝐴𝑝𝑝 can 
be estimated from τdegas determined with above water imagery. It is important to note that the normalized foam 
area data from the Filtered experiments diverge from Equation 3 for times t* > 3 and display features associated 
with surfactant-driven foam stabilization. This is not surprising given the experimental conditions and that the 
measured film pressure was non-zero. In any case this signal occurs at a very low value of A/Ao ≈ 3%.

The same scaling procedure described above was applied to the breaking wave data collected in the Surfactant-Added 
experiments and is displayed in Figure 4. Similarly to the Filtered data, there is a self-similar behavior to the 
scaled data during the growth phase of foam evolution, and up to times of t* ≈ 1.5 into the decay phase. Thereafter, 
the effects of surfactant-driven foam stabilization cause the data to depart from the Filtered data and show much 
more variability. The implication is that the presence of surfactants does not appreciably affect the growth phase 
foam area evolution and the initial stage of the decay phase when bubble plume degassing is the dominant process 
affecting foam area decay. Once surfactant-driven foam stabilization becomes the dominant process in the decay 
phase, τdegas cannot collapse the data. Also shown in Figures 4c and 4d is the ensemble average of all fits of Equa-
tion 3 to each foam area time series before surfactant-driven foam stabilization dominates the foam area decay 
phase. For comparison the ensemble average of the normalized data from the Filtered experiments is included 
in Figures 4c and 4d. The excellent agreement between the ensemble-averaged fit of Equation 3 to Filtered and 
Surfactant-Added data suggests that the expected foam area evolution in the absence of surfactant-driven foam 
stabilization can be well approximated even when the latter causes foam lifetimes to be extended.

Figure 3.  Normalized foam area evolution for the Filtered laboratory experiments. Panel (a) shows the scaled foam area 
evolution normalized following the procedure outlined in Section 3.2. Panel (b) is as panel (a) but with a logarithmic y-axis. 
The closed circles in panels (c) and (d) are the ensemble average of the data in panels (a) and (b), respectively. The solid black 
line is the ensemble average of Equation 3 fitted to each time series. The additional solid gray line in panel (d) is a power law 
fitted to the data at times t* > 3 which indicates the influence of surfactant stabilization of the surface foam at very low values 
of A/Ao.
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Having identified the self-similar foam area evolution for the laboratory breaking waves, the same scaling proce-
dure is now applied to the oceanic whitecap data with the results shown in Figure 5. Immediately apparent is 
that the upper and lower envelopes of the field data are captured remarkably well by the Surfactant-Added and 
Filtered laboratory data, respectively. This is a notable result given the scale difference between the two data 
sets. The implication is that the breaking process driving the foam area evolution in the laboratory and oceanic 
data sets is similar. Since foam area evolution is driven primarily by air entrainment, bubble plume degassing 
and surfactant-driven foam stabilization, it is reasonable to assume that these processes are similar in both the 
laboratory and field data sets. As stated above, the concentration of Triton X-100 used in the Surfactant-Added 
experiments was chosen to represent conditions of medium ocean productivity (Wurl et al., 2011) and it appears 
to capture the degree of foam stabilization observed in the field data very well.

Notwithstanding the overall similarities between the field and laboratory data in Figure 5, there are some note-
worthy differences. For example, the laboratory data largely lie above the field data during the growth phase for 
t* < 1 and are statistically significantly different, as quantified in table S1 and seen in figure S1 in the Supporting 
Information. This reflects the fact that the laboratory breaking waves can be considered to be 2-D unidirectional 
long-crested breakers, where as the oceanic whitecaps are 3-D short-crested breakers. For the former, breaking 
occurs at roughly the same time along the entire wave crest, whereas for the latter, the breaking is initiated over a 
relatively short segment of crest length and then spreads out laterally during the breaking process. The net effect 
is that the foam area increases more rapidly for the laboratory breakers compared to the oceanic whitecaps result-
ing in the differences in growth phase foam area evolution.

To compare the decay phase foam area evolution in more detail, Figure  6 categorizes the field data accord-
ing to the foam stabilization factor, Θ, formulated in Callaghan et al.  (2017). The parameter Θ quantifies the 

Figure 4.  Normalized foam area evolution for the Surfactant-Added laboratory experiments. Panels (a) and (b) show the 
evolution of the scaled Surfactant-Added laboratory foam area data with a linear and logarithmic vertical axis, respectively. 
The closed gray circles in panels (c) and (d) depict the corresponding ensemble averages and the stars show the ensemble 
averaged data from the Filtered laboratory experiment for reference. The solid black curves in panels (c) and (d) represent the 
ensemble average of the fit of Equation 3 to the Surfactant-Added foam area data, as described in Section 3.2. Vertical black 
lines respresent ±1 standard error.
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relative influence of bubble-plume degassing and surfactant-driven foam 
stabilization in controlling the whitecap decay phase. A value Θ  =  1 
indicates bubble-plume degassing entirely controls the decay phase. As 
surfactant-driven foam stabilization becomes more important the value of 
Θ increases from 1. Four Θ bin-ranges are examined here (1  ≤  Θ  <  1.1, 
1.1 ≤ Θ < 1.5, 1.5 ≤ Θ < 2 and Θ ≥ 2) with the respective normalized foam 
area curves shown in Figures 6a–6d. The corresponding ensemble average 
values are shown in Figures 6e–6h and also in Figures 6i–6l but with loga-
rithmic y-axis. Both of the averaged laboratory data sets are also shown for 
reference. As Θ increases, the measured field data depart from the Filtered 
data and approach the Surfactant-Added data. This departure occurs at earlier 
values of t* as Θ increases and the rate of foam area decay also decreases. It is 
evident that the trends observed in the controlled laboratory experiments are 
also found in the oceanic whitecap data.

3.3.  Comparison of Spatial and Temporal Scales

While there is an expected disparity in scale between the laboratory and field 
data as described in Section 3.1 and Section 3.2, appropriate normalization 
of the foam area time series reveals a self-similar evolution within each data 
set and across the combined laboratory and field data sets. In this section we 
compare distributions of the laboratory and field data to learn more about their 
similarities and differences. A series of two-sample Kolmogorov-Smirnov 
statistical tests was carried out on the data sets to quantify the probability 
(p-value) that the data were drawn from different continuous distributions. 
The corresponding p-values are presented in the Supporting Information.

Figures 7a–7d compares probability density distributions of Ao, 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜
 , τgrowth and 𝐴𝐴

𝑡𝑡𝐴𝐴𝑜𝑜

𝜏𝜏𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔

 from the laboratory and field 

data sets. As seen in Figure 7a, the spatial scales of the laboratory data overlap with the lower end of the field 
data, but the field data are up to two orders of magnitude greater than the laboratory data. Of note is the simi-
lar  distributions in Ao for the laboratory data in Filtered and Surfactant-Added seawater indicating that  the  foam 
generation process in the two experiments was similar notwithstanding the differences in surfactant concentra-
tion. The distribution of Ao in the field data set shifts to larger values with increasing wind speed as could be 
expected. Period IV with the highest wind speed is the exception because, as discussed above, it was character-
ized by rapidly changing wind speed and direction. All corresponding p-values are shown in table S2.

Distributions of 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜
 and τgrowth, along with their ratio, are shown in Figures 7b–7d respectively with the corre-

sponding p-values presented in Tables S3, S4, and S5 in Supporting Information S1. Values of 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜
 and τgrowth 

for the laboratory and field data are much closer when compared to the disparity in spatial scales but the corre-
sponding p-values are <0.001. In terms of 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜

 , the field data are approximately twice those of the laboratory data 
indicating the oceanic whitecaps break for a longer duration than the smaller scale laboratory waves, which is 
most likely a reflection of the larger underlying wavelength of the oceanic whitecaps. Interestingly, a strong wind 
speed dependence on values of 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜

 and τgrowth is not seen unlike that for Ao, supported by the p-values in Tables S3 
and S4 in Supporting Information S1. It is beyond the scope of this paper to explore the reasons why, and larger 
data sets would likely be needed.

The ratio 𝐴𝐴
𝑡𝑡𝐴𝐴𝑜𝑜

𝜏𝜏𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔

 for the laboratory data is generally lower than the field data as seen in Figure 7d. This is to 

be expected since the laboratory breaking waves are unavoidably 2-dimensional which results in a faster rate 
of increase of foam area during the growth phase when compared to the 3-dimensional oceanic whitecaps, as 
explained in Section 3.2. This conclusion follows from the results presented in Figure 5 and is supported by the 
statistical results in Table S5 in Supporting Information S1.

Scatter plots of 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜
 and τgrowth with Ao for the combined data set are shown in Figures 8a and 8b, respectively. 

Notwithstanding the statistically significant differences in spatial and temporal scales between the laboratory 
and field data, Figures 8a and 8b indicates similar relationships between the timescales and maximum area for 
the laboratory and field data. Additionally, while the trend of τgrowth with Ao is similar between the laboratory and 

Figure 5.  Colored lines represent the evolution of the scaled foam area 
time-series for all the oceanic whitecaps investigated here. The triangles 
and stars show the ensemble-averaged laboratory data from the Filtered and 
Surfactant-Added experiments, respectively, for comparison.
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field data, the former lies toward the upper end, but within the scatter, of the field data. This again reflects the 
difference in dimensionality between the laboratory and field data as discussed above. Furthermore, the field data 
do not reveal systematic wind speed dependent differences in the relationship between the timescales and Ao data 
suggesting a similar breaking behavior across the environmental conditions sampled. It is interesting to note that 
the timescales and spatial scales presented in Figures 8a and 8b are up to two orders of magnitude larger than 
those presented in Figure 5e of Stringari et al. (2021). It is beyond the scope of this paper to explore the reasons 
why, but it may be related to differences in image processing methodology.

As discussed above, the decay timescale (τdecay) is influenced by both bubble plume degassing and surfactant-driven 
foam stabilization, each of which can be quantified with the timescales τdegas and τstab, respectively. Figures 9a–9c 
shows distributions of τdecay, τdegas and τstab, respectively, for the combined data set. Immediately obvious is the 
strong overlap in τdecay for laboratory and field data. The agreement is particularly notable between the Filtered data 
and the field data from the lowest wind speed period. Figures 9b and 9c shows that the agreement is preserved for 
both τdegas and τstab and supported statistically with results in Tables S6, S7 and S8 in Supporting Information S1.

When considering τdegas, Callaghan et al. (2016, 2017) have shown that it can be used to estimate the value of 
the whitecap foam area-weighted bubble plume injection depth, 𝐴𝐴 𝐴𝐴𝐴𝑝𝑝 . As can be seen in Figure 9b the measured 
laboratory and field values of τdegas are very similar in magnitude. The implication is that if the relationship 
between τdegas and 𝐴𝐴 𝐴𝐴𝐴𝑝𝑝 derived from the laboratory experiments is valid for oceanic whitecaps, then the bubble 

Figure 6.  Panels (a–d) show the evolution of scaled foam area for the oceanic whitecaps with stabilization factor values that lie within the ranges 1 ≤ Θ < 1.1, 
1.1 ≤ Θ < 1.5, 1.5 ≤ Θ < 2 and Θ ≥ 2, respectively. Panels (e–h) and (i–j) show the ensemble average of the data in panels (a–d) on linear and logarithmic vertical axes, 
respectively. Also shown for reference in panels (e–l) are the ensemble averaged laboratory data from the Filtered (black triangles) and Surfactant-Added (open stars) 
experiments.
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plume injection depths associated with the laboratory and oceanic breaking waves are similar in magnitude, 
especially at low wind speeds. This is a notable result considering the order of magnitude differences in hori-
zontal scale between the laboratory and field data. It supports the view that the bubble plume injection depth 
during active wave breaking is relatively shallow, being on the order of tens of centimeters rather than meters 
(Callaghan,  2018). Such a view is indirectly supported by the lack of observations of bubbles larger than a 

Figure 7.  Panels (a–d) show the probability density distributions of the variables Ao, 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜
 , τgrowth and 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜

 /τgrowth, respectively. 
Colored lines represent field data while circles and squares represent the Filtered and Surfactant-Added laboratory data sets, 
respectively. Periods I, II, III and IV are represented by the black, red, green and blue lines, respectively.

Figure 8.  Panels (a and b) show the relationship of Ao with 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜
 and τgrowth, respectively, for the field and laboratory data 

sets. The gray circles are datapoints from all observation periods. Black squared and stars represent the Filtered and 
Surfactant-Added laboratory data respectively, while filled colored squares represent bin averaged field values for different 
observational periods. Periods I, II, III and IV are represented by the black, red, green and blue symbols, respectively. Vertical 
lines show ± one standard error on the bin averages.
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few hundred μm, which are characteristically found inside actively breaking laboratory wave crests and oceanic 
whitecaps (see Deane and Stokes (2002)), within the upper 1–2 m of the water column even at wind speeds that 
exceed 20 m s −1 (Czerski et al., 2022a, 2022b). Concurrent measurements of τdegas and 𝐴𝐴 𝐴𝐴𝐴𝑝𝑝 to evaluate the labora-
tory relationship in the field have yet to be made.

The distribution of τstab for the field and laboratory data show a strong degree of overlap. This is perhaps not that 
surprising as the concentration of TX-100 used in the Surfactant-Added experiments was chosen to mimic condi-
tions of medium ocean productivity (Wurl et al., 2011). Indeed, the average value of the stabilization factor for the 
field data was 1.50 (±0.25), 1.66 (±0.30), 1.09 (±0.11) and 1.49 (±0.33) for Periods I, II, III and IV, respectively, 
compared to 1.02 and 2.28 for the Filtered and Surfactant-Added laboratory experiments, respectively (Callaghan 
et al., 2017).

Scatter plots of τdecay, τdegas and τstab with Ao are shown in Figures 10a–10c, respectively. Firstly, the figures clearly 
show that larger values of τdecay for the Surfactant-Added seawater experiments are due to the large values of τstab, 
as noted above. For the Filtered data, the relationship between τdecay and Ao follows the binned field data remark-
ably well, albeit occurring at smaller scales. However, when the effects of surfactants are removed and τdegas is 
considered alone, it can be seen that while the trend in the combined laboratory data sets with Ao is similar to the 
bin-averaged oceanic data, they are shifted upwards compared to the field data. If a similar relationship between 
τdegas and bubble plume injection depth exists in the field as was found in the laboratory (Callaghan et al., 2016), 
then Figure 10b implies that the bubble plumes formed under unforced dispersively focused laboratory breaking 

Figure 9.  Panels (a–c) show the distributions of τdecay, τdegas and τstab, respectively, for the laboratory and field data sets. Different field observational time periods are 
color-coded and a distinction is made between the Filtered and Surfactant-Added laboratory data sets is made. Periods I, II, III and IV are represented by the black, red, 
green and blue lines, respectively.

Figure 10.  Panels (a–c) show the relationship of Ao with τdecay, τdegas and τstab, respectively, for the field and laboratory data sets. The gray circles are datapoints from 
all observation periods. Black squares and stars represent the Filtered and Surfactant-Added laboratory data respectively, while filled colored squares represent bin 
averaged field values for different observational periods. Periods I, II, III and IV are represented by the black, red, green and blue symbols, respectively. Vertical lines 
show ± one standard error on the bin averages.
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waves are relatively deeper than those formed underneath wind-forced oceanic whitecaps. We do not have the 
detailed measurements to confirm this, but our collective (unpublished) observations of laboratory breaking 
waves under direct wind forcing in wind-wave channels of different scales support this hypothesis.

The hypothesis that air is injected to deeper depths under the unforced laboratory breaking waves relative to the 
forced oceanic whitecaps is explored further in Figures 11a and 11b. Panels a and b, respectively, show that the 
peak of the ratios 𝐴𝐴

𝜏𝜏𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝜏𝜏𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔

 and 𝐴𝐴
𝜏𝜏𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝑡𝑡𝐴𝐴𝑜𝑜

 for the laboratory data lie at higher values when compared to the field data. The 
probability that the laboratory and field values of 𝐴𝐴

𝜏𝜏𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝜏𝜏𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔

 and 𝐴𝐴
𝜏𝜏𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝑡𝑡𝐴𝐴𝑜𝑜

 are drawn from the same distribution is small 

(see Tables S9 and S10 in Supporting Information S1). This suggests there may be some differences between how 
air is entrained in the laboratory and field breaking waves, possibly related to the interaction of the disintegrating 
wave crest and the unbroken water below. For example, in deep water wave breaking, it is often assumed that 
breaking waves can be described as either spilling or plunging. The former represent breaking waves where the 
disintegrating wave crest tumbles forward down the front face of the wave, while the latter implies an overturning 
jet is formed at the wave crest that reconnects with the water surface on the front face of the underlying wave 
entrapping a cylindrical tube of air. It is widely held that spilling breakers are the predominant type of breaking 
wave in deep water, and that dispersively focused waves are more plunging in nature. The data presented in 
Figures 11a and 11b, tend to support this qualitative distinction with the dispersive focused breaking laboratory 
breaking waves generating relatively deeper bubble plumes as indicated by Figures 11a and 11b.

3.4.  Oceanic Whitecap Energy Dissipation

The preceding discussion in Section 3.2 has shown that when appropriately scaled, the foam area evolution for the 
laboratory breaking waves and the oceanic whitecaps exhibits remarkably similar behavior. It is our contention there-
fore that despite the differences in scale between the field and laboratory data sets described in Section 3.3, there is 
compelling and sufficient evidence that the volume-time integral model of Callaghan et al. (2016), validated with 
laboratory measurements, can be reasonably applied to individual oceanic whitecaps to infer their energy dissipation.

Figures 12a–12c shows distributions of the total energy dissipated (ΔET), the dissipation rate per unit breaking 
crest length (ϵl = ΔET/𝐴𝐴

(

𝐿𝐿𝐿𝐿𝐴𝐴𝑜𝑜

)

 ) and the dissipation rate per unit whitecap area (ϵA = ΔET/(Aoτgrowth)), respectively, 
for the laboratory and field data sets. As with Figure 7a, immediately obvious is that the smaller laboratory break-
ing waves dissipate much less total energy than the larger scale oceanic whitecaps (see Table S11 in Supporting 
Information S1). Moreover, the peak in the distribution for the oceanic whitecaps shifts to larger values with 
increasing wind speed, as can be reasonably expected (the exception to this is for largest wind speed value of 
Period IV during which the wind was rapidly accelerating). This trend reflects the corresponding increase in Ao 
shown in 7(a) and, to a lesser extent, bubble plume injection depth as inferred from τdegas in Figure 9b. It is impor-
tant to note that the probability that ΔET from the Filtered and Surfactant-Added experiments are from the same 
continuous distribution approaches 1, as quantified in table S11 in the Supporting Information. Moreover, Figure 

Figure 11.  Panels (a) and (b) show the distributions of τdegas/τgrowth, and τdegas/𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜
 , respectively, for the laboratory and field 

data sets. Different field observational time periods are color-coded and a distinction is made between the Filtered and 
Surfactant-Added laboratory data sets is made. Periods I, II, III and IV are represented by the black, red, green and blue lines, 
respectively.
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S2 in Supporting Information S1 confirms that the measured ΔET values from the two laboratory data sets follow 
the same trend with the volume time-integral as described in Callaghan et al. (2016).

In contrast to Figure 12a, the data in Figure 12b show a remarkable convergence in values of ϵl between the laboratory 
and field data sets, with the exception of Period I which is the observational period which had the highest steady wind 
speed at 𝐴𝐴 𝑈𝑈 10 = 11.4 𝑚𝑚 𝑚𝑚−1 . Whereas the absolute values of ΔET span up to four orders of magnitude, the majority of 
the ϵl values are spread across one order of magnitude. The statistical similarity in ϵl between the laboratory and field 
data sets is quantified in Table S12 in Supporting Information S1. The increase in p-values between the laboratory 
and field data sets for ϵl in Table S12 in Supporting Information S1, compared to ΔET in Table S11 in Supporting 
Information S1, suggests a certain degree of similarity in the breaking process in the laboratory and field data sets.

Figure 12c compares the energy dissipation rate per unit whitecap area, ϵA, for the laboratory and oceanic data 
sets. There is a further reduction in the range of values of ϵA compared to both ΔET and ϵl, discussed previously. 
Indeed, there is a remarkable similarity between the laboratory data and the Period III oceanic data set which had 
the lowest wind speed. The implication is that the bubble plume injection depths for Period III are most similar 
in magnitude to those in the unforced laboratory breaking waves.

The result of the statistical analysis in Table S13 in Supporting Information S1 which quantifies the similarity 
in ϵA values for the laboratory and field data sets presents an intriguing result. That is, the probability that the 
values of ϵA for the SM breaking wave groups in the Filtered and Surfactant-Added laboratory experiments and 
the field data from Period III are drawn from the same continuous distribution is ≈96% and ≈30%, respectively, 
which is much higher than the other field observational periods. Interestingly, this probability falls to <1% for 
the Filtered AM laboratory data set. As explained in Callaghan et al.  (2013) and stated in Section 2.1 above, 
the wave group slopes of the breaking waves were modified using the AM and SM methods which resulted in 
different bandwidths for breaking waves with the same nominal wave group slope. Only the SM breaking wave 
groups were used in the Surfactant-Added experiment. We therefore speculate that bandwidth is an additional 
important factor that influences ϵA for individual breaking waves that have a similar wave group slope. From the 
data presented in Table S12 in Supporting Information S1 for ϵl, no clear bandwidth effect is evident. Indeed, 
the recent work of Cao et al. (2023) explicitly show that the fractional energy loss in laboratory breaking waves 
is bandwidth dependent, but that this bandwidth dependence greatly diminishes when considering the energy 
dissipation rate per unit crest length. Cao et al. (2023) did not explicitly examine the effect of bandwidth on ϵA.

4.  Summary and Conclusions
A comparison of the temporal evolution of whitecap foam area for individual unforced laboratory breaking waves 
and wind-forced oceanic whitecaps using above-water digital image-based remote sensing has been presented. 
The motivation for doing so is threefold: (a) to explore the existence of similar behavior of foam area evolution 
within, and between, the laboratory and oceanic data sets, (b) to compare whitecap spatial and temporal scales of 
laboratory and field breaking waves and (c) to ascertain whether the volume time-integral method described in 

Figure 12.  Panels (a–c) show the distribution of total energy dissipated (ΔET), the dissipation rate per unit breaking crest length (ΔET/𝐴𝐴

(

𝐿𝐿𝐿𝐿𝐴𝐴𝑜𝑜

)

 ) and the dissipation rate 
per unit whitecap area (ΔET/(Aoτgrowth)), respectively, for the laboratory and field data sets. Periods I, II, III and IV are represented by the black, red, green and blue 
lines, respectively.
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Callaghan et al. (2016) and validated in the laboratory can be reasonably used to estimate the energy dissipated 
by individual whitecaps in the field. The latter point is of paramount importance because no routine estimates of 
energy dissipation of individual whitecaps in the field using above water imagery have been made despite much 
progress in laboratory experiments.

When appropriately scaled, foam area evolution for both laboratory whitecaps and field data show remarkable 
similarity during the foam area growth phase and also during the initial stages of foam decay, despite order of 
magnitude differences in scale. When bubble plume degassing is the dominant process controlling foam area 
decay, the scaled laboratory data collapse throughout the lifetime of the whitecaps until foam area has decreased 
to approximately 3% of its maximum value. Moreover, when the role of surfactant-driven foam stabilization is 
controlled for in the field data, a strikingly similar collapse is observed. When surfactant-driven foam stabili-
zation is important its impact can be quantified via the stabilization factor presented in Callaghan et al. (2017).

Although largely similar, differences in the scaled whitecap area evolution during the growth phase between the 
laboratory and field data reflect differences related to the dimensionality of the breaking waves. The foam area 
increases more rapidly in the 2-dimensional, long-crested, unidirectional laboratory breaking waves compared 
to the 3-dimensional, short-crested, directionally spread oceanic whitecaps. This reflects the fact that breaking 
is nominally initiated uniformly along the entire wave crest in the 2-dimensional laboratory breaking waves, 
whereas in the 3-dimensional oceanic breaking waves, breaking is initiated over a confined portion of the steep 
wave crest and subsequently spreads laterally along the crest as breaking evolves.

A comparison of the foam area evolution between the laboratory and field breaking waves suggests that, for a 
given maximum foam area, the bubble plume injection depth is larger for unforced dispersively focused labo-
ratory breaking waves than wind-forced oceanic breaking waves. This conclusion is reached by comparing the 
relationship of the bubble plume degassing timescale with maximum foam area, where the former can be consid-
ered proportional to bubble plume injection depth (Callaghan et al., 2016). Furthermore the ratio of τdegas to both 
τgrowth and 𝐴𝐴 𝐴𝐴𝐴𝐴𝑜𝑜

 also suggests that the bubble plume injection depth is deeper under dispersively focused laboratory 
breaking waves than under oceanic whitecaps.

The overwhelming similarity in scaled foam area evolution between the small scale laboratory breaking waves 
and full scale oceanic whitecaps supports the view that in many aspects dispersively focused laboratory break-
ing waves are a reasonable physical model for oceanic whitecaps, notwithstanding the potential discrepancies 
related to bubble plume injection depths summarized above. Consequently, we have assumed that the volume 
time-integral method of Callaghan et al. (2016) can be used to estimate the energy dissipated by individual oceanic 
whitecaps. Doing so, to the best of our knowledge, has produced the first reported distributions of breaking wave 
energy dissipated by individual oceanic whitecaps. The distributions reveal that in terms of absolute values, 
oceanic whitecaps dissipate much more energy than laboratory breaking waves due to the disparity in horizontal 
scale. However, this disparity is much reduced when the dissipation rate per unit crest length and per unit area are 
considered. Furthermore, the statistical analysis presented in the Supporting Information suggests that the dissi-
pation rate per unit area may exhibit a bandwidth dependence, but more data are needed to examine this further.

To conclude, detailed laboratory breaking wave experiments provide the most comprehensive knowledge of the 
physics of wave breaking due to the relative ease of generation and measurement. The similarities in foam area 
evolution between the limited set of laboratory breaking waves and oceanic whitecaps presented here suggest that 
foam area evolution can be used to estimate energy dissipated by individual oceanic whitecaps. This is an impor-
tant finding that can pave the way for routine estimates of breaking wave energy dissipation using above-water 
remote sensing of the sea surface. We acknowledge that the field data set presented here is limited in size due to 
the manual nature of analysis. The development of automated image processing routines that can identify and 
track individual whitecaps through their lifetime is needed to generate much larger data sets of oceanic whitecap 
energy dissipation. These larger data sets are necessary to further assess the application of the laboratory-derived 
volume time-integral to oceanic whitecaps in additional to complementary modeling studies.

Data Availability Statement
The data presented herein have been uploaded to figshare.com available via Callaghan et al. (2023) at https://
doi.org/10.6084/m9.figshare.24534922.v2. For the purpose of open access, the author has applied a Creative 
Commons Attribution (CC BY) licence to any Author Accepted Manuscript version arising.
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