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Abstract 

MicroRNAs are single stranded RNA molecules of 19-25 nucleotides in length that are evolutionary 

conserved. MicroRNAs anneal through complementarity to messenger RNAs and can cause either 

inhibition of target messenger RNA translation or promotion of messenger RNA degradation.  

Mutations of miRNA genes can disrupt normal development and many other physiological processes.    

 

IsomiRs are miRNA variants that are generated by imprecise Drosha or Dicer cleavage, many of these 

variants would be expected to target new messenger RNA and so may be of biological importance.  

We previously demonstrated that the expression of miRNAs and isomiRs can differ significantly 

between tissues as shown by cloning and sequence analysis.   Here we used a bioinformatics 

approach to screen cell lines for markedly different ratios of miRNA:isomiR production, in order to 

establish model systems to investigate isomiR function.  

 

We confirmed that the first step in the cloning of miRNAs by the commonly used Illumina protocol is 

biased but could be remedied by changing the condition of the ligation reaction and by the use of 

variable bases at the end of the 3’ adaptor RA3.  We found that similar modifications could not reduce 

bias in the second step of cloning miRNAs to the standard 5’ RNA adapter RA5.  We confirmed that 

the second step of cloning could be improved by using a combined RA3:RA5 adapter suggested to us 

by Somagenics.  This required the successful identification of a suitable ligation enzyme and a 

reversible block for the 3’ end of adapter RA3:RA5.  Our preliminary results indicate how the 

Somagenics protocol could be further improved.  
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In a second bioinformatics project we show how a sequencing database of spliced mRNA called 

Snaptron can be used to predict the effect of splice site mutations upon cryptic splice site activation 

and exon skipping, using BRCA1 and BRCA2 splice site mutations for the initial analysis.  We discuss 

that this empirical approach compares favourably to in silico methods and is also of value for the 

analysis of other types of splicing mutations.   
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Chapter 1-Introduction 

1.1 Alternative RNA splicing and microRNAs 

Eukaryote genes are subject to two major regulatory events following their transcription, RNA 

splicing and miRNA regulation.  In the nucleus the vast majority of primary RNA transcripts undergo 

splicing, which acts both to remove introns from primary RNA transcripts and to generate 

alternatively spliced RNAs (BreitbartAndreadis and Nadal-Ginard, 1987, Fu and Ares, 2014, Quinn and 

Chang, 2016).   Those alternatively spliced RNA transcripts that encode proteins are translated in the 

cytoplasm to produce alternative protein isoforms (Yoshida et al., 2011, Darman et al., 2015, 

DeBoever et al., 2015, Ilagan et al., 2015, Zhang et al., 2015, Suzuki et al., 2019) (Chapter5).  RNA 

splicing allows single genes to encode many RNA and protein isoforms and notably it has been 

estimated that splicing allows the DSCAM gene of Drosophila, which encodes an axon guidance 

receptor, to encode over 38,000 receptor isoforms (Schmucker et al., 2000).   Approximately 25% of 

mutations that cause human disease do so because they cause aberrant splicing (Scotti and Swanson, 

2016, Baralle and Buratti, 2017).   Splicing mutations that cause disease usually impair the splice sites 

of individual genes but may sometimes impair the splicing machinery itself (Chapter 5).  

 

1.2 MicroRNAs regulate gene silencing 

MicroRNAs are encoded by a family of more than 1000 human genes and are single stranded RNA 

molecules of 18-25 nucleotides in length that function as post-transcriptional regulators of gene 

expression (Hammond, 2015, KozomaraBirgaoanu and Griffiths-Jones, 2019, Leitao and Enguita, 

2022, Naeli et al., 2022). The expression of most mRNAs is regulated by microRNAs and therefore 

miRNAs regulate a wide range of activities including cell proliferation, development and 

differentiation (FilipowiczBhattacharyya and Sonenberg, 2008, Felekkis et al., 2010, KrolLoedige and 
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Filipowicz, 2010, Lu and Rothenberg, 2018). MicroRNAs are transcribed from genes in intronic or 

intergenic locations and most miRNA genes are conserved between species (Rodriguez et al., 2004, 

Ying and Lin, 2006, Kim and Kim, 2007, Felekkis et al., 2010, Wong and Rasko, 2021). Usually 

microRNAs negatively regulate gene expression by destabilizing target transcripts and inhibiting the 

translation of proteins (Shivdasani, 2006, Vanicek, 2014, Couzigou et al., 2017).  As such miRNAs are 

an important component of the overall regulation of both RNA and protein turnover within cells 

(Gushchina et al., 2018, Gan et al., 2019, Paterson et al., 2019, Rolfs et al., 2021, RossLanger and 

Jovanovic, 2021, Alagar Boopathy et al., 2023). 

 

1.3 Discovery of microRNA 

The first microRNA, lin-4 was discovered in the nematode Caenorhabditis elegans by the research 

groups of Ruvkun and Ambros (LeeFeinbaum and Ambros, 1993, WightmanHa and Ruvkun, 1993, 

Bartel, 2004, Carthew and Sontheimer, 2009, LadomeryMaddocks and Wilson, 2011). These groups 

identified a number of genes that are essential for worm development and surprisingly one of these 

genes called lin‐4 did not encode a protein but instead encoded a small single stranded RNA that was 

shown to anneal to target sites on the 3’ UTR of a mRNA transcript encoded by the gene lin-14, which 

is another gene that is essential for worm development (WightmanHa and Ruvkun, 1993, Hristova et 

al., 2005, Greene et al., 2023). Lin-4 is specific to worms (LeeFeinbaum and Ambros, 1993, 

WightmanHa and Ruvkun, 1993), however, a second miRNA called let‐7 was discovered in C.elegans 

that is conserved with flies and humans (Pasquinelli et al., 2000, Reinhart et al., 2000, Galagali and 

Kim, 2020). The finding that let-7 was conserved stimulated the miRNA field and soon many other 

miRNA genes were discovered in C. elegans, Drosophila melanogaster and human genomes (Lagos-

Quintana et al., 2001, Lau et al., 2001, Lee and Ambros, 2001, Galagali and Kim, 2020). 
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1.4 MicroRNA biogenesis and RNA interference 

Lin-4 and let-7 were shown to encode single stranded miRNAs of about 22 nucleotides but larger 

sized overlapping RNA transcripts of about 70 bases were also observed and the gene sequences of 

lin-4 and let-7 indicated that the larger 70 bases transcripts were likely to form a double stranded 

structure (LeeFeinbaum and Ambros, 1993, WightmanHa and Ruvkun, 1993, Pasquinelli et al., 2000, 

Lee et al., 2002, SchulmanEsquela-Kerscher and Slack, 2005, Galagali and Kim, 2020). This 

observation stimulated several groups to investigate an RNAse called Dicer, which was known to 

generate single stranded short interfering RNA (siRNA) from double stranded RNA for the purpose of 

RNA interference. Knock-down or mutation of Dicer was found to cause the accumulation of longer 

precursor RNA indicating that Dicer is required to generate both siRNA and miRNA (Grishok et al., 

2001, Hutvágner et al., 2001, Ketting et al., 2001, Knight and Bass, 2001, SvobodovaKubikova and 

Svoboda, 2016, SongAlluin and Rossi, 2022) (Fig 1.1).   

 

RNA interference is a term given to the observation that viral infection of plants or the injection, 

transfection or even digestion of double stranded RNA by various animals can result in the silencing 

of target mRNAs with a homologous sequence (Fire, 2007, Chen and Rechavi, 2022).  It is generally 

thought that RNA interference evolved as a defense mechanism against viruses, which often produce 

double stranded viral RNA and was then adapted for the production of miRNAs (Fire, 2007, 

SweversLiu and Smagghe, 2018, FátyolFekete and Ludman, 2020).  A main difference between miRNA 

and siRNA production is that siRNAs are typically generated from exogenous RNA, such as viruses, 

whereas miRNAs are generated from endogenous host genes (Ketting et al., 2001, Carthew and 

Sontheimer, 2009, Szelenberger et al., 2019, Traber and Yu, 2023). However, RNA interference may 

also suppress endogenous transposon activity (Tabara et al., 1999, ElbashirLendeckel and Tuschl, 

2001, RussoHarrington and Steiniger, 2016) and miRNAs can be transferred between cells (Arroyo et 

al., 2011, Cortez et al., 2011, Vickers et al., 2011, Makarova et al., 2021). Another difference is that 

individual siRNAs show complete complementarity to a specific target RNA (because the siRNA is 
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made from the target) that is then degraded, whereas individual miRNAs often regulate the 

expression of multiple mRNAs through partial complementarity and largely inhibit translation; 

although they can also cause mRNA degradation, particularly in plants (Lam et al., 2015, Neumeier 

and Meister, 2020) (see below Figure 1.1). 
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Figure 1.1 From Ketting et al 2001.  The authors illustrate that Dicer has a role in both miRNA and 
siRNA production.  Other groups made the same conclusion (Grishok et al., 2001, Hutvágner et al., 
2001, Ketting et al., 2001, Knight and Bass, 2001, Hutvágner and Zamore, 2002).  Ketting et al 2001 
also show that C.elegans mutants for the gene dcr-1 (which encodes Dicer) did not produce let-7 
miRNA but instead accumulated longer let-7 precursor RNA.  Copyright permission obtained from 
author and Cold Spring Harbor Laboratory Press.  

 

 

The study of miRNA transcription in the nucleus (Lee et al., 2002, Ergin and Çetinkaya, 2022), using 

both a single miRNA gene (miR-30a) and a polycistronic cluster of 3 different miRNAs (mir-23, mir-

27, mir-24-2 containing three miRNA genes), led to the conclusions illustrated in Fig 1.2.  The authors 

show that both monocistronic and polycistronic miRNA genes first produce a relatively large 

transcript (compared to pre-miRNA) that they termed a primary miRNA (pri-miRNA) (Lee et al., 2002, 

Vilimova and Pfeffer, 2023). By analysing nuclear and cytoplasmic fractions they showed that pre-

miRNA was generated from a larger pri-miRNA precursor in the nucleus and that mature miRNA was 

made from pre-miRNA by Dicer in the cytoplasm (Lee et al., 2002, Michlewski and Cáceres, 2019, 

Vishlaghi and Lisse, 2020). 
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Figure 1.2 Initial and historical characterization of the miRNA biogenesis pathway, from (Lee et al., 
2002).  The authors showed that both monocistronic (top right) and polycistronic miRNA genes (top 
left) first produce a transcript that they termed a primary miRNA.  Polycistronic miRNA genes are 
clusters of miRNA genes (for example mir-23, mir-27, mir-24-2) that are transcribed from the same 
promoter and mir-30a is an example of a monocistronic miRNA gene. By using nuclear and 
cytoplasmic fractions they showed that pre-miRNA was generated in the nucleus and mature miRNA 
in the cytoplasm.  The authors identified Dicer as the enzyme that converts pre-miRNA in the 
cytoplasm to mature miRNA.  The enzyme responsible for generating pre-miRNA from primary 
miRNA was unknown at that time. RNA polymerase II is responsible for microRNA gene transcription 
(CaiHagedorn and Cullen, 2004, Lee et al., 2004).  Copyright permission obtained from author and 
European Molecular Biology Organization (EMBO) Press. 
 
 

1.4.1 Drosha identified 

Subsequently the Kim group identified an RNase called Drosha as the nuclear enzyme that cleaves 

primary into pre-miRNA (Lee et al., 2003).  They sequenced the end of pre-miRNA-30a and found it 

had a 2-nucleotide overhang at its 3’ ends, which is characteristic of cleavage by an RNase of the type 

III family.  From the human genome sequence it could be deduced that there were three genes that 

encoded type III RNases: L44, Dicer and Drosha (Lee et al., 2003).  At that time Drosha was known to 

be an RNase III of unknown specific function that was first identified by sequencing in Drosophila 

(Filippov et al., 2000).  Drosha seemed the most obvious candidate to be involved in microRNA 

processing and this was confirmed by showing that siRNA against Drosha caused the accumulation 

of primary miRNA and that immunoprecipitated Drosha could cleave primary miRNA in vitro (Lee et 

al., 2003, Pong and Gullerova, 2018, Matsuyama and Suzuki, 2019).  

 

Through RNAi and biochemical studies, a protein called DGCR8 was found to be another important 

component of the pri-miRNA processing complex (the microprocessor) together with Drosha (Han et 

al., 2004, Guo and Wang, 2019) (Fig 1.3).  Fig 1.3 illustrates that pre-miRNA transport into the 

cytoplasm is mediated by exportin-5 (Yi et al., 2003).  Exportin-5 had previously been shown to be 

important for the export of non-coding RNAs (Lei and Silver, 2002, Zhang et al., 2021) and therefore 

a possible role for Exportin-5 in miRNA transport was tested and proven using siRNA against exportin-
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5 (Yi et al., 2003, Melo and Esteller, 2014, Ohtsuka et al., 2015).  Once the pre-miRNA enters the 

cytoplasm it is processed by the same cytoplasmic machinery that generates siRNA (Fig 1.1, 1.4).   

 

1.4.2 Dicer and RISC identified 

Dicer and RISC, which is an acronym for an enzyme called RNA induced silencing complex (Fig 1.3), 

were soon identified (Hammond et al., 2000, Bernstein et al., 2001) following the discovery of RNA 

interference (Fire et al., 1998, Hamilton and Baulcombe, 1999, Li and Zamore, 2019) and later the 

same enzymes were shown to process miRNAs (Fig 1.1, 1.4) (Caudy et al., 2002, IshizukaSiomi and 

Siomi, 2002, Mourelatos et al., 2002, Stavast and Erkeland, 2019).  As previously discussed, RNA 

interference is a widespread process that is characterised by the production of short RNAs of about 

22 bases in length in response to viral infection of plants or transfection of long double stranded RNA 

into animal cells (Hamilton and Baulcombe, 1999, Hammond et al., 2000, Parrish et al., 2000, Zamore 

et al., 2000, Ketting et al., 2001, Liu et al., 2023). The Hannon lab and others (Tuschl et al., 1999) 

managed to reproduce this effect with biochemical extracts and using this assay were able to partially 

purify and to identify the RNase responsible for generating the short dsRNA from longer dsRNA, 

which they called Dicer (Hammond et al., 2000, Bernstein et al., 2001, LeeKim and Kim, 2023).  
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Figure 1.3 Adapted from (Bhaskaran and Mohan, 2014). A typical microRNA (miRNA) biogenesis 
pathway.   (A) Primary miRNA is initially transcribed from miRNA genes by RNA polymerase II in the 
nucleus where it forms a hairpin that is processed by a large complex called microprocessor, which 
has an RNase type III enzyme called Drosha and the RNA binding protein DGCR8, to form a premature 
hairpin precursor with a length of about 70 nucleotides, called pre-miRNAs. (B) Pre-miRNA is 
exported into the cytoplasm via exportin 5.  (C) In the cytoplasm the RNAse III enzyme named Dicer 
cleaves the loop region of the pre-miRNA to generate 18-23 double stranded mature miRNA 
molecules. (D) Dicer and a cellular protein called transactivation response RNA binding protein (TRBP) 
promotes Dicer-miRNA complex to RNA-induced silencing complex (RISC), which includes Argonaute 
2 (Ago2) (E) The guide strand from the double stranded miRNA (C) is incorporated into the RNA-
induced silencing complex (RISC) and the passenger strand is mostly degraded. (F) The guide strand 
guides RISC to the target mRNA where it anneals to sites in target mRNA.  Extensive complementarity 
between the guide strand and the target mRNA activates mRNA degradation whereas partial 
complementarity inhibits translation. (G) It has been suggested but not proven that translation 
repression of mRNA by miRNAs may take place in P-bodies.  Copyright permission obtained from 
author and SAGE Publishing. 
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Figure 1.4 From (Lam et al., 2015) Double stranded RNA and pre-miRNA are processed in the 
cytoplasm by the same pathway. 

Copyright permission obtained from author and Cell Press. 
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RISC (Fig 1.3, 1.4) was also identified by the Hannon lab and they showed that RISC degraded target 

mRNA that was homologous to whatever double stranded RNA was used to prime the biochemical 

extract (Hammond et al., 2000, Iwakawa and Tomari, 2022) (Fig 1.4, left pathway). Bernstein et al 

2001 showed that Dicer and RISC could be separated by centrifugation and that the depletion of Dicer 

inhibits RISC from degrading specific mRNAs in response to transfection.  This and other papers 

(Hamilton and Baulcombe, 1999, YangLu and Erickson, 2000) led to the model of RNA interference 

illustrated in Fig 1.4 which can be considered as three steps, where the double stranded RNA is diced, 

a single strand of the resulting short dsRNA is incorporated into RISC and used to scan for a matching 

target, which is degraded or sliced (Hammond et al., 2000, Bernstein et al., 2001, Jouravleva et al., 

2022, Ranasinghe et al., 2022).  

 

After Dicer processing, the miRNA duplex is unraveled by and loaded onto one of four human 

Argonaute proteins that bind to miRNA (see below) to form the RISC (Mourelatos et al., 2002, 

LiuFortin and Mourelatos, 2008, Kwak and Tomari, 2012, Nakanishi, 2022). This process is called 

miRNA loading, the other remaining strand (passenger strand) is largely complementary to the 

mature miRNA and if this strand is not loaded it will be degraded (LiuFortin and Mourelatos, 2008, 

LoiblArenz and Seitz, 2020, Ergin and Çetinkaya, 2022). Either strand of a miRNA duplex can be loaded 

on Ago proteins and the one which is loaded generally has the less stable 5’ end (KhvorovaReynolds 

and Jayasena, 2003, Schwarz et al., 2003, Krol et al., 2004, Elkayam et al., 2012, Xiao and MacRae, 

2022).   

 

Fig 1.3 depicts a model of miRNA biogenesis that may of course change in the future. Kim et al (2016) 

demonstrated that knock-out of Drosha or Dicer in the HCT116 human colon carcinoma cell line had 

severe effects upon miRNA production but knock-out of exportin-5 had only modest effects, 

indicating that miRNA export can occur by other means.  A small number of miRNAs, including 

miRNAs known as mirtrons, are processed independently of Drosha and an even smaller number of 
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miRNAs are made independently of Dicer (TreiberTreiber and Meister, 2019a, Salim et al., 2022).  

 

1.4.3 siRNAs for mammalian cells 

Elbashir et al., (2001) purified and then cloned and sequenced the short interfering RNA (siRNA) that 

are generated by the addition of longer dsRNA to Drosophila cell lysates. They found that the short 

siRNA consists predominantly of 21 or 22 base length RNAs that when annealed would be expected 

to generate double stranded RNA with short two base 3’overhangs.  They showed that synthesised 

siRNA duplexes with two nucleotide 3’ overhangs could mediate efficient target RNA cleavage in their 

in vitro system.  Some of the short RNA duplexes they sequenced matched endogenous 

retrotransposons, which is consistent with the observation that some C.elegans mutants with 

deficient RNA interference show enhanced transposon mobilisation (Ketting et al., 1999, Tabara et 

al., 1999, RussoHarrington and Steiniger, 2016).  

 

The above work led to the development of siRNA treatment for mammalian cells, which had 

previously proven resistant to dsRNA silencing because of the non-specific interferon response that 

is produced in response to long dsRNA, see (Tabara et al., 1999, Fire, 2007, Semple et al., 2022). 

However, synthetic 21 nucleotide siRNA duplexes could specifically silence target mRNAs in 

mammalian cell lines, so establishing the siRNA tool that is widely used today (Zamore et al., 2000, 

Caplen et al., 2001, ElbashirLendeckel and Tuschl, 2001, KobayashiTian and Ui-Tei, 2022). 

 

1.5 Argonaute proteins  

In parallel to the biochemical approaches described above, a genetic approach was developed by the 

groups of Fire and Mello to determine how double stranded RNA could cause the destruction of 

homologous target mRNA (Tabara et al., 1999, Hung and Slotkin, 2021).  A genetic screen was devised 
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to select for mutants of C.elegans that were deficient for RNA interference and one of two genes 

(rde-1) that were initially identified encoded a protein of the Argonaute family (Tabara et al., 1999).        

 

Argonaute proteins are now established as a key component of the RISC (Liu et al., 2004, 

KilikeviciusMeister and Corey, 2022)  (Fig 1.3, 1.4, 1.5).  In vitro, the minimal RISC needed for target 

cleavage is Ago2, a guide strand and Mg2+ (Liu et al., 2004, SchwarzTomari and Zamore, 2004) (Fig 

1.5).  Other proteins have been identified in the RISC (Fig 1.3E) and these are thought to assist Ago 

loading with miRNA (Kim and Kim, 2012, Nowak and Sarshad, 2021, Pérez-Cañamás et al., 2021). 

There is a family of 8 Arognaute proteins in humans (Sasaki et al., 2003) of which four Ago 1-4 bind 

to miRNA.  Of these Ago2 is the only one of the four that has evident endonucelolytic slicer activity 

(Meister et al., 2004, Rand et al., 2004, Song et al., 2004, MüllerFazi and Ciaudo, 2019) and because 

of this Ago2 is the predominant mediator of RNA interference.   Ago1, 3 or 4 are often found in the 

RISC with miRNA guides (Meister et al., 2004) and Ago2 slicer activity only operates when there is 

extensive complementarity between the Ago2:miRNA complex and its target mRNA (TreiberTreiber 

and Meister, 2019b) (Fig 1.5),  which is seldom the case for miRNA targets. 

 

1.5.1 Translation inhibition by miRNAs 

Because Ago proteins 1, 3 and 4 do not have slicer activity and Ago2 rarely does when bound to 

miRNA it follows that the silencing effect of the Ago: miRNAs complex (Fig 1.3) in mammalian cells is 

likely to be achieved by translational inhibition rather than mRNA degradation.  This is consistent 

with Fig 1.1, which depicts translational inhibition by miRNAs.  The reason for this depiction is 

because the first reports of the lin 4 miRNA showed that it acted to reduce the protein levels of lin 

14 rather than lin 14 mRNA levels (LeeFeinbaum and Ambros, 1993, WightmanHa and Ruvkun, 1993, 

Greene et al., 2023). Nevertheless, target mRNA levels often reduce noticeably upon transfection 

with miRNAs (Lim et al., 2005) and it is generally thought that mRNA degradation does occur but only 
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after translation inhibition (Naeli et al., 2022).  Such degradation cannot be directly caused by those 

Ago proteins without endonuclease activity but may occur by mechanisms that act upon most mRNAs 

(see below).    

 

 

Figure 1.5 From (KilikeviciusMeister and Corey, 2022) A. Illustration of Ago bound to a miRNA and 
RNA target from known crystal structures. B, PIWI is responsible for cleavage of an RNA by Ago2 
when perfect complementarity is present. C, illustrates that the miRNA sequence is mismatch for 
base pairing to the target RNA apart from the extreme 5’ and 3’ bases, which are clamped to Ago.   
A, C illustrate that mismatched bases between the miRNA and target RNA prevent cleavage.  PAZ – 
PIWI-Argonaute-Zwille, N- N-terminal domain, PIWI – P-delement induced whimpy testes (this is an 
RNase) and MID – middle domain.  Copyright permission obtained from author and Oxford University 
Press. 
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The mechanism of translation inhibition by miRNAs is an active area of research and there is 

increasing evidence that miRNAs can influence two mRNA-binding complexes, eIF4F and Ccr4-Not, 

which normally regulate the translation and turnover of most mRNAs (PillaiArtus and Filipowicz, 2004, 

Arthur and Djuranovic, 2018, Towler and Newbury, 2018, Wilczynska et al., 2019, MorrisCluet and 

Ricci, 2021, Naeli et al., 2022).   

 

1.5.2 The function of the miRNA component of RISC  

Pillai et al (2004) showed that tethering Ago2 alone to the 3’UTR of a luciferase mRNA caused 

inhibition of luciferase translation without affecting luciferase mRNA levels. The tethering was 

achieved by adding a short peptide to the amino terminus of recombinant Ago2 that could bind to a 

B box hairpin in the 3’UTR of the target luciferase mRNA.  Just as importantly this result indicates that 

the primary function of miRNAs (which were absent in this experiment) is to guide Ago to target 

mRNAs.  

 

Many mutagenesis studies have shown that mutations of a remarkably short region at the 5’ end of 

a microRNA are best at preventing miRNAs from inhibiting the translation of a target mRNA in animal 

species and that this 5’ region alone is sufficient to cause repression by some miRNAs (Doench and 

Sharp, 2004, Kloosterman et al., 2004, Brennecke et al., 2005, LaiTam and Rubin, 2005, Yan et al., 

2019). In support of this finding some well established target sites of miRNAs only show strong 

complementarity to the 5’ end of the miRNA (LaiTam and Rubin, 2005, Xiong et al., 2019).  The critical 

5’ part of a miRNA is known as the seed region and is from nucleotides 2 to 8 (Fig 1.5).  However, 

most of a miRNA sequence is conserved between species (Lim et al., 2003) indicating that the 3’ part 

of miRNA must also be important for function.  The 3’ region contributes to the recognition of some 
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miRNA targets (LaiTam and Rubin, 2005, Grimson et al., 2007, Pu et al., 2019) (Fig 1.5C) and the 

passenger strand may also be important for some miRNAs (see below). 

 

In plants, miRNAs often show full complementarity to target mRNAs and this is thought to be the 

reason why plant miRNAs cause mRNA degradation rather than translational inhibition (Bartel, 2004, 

Singh et al., 2023). In animals most miRNA targets contain at least a central mismatch with their 

guiding miRNA, which inhibit the activity of Ago2 endonuclease (Lim et al., 2005, Eichhorn et al., 2014, 

Becker et al., 2019) (Fig 1.5). The interchange between miRNA and siRNA function has been elegantly 

demonstrated by the finding that let-7 miRNA and other miRNAs, which normally act to inhibit 

translation, can cause the degradation of mRNAs that have perfect complementarity (Hutvágner et 

al., 2001, Hutvágner and Zamore, 2002, ZengYi and Cullen, 2003, Meister et al., 2004). Conversely, 

siRNAs, which normally cause mRNA degradation, can repress the translation of mRNA targets that 

only have partial complementarity (DoenchPetersen and Sharp, 2003, ZengYi and Cullen, 2003, 

Doench and Sharp, 2004). 

 

1.5.3 Co-operative binding 

The limited complementarity between miRNAs and targets raises the question of how specificity is 

achieved.  Wightman et al (1993) discussed that lin-14 has seven target sites for lin-4 perhaps because 

this facilitates co-operative binding and they suggested that synergistic binding of multiple lin-4 

miRNAs could generate a sharp down-regulation of lin-14 protein levels at a particular lin-4 miRNA 

concentration during the Larval 1 stage of C.elegans development.  A number of experiments have 

since confirmed that miRNA repression becomes more efficient as the number of adjacent miRNA 

binding sites are increased  (KilikeviciusMeister and Corey, 2022). 
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1.6 miRNA-mRNA target interaction prediction 

Many groups have developed algorithms for predicting target sites of miRNAs, including miRanda, 

RNAhybrid, PicTar, TargetScan and miRtarget (Rodriguez et al., 2004, Ying and Lin, 2006, Kim and Kim, 

2007). It is better to use a variety of algorithms for target prediction, because the different programs 

often predict different miRNA-binding sites. The computational algorithms are not completely 

precise, but they can be used to predict targets, which can be tested by experiment. There are also 

large database for researchers to analyse various possible interactions between miRNAs and mRNAs 

(Helwak et al., 2013, Grosswendt et al., 2014). High throughput experiments have shown that the 

target sites of miRNAs are not only located in the 3'-UTR, but can also be in 5' - UTR and coding 

regions (FormanLegesse-Miller and Coller, 2008, Zhou et al., 2009, Fabo and Khavari, 2023). 

 

Because of the small size of the miRNA seed sequence (Fig 1.5), prediction algorithms for miRNA 

targets come up with a lot of false positives (Liu and Wang, 2019).  Target sites can also be established 

by cross linking Ago that is bound to mRNA (Fig 1.5), digesting the mRNA and then 

immunoprecipitating Ago together with any protected target mRNA, which is then identified by RNA 

sequencing.  A refinement of this process is to ligate the miRNA to the mRNA in order to identify both 

the target site and the targeting miRNA (Grosswendt et al., 2014, Fan et al., 2022).  

 

A reservation about the CLIP (cross linking and immunoprecipitation) approach is that binding of 

miRNA to these mRNA sites might also identify sites that are not that important for repression of 

mRNA (Liu and Wang, 2019).  The same authors point out that the more traditional method of 

identifying mRNAs whose expression decreases upon miRNA transfection (Lim et al., 2005) does 

identify mRNAs that are responsive to a miRNA (Liu and Wang, 2019).  However, this traditional 

approach is subject to the criticism that such responses might be due to off-target or indirect effects 
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(KilikeviciusMeister and Corey, 2022).  Target identification is evolving and for example (Liu and Wang, 

2019) argue that it is valuable to cross-reference CLIP database and miRNA transfection database. 

 

Despite the difficulties inherent to identifying MREs (microRNA response elements) and establishing 

their biological importance there have been many publications implicating the involvement of 

miRNAs and target mRNAs in disease, particularly cancer.  Kilikevicius et al (2022) argue that most 

such studies fall short of providing conclusive insights.   The authors have a number of reservations 

and in particular they list all recent publications (29 papers) that have reported cancer related 

functions of miRNAs in the HCT 116 colon carcinoma cell line.  They point out that all 29 of the miRNAs 

that were studied are only expressed at very low levels by this cell line, arguably at levels that are not 

physiological (KilikeviciusMeister and Corey, 2022).   

 

1.7 The function of microRNAs in biological processes and disease 

Lin-4 and let-7 microRNAs were identified as a result of the clear-cut effect of their mutation upon 

C.elegans development (LeeFeinbaum and Ambros, 1993, WightmanHa and Ruvkun, 1993, 

Pasquinelli et al., 2000, Britton et al., 2014).  Similarly, mutations of at least four different plant 

miRNA genes have major effects upon normal plant development and flowering (Bartel, 2004). In 

humans, deletion of mir-15 and mir-16 contributes to the progression of chronic lymphocytic 

leukemia (Calin et al., 2002). 

 

Miska et al (2007) reported that the majority of 95 different miRNA null mutants of C.elegans had no 

obvious phenotype. The same paper also questioned the functional relevance of miRNA 

overexpression studies because the implied involvement of two different overexpressed miRNAs in 

a physiological process was not supported by their subsequent knock-out. However, mice miRNA 

knock-outs have fared better with only 9 out of 28 having no obvious phenotype (ParkChoi and 
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McManus, 2010) (Table 1.1).  Most of the mice knock-outs had cardiovascular or immune deficiencies 

but this is simply because the knock-outs were made by groups in those areas of research.  Mice 

knock-outs of Dicer, Dgcr8, Drosha and Ago2 are all embryonic lethals (ParkChoi and McManus, 2010, 

Dai et al., 2016).  A resource of mice knock-out lines of the most highly expressed miRNAs has been 

initiated and are available for phenotype studies.  Many microRNAs are very similar, therefore one 

of them deleted might not affect their phenotypes (Park et al., 2012).  Very few of these mouse 

miRNA knock-outs were embryonic lethals (Park et al., 2012), which is consistent with the results for 

C.elegans (Miska et al., 2007). 

 

Table 1.1 lists the antisense oligonucleotides that have been developed against the indicated miRNAs 

for the intended treatment of disease.  The wide variety of disease in Table 1.1 reflects the 

widespread involvement of miRNAs in the underlying physiology.  The miRNAs listed in Table 1.1 are 

considered to be pathologically overactive, which motivated the development of antisense 

oligonucleotides or anti-miRs. Some of the trials have been terminated, because of adverse side 

effects (Kim, 2023).  
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Table 1.1 From (KilikeviciusMeister and Corey, 2022) trials of antisense oligonucleotides (or 
equivalent) against the indicated miRNAs for disease treatment.    

Copyright permission obtained from author and Oxford University Press. 

 

 

It is estimated that about 10% of human miRNAs are secreted from cells in exosomes (Arroyo et al., 

2011, Cortez et al., 2011, Vickers et al., 2011) and it is certainly the case that miRNAs can be detected 

in blood, urine and other bodily fluids (Condrat et al., 2020, Wang and Chen, 2021).  A large number 

of clinical studies have been published that show promise for diagnosing a wide range of diseases by 

assaying miRNA biomarkers from body fluids (Telonis et al., 2017, Condrat et al., 2020, Wang and 

Chen, 2021). There are concerns about the reproducibility of the assays that are used to detect 

miRNAs, which are largely based upon quantitative RT-PCR techniques (Condrat et al., 2020, Wang 

and Chen, 2021) and it remains to be seen if the use of miRNA biomarkers will become established 

clinical practice (Condrat et al., 2020). 

 

1.8 miRNA variants: IsomiRs  

Our lab previously sequenced three miRNA libraries from a human embryonic stem cell line H1, 

derived neural cells and foetal mesenchymal stem cells (Tan et al., 2014).  A striking and consistent 

feature was that each miRNA gene also produced a substantial number of isomiRs that had 5’ or 3’ 

deletions or additions compared to the canonical miRNA that is listed in miRbase 

(KozomaraBirgaoanu and Griffiths-Jones, 2019, Bofill-De Ros et al., 2022). This result was confirmed 

by northern blotting (see Figure 1.6) and has also been reported by other labs (Baran-Gale et al., 2013, 

Bofill-De Ros et al., 2022).  
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Figure 1.6 From (Tan et al., 2014)  IsomiRs detected by sequencing in embryonic stem cells can also 
be detected by northern blotting and so cannot be cloning or sequencing artifacts.  The canonical 
miRNA is shaded in yellow.   

Copyright permission obtained from author and Oxford University Press. 

 

 

1.8.1 miRNA and 5’isomiR target predicting 

About half of the miRNAs that were sequenced (Tan et al., 2014) had 3’ alterations and only 8% had 

5’ alterations. However, the 5’ alterations would be expected to have a large effect upon mRNA 

targeting (Woods et al., 2020), as illustrated in Figure 1.7, which shows that a single base difference 

can create a large number of novel predicted targets for the isomiRs of miR‐9 or of miR‐302a.  3’ 

alterations have also been reported to have different activities compared with the corresponding 

canonical miRNA (Jones et al., 2009, Yamane et al., 2017, Yu et al., 2017). 
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Figure 1.7 (Adapted from (Tan et al., 2014)). The Venn diagrams show that there is a surprisingly 
small proportion of shared predicted targets between miR-9 and a common isomiR-9 that has 
single base deletion at its 5’ end.  A similar analysis is also shown for miR-302a. The predictions were 
made by using TargetScanHuman (canonical) and TargetScan custom (isomiRs).   Copyright 
permission obtained from author and Oxford University Press. 
 
 

Tan et al (2014) confirmed that isomiR‐9 was able to target new mRNAs, such as DNMT3B in vitro and 

showed that it was possible to use the target site of DNMT3B to make a sponge that was specific for 

isomiR‐9 but not for the canonical miR‐9. 

 

1.8.2 MicroRNA and isomiR cleavage 

IsomiRs are miRNA variants that are created largely by imprecise Drosha or Dicer cleavage (Landgraf 

et al., 2007, Morin et al., 2008a, Wu et al., 2009, Lee et al., 2010, Guo et al., 2011, NeilsenGoodall 

and Bracken, 2012, Guo et al., 2014) (Fig 1.8). IsomiRs can be longer or shorter by a small number of 

bases (usually one base) at the 5’ or 3’ ends compared to the most common miRNA (the canonical 

sequence) (Orbán, 2023).  
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Figure 1.8 From (Zelli et al., 2021). Dicer and Drosha cleavage sites indicated on a pri-miRNA 
structure (see Figs 1.3, 1.4).  

Copyright permission obtained from author and Multidisciplinary Digital Publications Institute (MDPI). 

 

 

Kim et al., (2021) synthesized all 1881 pri-miRNAs (Fig 1.8) that were listed in miRBase version 21 and 

treated each pri-miRNA with purified Drosha:Dgcr8 (the microprocessor complex).  They found that 

8% of pri-miRNAs had more than one cleavage site for Drosha, indicating that some isomiRs can be 

produced by Drosha:Dgcr8 activity alone.  They further examined primary mir‐142‐5p which was 

cleaved at one site by purified Drosha:Dgcr8 in vitro but cut in three different places in vivo (Wu et 

al., 2009).  The authors confirmed this result in vivo by using their synthetic pri‐mir‐142 to transfect 

HEK293T cells and confirming that three isomiRs were made.  The authors concluded that additional 

auxiliary factors must be used in vivo for the generation of additional isomiRs by Drosha (Kim et al., 

2021). 
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Kim et al., (2021) also identified a large number of pri-miRNAs that could not be cleaved by purified 

Drosha:Dgcr8 in vitro.  After eliminating those miRNAs that might be processed by a non-canonical 

route or might require additional factors they suggest that 627 of the miRNAs listed in miRBase are 

false miRNAs because as well as not being cut by Drosha they are also known to be poorly expressed 

and/or unlikely to form a stable hairpin loop structure.   

 

Following cleavage by Drosha and Dicer some miRNAs are further trimmed by exonucleases or tailed 

with adenines or uracils by nucleotidyl transferases (Tomasello et al., 2021, Zelli et al., 2021). Tailing 

with adenines or uracils is associated with more or less miRNA stability respectively (Tomasello et al., 

2021). 

 

Canonical miRNAs can be derived from either the 5p or 3p arm of a miRNA (Kuo et al., 2015).  If 

derived from the 5p arm then the 5’ end of the mature miRNA is cut and generated by Drosha (Fig 

1.8). If the mature canonical miRNA is derived from the 3p arm then the 5’ end of miRNA is cut by 

Dicer (Fig 1.8). The passenger strand refers to the miRNA arm that is not incorporated into RISC (Fig 

1.3, 1.4). However, there are many examples where both of the arms of a miRNA are incorporated 

into RISC and some examples where the passenger strand is the predominant mature miRNA in 

certain tissues (Jagadeeswaran et al., 2010, Young et al., 2022). From our 3 miRNA libraries (see above) 

we found that an average of 77% of the miRNAs expressed only the guide strand, 17% expressed both 

guide and passenger strand and 6% expressed the passenger strand only (Tan GC PhD thesis 

https://spiral.imperial.ac.uk/handle/10044/1/39358).  

 

The seed sequences of the 5p and 3p strand have very different predicted targets, as would be 

expected (Griffiths-Jones et al., 2011, Young et al., 2022). The observation of switching between 5p 

https://spiral.imperial.ac.uk/handle/10044/1/39358
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and 3p expression in different tissues is referred to as arm switching and is suggested to be a 

fundamental mechanism in the evolution of miRNA function (de Wit et al., 2009, Griffiths-Jones et 

al., 2011). The physiological role of arm switching remains elusive although there has been progress 

in understanding the mechanism of arm switching (Kim et al., 2020). 

 

IsomiRs are likely to be active in vivo because they co-immunoprecipitate with Ago proteins and are 

also active in luciferase and cleavage assays (Azuma-Mukai et al., 2008, Morin et al., 2008b, Lee et al., 

2010, Cloonan et al., 2011), however, that does not necessarily mean that they are of any importance 

(NeilsenGoodall and Bracken, 2012). We showed that the 5’ isomiRs in one species can be the 

canonical miRNA in a different species, which added to the limited evidence that isomiRs are of 

functional importance (NeilsenGoodall and Bracken, 2012, Tan et al., 2014). 

 

Although a 5’ change of a miRNA has a big impact upon target predictions (Fig 1.7), there are still 

predicted targets in common and Cloonan et al (2011) present good evidence that isomiRs act 

cooperatively with their canonical counterparts to target common biological pathways.  They also 

cogently argue that isomiRs may help to reduce off-target effects.  

 

1.9 Canonical to isomiR sequencing ratios in different tissues 

We observed that the expression of five out of 295 of the most highly expressed miRNAs in miRGator 

showed convincing 5’ isomiR switching between tissues, which is analogous to previous observations 

of arm switching (see above).  
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miR-215-5p Canonical miRNA IsomiR    

 AUGACCU…… UGACCU…… Samples QC let-7a-1-5p QC mir-23a-3p 

Lung 1 0.21 15 0.99 0.98 

Mammary glandular cells 1 0.09 4 0.99 0.98 

Liver 1 103 6 0.99 0.98 

Kidney 1 11.8 3 0.99 0.98 

 

Table 1.2 (Adapted from (Tan et al., 2014)). This table shows that canonical miR-215-5p is a minority 
species in liver or kidney. The isomiR sequencing reads are shown in proportion to the canonical 
reads, which have been given the value of 1. The QC let‐7a‐1‐5p and QC mir‐23a‐3p results are quality 
controls that show the ratio of these microRNAs that contain the 5’ most base/total number of 
miRNAs sequenced (genuine isomiRs of let‐7a‐1‐5p and mir‐23a‐3p are very rare).  This indicates that 
incomplete sequencing of the 5’ end of a microRNA is unlikely to be responsible for the 10 to 100 fold 
excess of a shorter 5’ isomiR form of miR‐215‐5p in kidney and liver.   Copyright permission obtained 
from author and Oxford University Press. 

 

 

Table 1.2 shows the most extreme differences that we found but we also saw many fold changes in 

the ratio of canonical to isomiR expression for miR‐101‐1‐3p, miR‐106a‐5p, miR‐140‐3p and miR‐

500a‐3p between tissues (Tan et al., 2014). None of these isomiRs were made in significant amounts 

by the in vitro Drosha cleavage assay described above (Kim et al., 2021), indicating that the production 

of these particular isomiRs requires additional factors to Drosha and Dgcr8, similarly to miR‐142‐5p 

(see above). 

 

We would like to know whether the observed differences between the ratios of canonical to isomiRs 

in different tissues are biologically relevant and whether these changes purposefully change mRNA 

targeting. In order to test this, we first need to identify cell lines that show good differences in 

canonical: isomiR ratios.  
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We also want to investigate a report that the cloning efficiency of miRNAs (and presumably isomiRs) 

can vary by many orders of magnitude according to the nature of the miRNA ends (Zhang et al., 2013).  

The authors also suggest a simple solution, which is to add two random bases to the ends of the 

adapters that are normally used for cloning and are ligated to each end of a miRNA (Zhang et al., 

2013).  However, the authors use an older and more demanding cloning method, (involving a gel 

purification step) compared to the commonly used Illumina kit method.  The Illumina kit method 

allows all of the cloning steps to occur sequentially in the same eppendorf tube and so allows libraries 

to be made from very small starting amounts of total RNA. 

 

1.10 Methods of miRNA cloning for sequencing 

Figure 1.9 illustrates the two adapter method that is most commonly used for cloning miRNAs 

(BenesovaKubista and Valihrach, 2021).  In the original procedure small RNA was purified from 

polyacrylamide gels, dephosphorylated (to prevent it from self-ligating) and ligated to a 3’ adapter 

with T4 RNA ligase.  The required ligation products were identified and purified from a 

polyacrylamide gel, phosphorylated and then ligated to a 5’ adapter and the required and final 

ligation products were again identified and isolated from a polyacrylamide gel and then amplified by 

RT-PCR (ElbashirLendeckel and Tuschl, 2001) (Fig 1.9).  
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Figure 1.9 Two adapater method for cloning miRNA.  From Benesova et al 2021 with permission.  

 

 

Illumina modified this method so that the polyacrylamide gel purification steps were not required, 

which allowed libraries to be made from far smaller amounts of starting RNA (see Chapter 3).  The 

current illumina protocol and kit was introduced in November 2010 (Baran-Gale et al., 2015). A 

number of other companies also sell kits that use the two adapter approach outlined above, although 

these may differ in minor details such as the method of removing unwanted adapter dimers (Baran-

Gale et al., 2015).  

 

However, considerable differences in sequencing reads were found between synthetic miRNA oligos 

following cloning by the two-adapter method and this was shown to be mainly due to marked 

differences in ligation efficiencies between different miRNAs to the cloning adapters, particularly to 
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the 5’ adapter (Hafner et al., 2011). Other groups also reported cloning bias by the two-adapter 

protocol (Linsen et al., 2009, Alon et al., 2011, Jayaprakash et al., 2011, Van Nieuwerburgh et al., 

2011). 

 

Zhang et al 2013 demonstrated that the ligation efficiency of those miRNAs that cloned poorly could 

be improved by changes to the ligation buffer and by adding variable bases to the 5’ end of the 3’ 

adapter and to the 3’ end of the 5’ adapter.  This approach (Fig 1.10A) has been developed 

commercially (Perkin Elmer NetFlex). 
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Figure 1.10 Methods to reduce miRNA cloning bias.  A. Use of variable bases at the end of the 5’ 
and 3’ adapters.  B. Polyadenylation and template switching.  C. Circularisation.  Diagrams from or 
based on Benesova et al 2021 with permission.  

 

 

Fig 1.10B illustrates a method to clone miRNA that does not involve ligases and instead uses poly A 

polymerase to tail small RNAs with poly A which provides an annealing site for the 3’ adapter. This 

method then takes advantage of the reverse transcriptase encoded by Moloney murine leukemia 

virus, which adds poly C to the 5’ end of the newly synthesized cDNA and so provides an annealing 

site for the 5’ adapter, a process referred to as template switching (Zhu et al., 2001). 

 

Fig 1.10C illustrates a method developed by Somagenics that uses a combined adapter and so allows 

the second 5’ adapter ligation step to occur by intramolecular ligation, which is more efficient than 

the usual intermolecular ligation (Fig 1.9).  

 

A number of commercial kits are available to make miRNA libraries, and these have recently been 

tested by a number of independent groups (Barberán-Soler et al., 2018, Coenen-Stass et al., 2018, 

Dard-Dascot et al., 2018, Giraldez et al., 2018, Yeri et al., 2018, Godoy et al., 2019, Wong et al., 2019, 

Wright et al., 2019, Baldrich et al., 2020, Heinicke et al., 2020, Herbert et al., 2020, Androvic et al., 

2021, BenesovaKubista and Valihrach, 2021).   All groups have reported that randomized adapters 

(Fig 1.10A) give superior results to traditional adapters (Fig 1.9), see Benesova et al 2021.  Fig 1.11 

shows some of the results from a comprehensive multi-site study of commercially available miRNA 

cloning kits (Herbert et al., 2020).   
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Figure 1.11 Multi-site study of commercially available miRNA cloning kits.  A.  Bar chart in which 
bars have been shaded in order to indicate the percentage of 960 synthetic miRNAs (miRXplore 
Universal Reference) that had sequencing reads within 2-fold of the median value (darkest shade) 
between 2 and 10-fold above or below the median value (medium shade) and greater than tenfold 
above or below the median value (lightest shade).  I, Illumina TruSeq Small RNA Library Prep Kit; L, 
Lexogen Small RNA-Seq Library Prep Kit; N, NEBNext Small RNA Library Prep Set; P, PerkinElmer 
NextFlex Small RNA-Seq Kit v.3; Q, Qiagen QIAseq miRNA Library Kit; T, Trilink CleanTag Small RNA 
Library Prep Kit; C, Takara Bio (Clontech) SMARTer smRNA-Seq Kit; D, Diagenode CATS Small RNA-
Seq Kit; S, Somagenics RealSeq-AC miRNA Library Kit; Nano, NanoString nCounter miRNA Expression 
Assay – this is a non-sequencing method that was used as a control by the authors.  From Herbert et 
al 2020 with permission.  

 

 

Five of the kits (I, L, N, Q and T) use the traditional two adapter method (Fig 1.9) and these have the 

smallest area of dark shading in the bars of Fig 1.11, which represent the proportion of the tested 
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960 synthetic miRNAs that had sequencing reads within two-fold of the median value.  The lightest 

shades are most evident at the top of the bars for I, L, N, Q and T represent miRNAs that had greater 

than tenfold more reads than the median value.  These miRNAs are particularly problematic as they 

constitute a very high percentage of the total miRNA sequence reads (Fig 1.12).  From Figs 1.11 and 

1.12 it can be seen that kits P (randomized adapters, Fig 1.10A), C and D (template switching, Fig 

1.10B) and S (circularisation, Fig 1.10C), which were all developed to overcome cloning bias, have 

very few miRNAs that have sequencing reads that are tenfold above the median read value.  However, 

as illustrated in Fig 1.11, 50% of miRNAs from the best performing kit (S) were still over or under-

represented by 2 to 10-fold.   

 

 

 

 

Figure 1.12 From Herbert et al 2020, with permission.  The percentage of total reads attributable 
to a small number of 960 synthetic miRNAs from miRXplore that were easiest to clone (represented 
by the lightest shades at the top of bars in Fig 1.11).  
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1.11 Project Aims 
 

1. To find cell lines with strong differences in isomiR expression. Such cell lines could then be used 

experimentally to identify specific mRNA targets of the isomiRs.  

2. To investigate a reported bias problem with miRNA cloning and to incorporate a possible solution 

into the commonly used illumina method of miRNA cloning and sequencing.  

3. To investigate whether the very poor intermolcular cloning of some miRNAs to the RA5 adapter 

could be improved by intramolecular cloning to a combined RA5RA3 adapter, as suggested by 

Somagenics.  

4. To establish whether the more extensive RNA splicing data that is now available can be used to 

further improve the approach we developed to detect cryptic splice sites (Kapustin et al., 2011), 

with emphasis on BRCA1 and BRCA2.  We will also test whether RNA splicing databases can be 

used to predict the effect of splice site mutations upon exon skipping. 
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Chapter 2-Materials and Methods 

2.1 Materials 

2.1.1 Cell culture 

2.1.1.1 Cell Culture Reagents  

 

Gibco™ Trypsin/ethylenediamine tetraacetic acid (EDTA) (0.05%), phenol red (Invitrogen, Gibco, 

catalogue number 25300120) 

 

L-glutamine 200mM (100x) (Invitrogen, Gibco, Catalog number: 25030081) 

 

DMEM (Dulbecco's Modified Eagle Medium) with high glucose and L-glutamine and phenol red 

(Invitrogen, Gibco, Catalog number: 11965118)  

 

Roswell Park Memorial Institute (RPMI) 1640 Medium with L-glutamine, HEPES, High glucose and 

Phenol Red (Thermo fisher scientific, Gibco, Catalog number: A1049101) 

 

McCoy's 5A (modified) Medium with L-glutamine, High glucose and Phenol Red (Thermo fisher 

scientific, Gibco, Catalog number: 16600082)  
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Heat Inactivated Foetal Bovine Serum (Thermo fisher scientific, Gibco, Catalog number: 16140071)  

 

Penicillin/streptomycin (Life Technologies Limited, Gibco, Catalog number: 15140122) 

 

Plasticware and cell culture plates/flasks (Life Sciences, Corning, T25 Product Number: 430639 

and T75 Product Number:  431464U)  

 

15 ml Centrifuge tube (Life Sciences, Corning, Product Number 430791) 

 

Dimethyl sulfoxide (DMSO) (Sigma -Aldrich, CAS number: 67-68-5, EC number: 200-664-3) 

 

2.1.1.2 Chemicals and Reagents and Kits 

 

miRVana miRNA Isolation kit (Ambion, Catalog number: AM1560) 

 

MTH adenylation kit (New England Biolabs, Catalog #: E2610S) 

  

µMACS streptavidin kit (Miltenyi Biotec, Catalog number: 130-074-101) 

 

Hybond N+ nylon membrane (Amersham, Thermo fisher scientific, Catalog number: 45-000-838) 

 

https://ecatalog.corning.com/life-sciences/b2c/US/en/Surfaces/Advanced-Cell-Culture-Surfaces/Corning%C2%AE-and-Costar%C2%AE-Cell-Culture-Flasks/p/430639
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SuperScript® IV (SSIV) Reverse Transcriptase (Thermo fisher scientific, Invitrogen, Catalog number: 

18090010) 

 

3M Sodium Acetate (Thermo fisher scientific, Invitrogen, Catalog number:  AM9740) 

 

10 mM dNTP mix (Thermo fisher scientific, Invitrogen, Catalog number: 18427013) 

 

Agarose, molecular biology grade (Sigma -Aldrich, CAS number: 9012-36-6, EC number: 232-731-8) 

 

50 x Denhardt’s solution (Thermo fisher scientific, Invitrogen, Catalog number: 750018) 

 

Ammonium persulfate (APS) (Sigma -Aldrich, CAS number: 7727-54-0, EC number: 231-786-5) 

 

Ampicillin (Sigma -Aldrich, CAS number: 69-53-4) 

 

Bovine serum albumin (BSA) (Sigma -Aldrich, CAS number: 9048-46-8, EC number: 232-936-2) 

 

Bromophenol blue (Sigma -Aldrich, CAS number: 115-39-9, EC number: 204-086-2) 

 

Chloroform (Sigma -Aldrich, CAS number: 67-66-3) 
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Nuclease-free water (Thermo fisher scientific, Invitrogen, Catalog number:  AM9932) 

 

Dithiothreitol (Thermo Scientific, Catalog number: R0861) 

 

Ethanol (BDH, CAS number: 64-17-5)  

 

Ethidium Bromide Solution (Sigma -Aldrich, CAS number: 1239-45-8) 

 

Ethylenediamine tetraacetic acid (EDTA) (Sigma -Aldrich, CAS number: 60-00-4, EC number: 200-449-

4) 

 

SYBR™ Gold Nucleic Acid Gel Stain (Thermo fisher scientific, Invitrogen, Catalog number: S11494) 

 

N, N, N′, N′-Tetramethyl ethylenediamine (Temed) (Sigma -Aldrich, CAS number:  110-18-9, EC Index 

number: 203-744-6) 

 

Phenol: Chloroform: isoamyl alcohol 25:24:1 (Sigma -Aldrich, CAS number: 136112-00-0, MDL 

number: MFCD00133763)  

 

Restriction endonucleases and buffers (New England Biolabs) 

 



 

 
 
 
 
 
 

59 

RNaseOUT™ Ribonuclease inhibitor (Thermo fisher scientific, Invitrogen, Catalog number: 10777019) 

 

Gel cassettes (Thermo fisher scientific, Invitrogen, Catalog number: NC2010) 

 

2.1.1.3 Buffers and Solutions  

 

10 x DNA loading buffer (Thermo fisher scientific, Invitrogen, Catalog number: 10816015) 

or 0.2% (w/v) Bromophenol Blue, 40% (v/v) Glycerol, 100mM EDTA pH8.0  

 

GlycoBlue (Thermo fisher scientific, Invitrogen, Catalog number: AM9516) 

 

RNase ZAP (Thermo fisher scientific, Invitrogen, Catalog number: AM9780) 

 

Super RX Blue Sensitive Film (Fujifilm, MXR, SKU: 100909) 

 

Elution Buffer [10 mM Tris-HCl (pH 7.5), 1 mM EDTA] 

 

Low Salt Buffer [0.15 M NaCl, 20 mM Tris-HCl (pH 7.5), 1 mM EDTA] 

 

Sterile disposable scalpels (Swann-Morton, Code: 05XX)  
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Denhardt's Solution (50X) (Thermo fisher scientific, Invitrogen, Catalog number: 750018) 

 

Isopropanol (Sigma -Aldrich, CAS number: 67-63-0, MDL number: MFCD00011674) 

 

DNA Gel Loading Dye (6X) (Thermo Scientific™, Catalog number:  R0611) 

 

50 bases DNA ladder (New England Biolabs, Catalog number:  N3236S) 

 

Formamide (Sigma-Aldrich, CAS number: 75-12-7, product number:  F9037) 

 

2.1.1.4 PCR, Northern blotting and Cloning reagents  

 

15% denaturing PAGE: 21 g urea (7M), 2.5 ml 10x TBE, 18.75 ml of 40% (w/v) 19:1 acrylamide:bis-

acrylamide, adjust volume to 50 ml with water. Add 350 μl of 10% (w/v) ammonium persulphate (APS) 

and 17.5 μl of TEMED. 

 

10% denaturing PAGE: as above 15% denaturing PAGE but with 12.5 ml of 40% (w/v) 19:1 

acrylamide:bis-acrylamide, containing 7M urea and 0.5 x TBE.  Add 350 μl of 10% (w/v) ammonium 

persulphate (APS) and 17.5 μl of TEMED. 
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12.5% non-denaturing PAGE: without urea, 15.66 ml of 40% (w/v) acrylamide: bisacrylamide (19:1), 

5 ml of 10x TBE, and 29.34 ml of distilled water.  Add 350 μl of 10% (w/v) ammonium persulphate 

(APS) and 17.5 μl of TEMED. Samples loaded with non-denaturing gel loading dye. 

 

8% non-denaturing PAGE: without urea, 2 ml of 40% (w/v) acrylamide: bisacrylamide (19:1), 1 ml of 

10x TBE, and 7 ml of distilled water.  Add 100 μl of 10% (w/v) ammonium persulphate (APS) and 10 

μl of TEMED. Samples loaded with non-denaturing gel loading dye. 

 

Denaturing loading dye: 10 ml deionized formamide, 200 μl 0.5 M EDTA pH 8.0, 1 mg xylene cyanol 

FF, 1 mg bromophenol blue. 

 

Non-denaturing loading dye: 0.02% w/v 1 M EDTA pH 8.0, 0.25% w/v xylene cyanol FF, 0.25% w/v 

bromophenol blue, 15% Ficoll in water. 

 

1% Agarose gel: 1 g agarose, 10 ml 10x TAE, 90 ml water. Add 0.1 μg/ml of ethidium bromide.  

 

2.1.1.5 Reagents and Buffers  

 

10 x Phosphate buffer saline (PBS): 0.5 M NaH2P04 (30 g/500 ml), 0.5 M Na2HP04 (35.5 g/500 ml) pH 

7.2 for stock solution. 200 ml of stock, add 8.76 g NaCl and make up to 1 liter with distilled water. 
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10 x TBE:  432 g Tris, 220 g Boric acid, 37.2 g EDTA, Water to 4 liters  

 

20 x TAE: 0.8 M Tris, 0.4 M Sodium acetate, 20 mM EDTA, adjusted to pH 8 with acetic acid 

 

20 x SSC: 175.3 g NaCl, 88.2 g Sodium citrate, water to 1 liter pH 7  

 

TE Buffer: 10 mM Tris-HCL pH 7.4, 1 mM EDTA  

 

DNA elution buffer: 0.5 M ammonium acetate, 10 mM magnesium acetate, 1 mM EDTA, 0.1% w/v 

SDS 

 

 

2.1.2 List of oligos and primers 

 
Chapter 3 

For radiation P32 labelled miR-101-1-3p oligo 

hsa-miR-101-1-3p GUACAGUACU…   UACAGUACU… 

Mature 5’-uacaguacugugauaacugaa-3’ 

Probe 5’-ttcagttatcacagtactgta-3’ 
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RA3                      5’PO4TGGAATTCTCGGGTGCCAAGG-dideoxyC3 

NNRA3                 5’PO4NNTGGAATTCTCGGGTGCCAAGG-dideoxyC3 

RA5                       5’GUUCAGAGUUCUACAGUCCGACGAUC-3’ 

RA5NN                 5’GUUCAGAGUUCUACAGUCCGACGAUCNN-3’ 

RA5NNNN                5’GUUCAGAGUUCUACAGUCCGACGAUCNNNN-3’ 

RA5RA3                 5’GTTCAGAGTTCTACAGTCCGACGATCTGGAATTCTCGGGTGCCAAGGC-3’  

 

Red font – RNA oligos 

miR-101-1-3p                  /5Phos/GUACAGUACUGUGAUAACUGAAG 

miR-205                 /5Phos/UCCUUCAUUCCACCGGAGUCUG 

miR-214                 /5Phos/ACAGCAGGCACAGACAGGCAGUC    23bases 

RTP                   5’GCCTTGGCACCCGAGAATTCCA-3’       22bases 

RP1                   5’AATGATACGGCGACCACCGAGATCTACACGTTCAGAGTTCTACAGTCCGA-3’   50 bases 

RPI48          5’CAAGCAGAAGACGGCATACGAGATTGCCGAGTGACTGGAGTTCCTTGGCACCCGAGAATTCCA-3’ 63 

bases 

Blue font – bases that are complementary to RA5 and RA3 (see RT-PCR primers below).  

STPNN                 5’AUUCCANNCCACGUUCCCGUGG-3’ 

STP                        5’GAAUUCCACCACGUUCCCGUGG-3’ 

5'dd-STP                       /5InvddT/GAAUUCCACCACGUUCCCGUGG-3’ 

 

5’ BiotinTEG-STP    /5BiotinTEG/GAAUUCCACCACGUUCCCGUGG-3’      
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Chapter 4 

5'biotin-TEG-HSA-mir-575              /5BiotinTEG/GCTCCTGTCCAACTGGCTC  

5'biotin-TEG-HSA-mir-768-3p       /5BiotinTEG/GTCAGCAGTTTGAGTGTCAGCATTGTGA  

Biotin-TEGmiR-101-1-3p                /5BiotinTEG/GTTATCACAGTACTGTAC  

RP1 shorter         5’GTTCAGAGTTCTACAGTCCGAC-3’  

RPI48 shorter      5’CCTTGGCACCCGAGAATTCC-3’  

STPNN                 5’AUUCCANNCCACGUUCCCGUGG-3’ 

 

NNRA3RA5NN-3’P (No6)   - this is the vector used for making miRNA libraries  

 

5’[Phos]NNTGGAATTCTCGGGTGCCAAGGGUUCAGAGUUCUACAGUCCGACGAUCNN[3’Phos] (51 bases) 

 

Other RA3RA5 constructs 

 

No 1 (NNRA3RA5--2OMe) 

  /5Phos/NNTGGAATTCTCGGGTGCCAAGGGUUCAGAGUUCUACAGUCCGACGAUrC-2OMe 

No 2 (NNRA3RA5-Ome-rC)                              

              /5Phos/NNTGGAATTCTCGGGTGCCAAGGGTTCAGAGTTCTACAGTCCGACGATrC-2OMe 

No 3 (NNRA3RA5)                     

              /5Phos/NNTGGAATTCTCGGGTGCCAAGGGTTCAGAGTTCTACAGTCCGACGATC 

No 4 (NNRA3RA5)                        

               /5Phos/NNTGGAATTCTCGGGTGCCAAGGGUUCAGAGUUCUACAGUCCGACGAUC 
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No 5 (NNRA3RA5NN)   

                       

                /5Phos/NNTGGAATTCTCGGGTGCCAAGGGTTCAGAGTTCTACAGTCCGACGATCNN 

 

alternative No5 (NNRA3RA5NN-3’P)    

                 /5Phos/NNTGGAATTCTCGGGTGCCAAGGGTTCAGAGTTCTACAGTCCGACGATCNN/3Phos/  

No 7 (NNRA3RA5-AmC3)  

                  /5Phos/NNTGGAATTCTCGGGTGCCAAGGGTTCAGAGTTCTACAGTCCGACGATC-AmC3 

NNRA3RA5 /5Phos/NNTGGAATTCTCGGGTGCCAAGGGUUCAGAGUUCUACAGUCCGACGAUmC 

 

Further oligos 

 

214RA3NN     /5Phos/ACAGCAGGCACAGACAGGCAGUCTGGAATTCTCGGGTGCCAAGGNN 

 

214-RA5NN    /5Phos/ACAGCAGGCACAGACAGGCAGUCGTTCAGAGTTCTACAGTCCGACGATCNN 

 

214RA3RA5   ACAGCAGGCACAGACAGGCAGUCTGGAATTCTCGGGTGCCAAGGGUUCAGAGUU 

                         CUACAGUCCGACGAUC               70 bases 

214RA3RA5   ACAGCAGGCACAGACAGGCAGTCTGGAATTCTCGGGTGCCAAGGGTTCAGAGTT 

                         CTACAGTCCGACGATC  
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Detailed RT-PCR diagram of a microRNA (-----) cloned into NNRA3RA5NN (see Figs 3.2, 4.6).  

Restriction enzyme sites also marked (see Chapter 4).   

 

 

RA5NN 5’GUUCAGAGUUCUACAGUCCGACGAUCNN------------NNTGGAATTCTCGGGTGCCAAGG3’ NNRA3      

                                                  ACCTTAAGAGCCCACGGTTCCG 5’RTP 

RP1 5’……GTTCAGAGTTCTACAGTCCGA                     ACCTTAAGAGCCCACGGTTCCG……5’ RPI48  

 

 

    

ApoI   R/AATT Y     AvaI   C/YCGR G        NlaIV   GGN/NCC 

       R TTAA/Y            G YGCR/C                CCN/NGG 

 

 

 

For miR-214, which is 23 bases in length, the RT-PCR reaction shown above would be expected to 

generate a linear fragment of RP1 + RPI48 + miR-214 + 7 bases from the 3’ end of RA5NN + 2 bases 

from the 5’ end of NNRA3, which equals 145 bases.    

 

The restriction enzyme sites were used to investigate and to deal with large sized bands unexpectedly 

generated by RT-PCR of circular ligations (see Chapter 4).  

 

RT-PCR of circular NNRA3RA5NN-3’P (No6) would be expected to generate a linear fragment of RP1 

+ RPI48 + 7 bases from the 3’ end of RA5NN + 2 bases from the end of NNRA3 = 122 bases.  This 

would be expected to be cut into double stranded fragments of 56 and 62 bases by ApoI (plus 4 bases 

single strand overhangs) and double stranded fragments 51 and 67 bases by AvaI (plus 4 bases single 

strand overhangs).   

 

RT-PCR of circular 214RA3RA5 would be expected to generate a linear double stranded fragment of 

141 bases (RP1 + RPI48 + mir-214 + 5 bases from the 3’ end of RA5).  
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This would be expected to generate double stranded fragments of 56 bases and 81 bases by ApoI 

and 51 bases and 86 bases by AvaI (plus 4 bases single stranded overhangs). 

 

 

2.1.3 List of cell lines 

    

List of cell lines    

No  cell lines Characteristics  Origins 

    

U-2 OS  Human  Adherent  

ATCC  

 

 osteosarcoma cells Cell line derived in 1964 from  

  a moderately differentiated  

  sarcoma of the tibia of   

  a 15-year-old girl.  

    

THP-1  human leukemia  Suspension ATCC 

 monocytic cell line Derived from the peripheral  

  blood of a 1-year-old male   

  with acute monocytic  

  leukaemia  

    

MCF-7 Human breast  Adherent  ATCC 

 cancer cell line Derived from the pleural effusion  

  of a 69-year-old Caucasian  

  metastatic breast cancer   

  (adenocarcinoma) in 1970  

    

HL60  Human caucasian  Suspension ATCC 

 promyelocytic derived from peripheral blood  

 leukemia    leukocytes obtained by   

https://www.sciencedirect.com/topics/medicine-and-dentistry/pleura-effusion
https://www.sciencedirect.com/topics/medicine-and-dentistry/metastatic-breast-cancer
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2.1.4 List of Bioinformatics websites 

 

TargetScan - http://www.targetscan.org/ 

PicTar - http://pictar.mdc-berlin.de/ 

UCSC Genome Browser - http://genome.cse.ucsc.edu/cgi-bin/hgBlat 

NCBI Blast - http://blast.ncbi.nlm.nih.gov/Blast.cgi 

Ensembl Genome Browser: http://www.ensembl.org/index.html 

NCBI: http://www.ncbi.nlm.nih.gov/ 

Pubmed: http://www.ncbi.nlm.nih.gov/pubmed/ 

Primer3: http://frodo.wi.mit.edu/ 

 cell line leukopheresis of a 36-year-old  

  Caucasian female with acute  

  promyelocytic leukemia  

    

H929 Human caucasian Suspension ATCC 

 IgA-producing  from a malignant effusion   

 plasmacytoma  in a 62-year-old Caucasian   

  woman with myeloma  

    

HCT116 Human colorectal  Adherent ATCC 

 carcinoma cell line Established from the  

  primary colon carcinoma  

  of an adult man  
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miRGator v3.0: http://mirgator.kobic.re.kr/  

Blat (UCSC Genome Browser): https://genome.ucsc.edu/cgi-bin/hgBlat?command=start  

miRBase: http://www.mirbase.org/  

Nucleotide BLAST: https://blast.ncbi.nlm.nih.gov/Blast.cgi?PAGE_TYPE=BlastSearch  

Primer-BLAST: http://www.ncbi.nlm.nih.gov/tools/primer-blast/ 

DAVID: http://david.abcc.ncifcrf.gov/ 

UCSC In-silico PCR: https://genome.ucsc.edu/cgi-bin/hgPcr  

 

2.2 Methods  

2.2.1 General cell culture  

All culture dishes (Corning, Costar) and flasks (Corning) were suitable for sterile tissue culture and all 

serological plugged pipettes were purchased from Costar. Adherent cell lines were cultured in DMEM 

media (Dulbeco’s Modified Medium (DMEM) (Invitrogen, Gibco) supplemented with 10% (v/v) heat 

inactivated Foetal Bovine Serum (FBS) (Life Technologies), 50 U/ml penicillin/streptomycin (Life 

Technologies Limited, Gibco) and 200 μM glutamine (Invitrogen, Gibco).  McCoy’s 5A (Modified) 

Medium (Life Technologies Limited, Gibco) supplemented with 10% (v/v) heat inactivated Foetal 

Bovine Serum (FBS) (Life Technologies), 50 U/ml penicillin/streptomycin (Life Technologies Limited, 

Gibco) and 200 μM glutamine (Invitrogen, Gibco) for adherent cells.   All the cell culture experiments 

were carried out in a sterile condition Class II flow cabinet and all cells were grown at 37°C in 5% or 

10% CO2 (v/v). 

 

https://genome.ucsc.edu/cgi-bin/hgBlat?command=start
http://www.mirbase.org/
https://blast.ncbi.nlm.nih.gov/Blast.cgi?PAGE_TYPE=BlastSearch
http://www.ncbi.nlm.nih.gov/tools/primer-blast/
http://david.abcc.ncifcrf.gov/
https://genome.ucsc.edu/cgi-bin/hgPcr
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Cells were passaged twice or three times per week when cells reached or neared confluency. Then 

all adherent cell lines were washed with PBS and incubated with 1 ml Trypsin-EDTA (0.25%) 

(Invitrogen, Gibco) for 2 to 5 minutes at 37°C in 5% CO2 (v/v). Then, the cells were pipetted up and 

down to make a single cell suspension and re-suspended in 9 mls of warmed D10 media (DMEM + 

10% FBS + glutamine + pen/strp) and centrifuged at 1000 rpm for 5 minutes. The cell pellet was 

resuspended in D10 and plated to the required density.   

 

All suspension cell lines were grown in R10 ie RPMI 1640 Medium (Life Technologies Limited, Gibco) 

supplemented with 10% (v/v) heat inactivated FBS, 50 U/ml penicillin/streptomycin (Life 

Technologies Limited, Gibco) and 200 μM glutamine (Invitrogen, Gibco) in 5% CO2 (v/v). Suspension 

cells were grown in 6 well plates and passaged weekly by putting 1/3 ml, 1/2 ml and 1 ml of cells into 

three plates containing 4 mls of R10 RPMI 1640 Medium (Life Technologies Limited, Gibco) 

supplemented with 10% (v/v) heat inactivated FBS, 50 U/ml penicillin/streptomycin (Life 

Technologies Limited, Gibco), 200 μM glutamine (Invitrogen, Gibco) and another three plates 

containing 4 mls R10 as control.  

 

2.2.2 Freezing down cell lines  

The freezing method of adherent cells and suspended cells was the same, except that detaching the 

adherent cells from the culture plates was required before the freezing procedure. Cells were grown 

in T75 flasks or six well plates until confluent. The cells were washed with 1x PBS and the adherent 

cells were treated with 1 ml of Trypsin-EDTA (0.25%) as described above and then the trypsin was 

inactivated by adding 9 mls of media. The cells were spun down at 1000 rpm for 5 minutes and the 

pellet was re-suspended in D10 media, R10 media or M10 media with 10% dimethyl sulfoxide (DMSO) 

and immediately aliquoted into 1 ml cryo-vials (0.7 ml per vial). The cells were frozen slowly in a cryo 
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freezing container containing isopropyl alcohol at -80°C at least for two days before being stored in 

liquid nitrogen. 

 

2.2.3 Thawing the frozen cells 

The frozen cells were taken from liquid nitrogen and were revived by thawing at 37°C in a water bath.  

The cells were then pipetted up and down and then added to 9 mls of warmed media in a falcon tube. 

The cells were centrifuged at 1000 rpm for 10 minutes. The media and DMSO were removed and a 

small amount of new media was added to the cell pellet which was gently pipetted into single cells 

and further diluted with fresh media, which was then transferred to the appropriate tissue culture 

dish and then incubated at 37°C in 5% CO2 (v/v). 

 

2.2.4 Total RNA extraction 

The cells were lysed, and total RNA was extracted with TRIzol (Invitrogen) as instructed by the 

manufacturer.  A T75 flask of sub-confluent to confluent cells could generate 20 μg - 100 μg of total 

RNA depending on the cell type. 5 mls of TRIzol reagent was used per 10 cm dish or T75 flask and 

incubated for 2-3 minutes at room temperature and then passed several times through a pipette to 

form a homogenous solution.  The sample was transferred to eppendorf tubes and 0.2 ml of 

chloroform was added per 1 ml of TRIzol, shaken vigorously for 15 seconds and then centrifuged for 

15 minutes in eppendorf tubes at 12,000 x g at 4°C. The aqueous phase was transferred to a new 

tube and 0.5 ml of isopropanol per 1 ml of TRIzol reagent was added and the tubes were inverted 

several times and left on ice for 10 minutes and then centrifuged at 12,000 x g for 10 minutes at 4°C. 

The RNA pellet was washed with 1 ml of 75% ethanol per 1 ml of TRIzol reagent and centrifuged for 

5 minutes at 7500 x g at 4°C. The ethanol was removed and the pellet was resuspended in 20-50 µl 



 

 
 
 
 
 
 

72 

of nuclease-free water. The concentration of the RNA sample was measured by using a Nanodrop 

ND1000 spectrophotometer. 

 

2.2.5 Small RNA extraction  

About 100 μg of total RNA samples were enriched for small RNAs using the miRVana miRNA Isolation 

kit (Ambion) following the manufacturer’s instructions. Small RNAs were precipitated with 1/3 

volume of 100% ethanol (e.g. add 100 μl 100% ethanol to 300 μl aqueous phase), and then 2/3 

volume of 100% ethanol (e.g. add 266 μl 100% ethanol to 400 μl of filtrate is recovered) miRVana 

miRNA Isolation kit (Ambion). The RNAs were centrifuged at 10,000 rpm in a microcentrifuge at 4°C. 

The RNAs were washed with miRNA wash solution 1 and wash solution 2/3 and after washing the 

small RNAs were recovered from 100 µl of nuclease-free water (Thermo fisher scientific).  

 

2.2.6 RNA quality checking 

Agarose powder was weighed out and 0.5 g was mixed with 50 mls 1x TAE buffer to make a 1% of 

agarose gel and the agarose was dissolved in a conical flask for 1-3 minutes in a microwave but not 

overboiled, because the buffer will be evaporated, and the concentration will not be accurate. Gels 

were cast in appropriate trays with suitable combs to produce wells and left for half hour to cool. 

Ethidium bromide solution (10 mg/ml) was added to the gel mix to make a final concentration of 0.5 

μg/ml. Set gels were then placed in electrophoresis tanks and 1x TAE buffer was added to cover the 

gel and electrodes.  

 

500 ng of total RNA of each sample was mixed with 6 x DNA loading dye (2 µl to each tube) and 10 µl 

of formamide added to a concentration of at least 60% and loaded into wells along with a suitable 
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DNA ladder. Before loading on the gel, the RNA sample with loading buffer was heated at 70°C for 5 

minutes and then placed on ice.  

 

The RNA samples were run on the gel at a constant 70 voltage of 4 V/cm for 1 hour and the agarose 

gel was stained with Ethidium Bromide (Sigma) and gel was viewed and imaged by UV (ultraviolet) 

light.   For good quality total RNA the 28S ribosomal band was twice the intensity of the 18S RNA 

band.   

 

2.2.7 Northern blot  

2.2.7.1 Denaturing PAGE and RNA transfer 

 
A 15% polyacrylamide denaturing PAGE gel was prepared by dissolving 21 g Urea (7M Urea) in 2.5 ml 

10x TBE and 18.75 ml of 40% (w/v) 19:1 acrylamide: bis-acrylamide and adjust to 50 ml with water.  

After the urea dissolved, 500 µl of 10% (w/v) ammonium persulphate (APS) and 20 µl of TEMED were 

added and the gel was poured between glass plates and inserted a comb. Then 50-100 ng of RNA 

oligo was denatured at 70°C for 5 minutes, incubated on ice for 1-2 minutes and the RNA samples 

were loaded as equal amount and equal volume. The RNA samples were separated on the 15% 

polyacrylamide denaturing gel (7M Urea) in 0.5 x TBE buffer at 150-250V. The gel was stained with 

SYBR® Gold stain and viewed by UV light.  The gel was washed by 0.5 x TBE to remove excess urea. 

Six pieces of Whatman filter paper, and 1 piece of Hybond N+ nylon membrane (Amersham) were 

cut the same size as the gel size and soaked in 0.5 x TBE. This is a semi-dry transfer apparatus was 

cleaned by RNaseZAP™ (Sigma-Aldrich®). The transfer ‘sandwich’ on the semi-dry transfer apparatus 

in order as following: three pieces of filter paper were placed on the semi-dry blot apparatus, 

followed by the membrane and then the gel was put on top of the membrane after that the remaining 

three pieces of filter paper were put on top of the gel. A long pipette was used to roll over the top of 
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the gel and filter papers ‘sandwich’ to squeeze out the bubbles and any excess liquid was removed. 

The semi-dry apparatus was run at 3.3 mA per cm2 for 35 minutes (~5 V) and it is better not to exceed 

20 V. The membrane was washed in 0.5 x TBE for 5 minutes, and then the RNA was fixed to the 

membrane by UV radiation in a UVP-CL-1000 UItraviolet cross-linked at 1200 microjoules, twice.  

 

2.2.7.2 Preparation of oligonucleotide probe with [γ-32P] ATP 

 

Oligonucleotide probes were labelled with high specific activity [γ-32P] ATP (6000Ci/mmol 10mCi/ml, 

Perkin Elmer®). The oligonucleotide was diluted 1:30 in nuclease-free water with 2.5 µl of 10X T4 

polynucleotide kinase buffer (New England Biolabs) with 25 pmol of the oligonucleotide probe and 2 

µl of [γ-32P] ATP and made up to 25 µl with nuclease-free water, the last was adding 1 µl of T4 

polynucleotide kinase enzyme (New England Biolabs).  The sample mix was incubated at 37°C for 1 

hour.  

 

To ethanol precipitate the probe and remove any excess [γ-32P] ATP, 55 µl of Tris-EDTA (pH 8.0) buffer, 

1 µl of Glycoblue™ (ThermoScientific™) 15 mg/ml and followed by adding 20 µl of ammonium acetate 

(10M) were spun down, and finally were mixed with 250 µl of 100% Ethanol (kept at -20°C) and left 

on ice for 1-2 hours. The sample was centrifuged at maximum speed for 20 minutes at 4°C. The 

supernatant was transferred to another new tube, and the pellet was air dried before resuspending 

in 100 µl TE (Tris-EDTA) buffer. The radioactivity of the precipitate and the removed supernatant 

were checked with a Geiger counter, which used to consider a reading of 2:1 ratio of pellet: 

supernatant as a successful labelling.  The resuspended pellet was stored at -80°C.  

 

2.2.7.3 Hybridisation with [γ-32P] ATP 
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The membrane was placed in a 60 ml container with the RNA side facing up and was treated with 2 

x SSC + 0.1% SDS with gentle agitation for 10 minutes at room temperature.   15 mls of hybridisation 

buffer was consisting of 4.5 ml of 20 x SSC, 1.5 ml of Denhardt’s solution (Thermo fisher scientific), 

0.375 ml of 20% SDS, and added water up to 15 mls.  The membrane was prehybridised with 4 mls 

of hybridisation buffer to each tube and then preheated for 30 minutes with constant rotation at 

42°C. The pre-hybridisation buffer was removed and replaced with 1.5-2 mls of fresh hybridisation 

buffer plus 100 µl of [γ-32P] ATP labelled oligonucleotide probe. The probe was hybridised to the 

membrane for at least 12 hours overnight at 42°C in the same conditions. The membrane hybridised 

with [γ-32P] ATP labelled probe was washed 2-4 times with 2 x SSC + 0.1% SDS at room temperature, 

10 minutes for each (1/3rd volume of the bottle). The membrane was wrapped in saran wrap and 

placed inside a cassette with an x-ray film on top in an intensifying screen at -80°C for at least 5 days 

or up to 10 days. The film was developed in a dark room using OPTIMAX film processor.  

 

2.2.8 General Ligation and Cloning Protocol 

2.2.8.1 Oligonucleotide Adenylation 

 
Prior to ligation, the RA3 DNA oligonucleotide was adenylated at the 5’ end using the MTH 

adenylation kit (New England Biolabs). 50-100 ng of RA3 was added to 2 µl of 10X 5’ DNA adenylation 

reaction buffer, 2 µl of 1 mM ATP, 2 µl of Mth RNA ligase 100 pmol and made up to 18 µl with 

nuclease-free water and then 2 µl of Mth RNA ligase (100 pmol) was added. The sample was 

incubated at 65°C for 1 hour and the enzyme inactivated by incubation at 85°C for 10 minutes. 

 

2.2.8.2 Ligation 

2.2.8.2.1 3’ Ligation reaction 



 

 
 
 
 
 
 

76 

 
This is oligonucleotide adenylation ligation. The adenylated oligo 3’ adapter and microRNA were 

ligated with 3’ ligation T4RNL2 kit (New England Biolabs). 1 µl of 50 ng 3’ adenylated linker and 1 µl 

of P32 labelled miR-101-1-3p oligo or 50 ng of unlabelled oligo were added with 2 µl of 10X RNA 

Reaction buffer, 4 µl of 50% PEG8000, 1 µl of RNA ligase enzyme 2 truncated (∆) and made up to 20 

µl with nuclease-free water. The ligation was incubated at room temperature for 1 hour. The reaction 

was inactivated at 60°C for 20 minutes.  RNA ligase 2 truncated only ligates oligos that are pre-

adenylated.  

 

2.2.8.2.2 5’ Ligation reaction 

 

The ligated 3’ adenylated linker and microRNA then were added to 1 µl of 50-100 ng amounts of 5’ 

adapter with 3 µl of 10X RNA Reaction buffer, 4 µl of 50% PEG8000, and 1 µl of RNA ligase enzyme 1 

or 2, and 2 µl of ATP and then made up to 30 µl with nuclease-free water. The reaction was carried 

out at 25°C or 37°C temperature for 1-2 hours.  The reaction was inactivated at 60°C for 15 minutes. 

The thermostable ligation reaction and a thermostable RNA ligase was used following the 

manufacture’s instruction.  After 5’ ligation with oligos, the sample was added the equal volume of 

2X loading buffer and briefly heated to 95°C and quickly cooled down on ice for 1-2 minutes. The 

sample was ready to load on 15% acrylamide gels containing 7 M urea and then stain the gel with 

SYBR® Gold stain (Invitrogen) and viewed by UV light. 

 

2.2.8.2.3 Circular ligation using the NNRA3RA5NN-3’P microRNA cloning vector (see Fig 4.12)  

Copy of Fig 4.12 
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 Figure 2.1 Illustration of the full protocol that was developed to clone miRNAs.  

 

1. Adenylation 

The NNRA3RA5NN-3’P oligonucleotide was adenylated at the 5’ end using the MTH adenylation kit 

(New England Biolabs).  50-100 ng of NNRA3RA5NN-3’P was added to 2 µl of 10X 5’ DNA adenylation 

reaction buffer, 2 µl of 1 mM ATP, 2 µl of Mth RNA ligase 100 pmol and made up to 18 µl with 

nuclease-free water and then 2 µl of Mth RNA ligase (100 pmol) was added. The sample was 

incubated at 65°C for 1 hour and the enzyme inactivated by incubation at 85°C for 10 minutes. 

 

2.  MicroRNA cloning 

1 µl of 100 ng Ad-NNRA3RA5NN-3’P adapter was added with 2 µl of 1-2 µg total RNA or 1 µg small 

RNA (2.2.2) in nuclease-free water made up to 6 µl in a new 200 µl PCR tube and keep on ice.  The 

mix was in the tube pipetted up and down and centrifuged briefly, after that the mix was placed on 
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the preheated thermal cycler and incubated at 70°C for 2 minutes. The tube was removed from the 

thermal cycler and placed on ice. Preheated the thermal cycler to 25°C. The following volumes were 

mixed in a new 200 µl PCR tube and kept on ice: 2 µl of 10X RNA Reaction buffer, 4 µl of 50% PEG8000, 

1 µl of RNA ligase enzyme 2 truncated (∆) and made up to 19 µl with nuclease-free water and then 1 

µl of RNA ligase enzyme 2 truncated (∆) was added. The ligation was incubated at 25°C for 1 hour. 

The reaction was inactivated at 60°C for 20 minutes. 

 

Cloning synthetic miRNAs.  100 ng of adenylated NNRA3RA5NN-3’P adapter was ligated to 50 ng of 

synthetic microRNA oligos as described above for total RNA.  

 

3.   Blocking (STP ligation) 

1 µl of STP (100 ng) was added and incubated at 25°C for 30 minutes. 

 

4.   Conversion of 3’P to 3’OH 

Removal of 3’phosphate by PNK does not require ATP but its presence from step 2 is probably helpful 

because it should prevent unwanted 5’P removal. For 3’ phosphate removal the following were 

added: 2.5 µl of 10X T4 PNK Reaction Buffer (New England Biolabs) and 1 µl (10 units) of T4 

Polynucleotide Kinase (New England Biolabs) and the reaction made up to a total volume of 25 µl 

with nuclease-free water. The reaction was incubated at 37°C for 30 minutes and the enzyme was 

then heat inactivated at 65°C for 20 minutes. 

 

5.   Circularisaion 
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The thermal cycler was preheated to 70°C. The Ad-NNRA3RA5NN-3’P plus microRNA tube was placed 

on the preheated thermal cycler and incubated at 70°C for 2 minutes. The mix in the tube was 

removed from the thermal cycler and placed on ice. The thermal cycler was preheated at 25°C. 2 μl 

of 10 mM ATP was added to the tube of Ad-NNRA3RA5NN-3’P and pipetted up and down a few times. 

1 μl of T4 RNA Ligase 1 or 2 was added to the Ad-NNRA3RA5NN-3’P/ATP mixture. The mixture was 

pipetted up and down a few times and placed on the preheated thermal cycler at 25°C for 1 hour.  

The tube was removed from the thermal cycler and kept on ice. This ligation was ready for the 

Reverse Transcribe RT-PCR following experiment. 

 

6.   Restriction enzyme treatment (see Chapter 4) 

11 µl of ligated RNA sample, 1 µl of dNTPs and 1 µl of 100-250 ng of gene specific primer RTP was 

added and denatured at 65°C for 5 minutes and put on ice for 1-2 minutes. After that 2 µl of 10X 

rCutSmart™ Buffer, 1 µl of 2 U/ µl of NlaIV enzyme was added with nuclease-free water made up to 

a total volume of 20 µl. The samples were incubated at 37°C for 1 hour. 

 

7.   RT-PCR (see 2.5.1 to 2.5.2) 

4 µl of 5x SSIV reverse transcriptase buffer, 1 µl of DTT, 0.5 µl of RNaseOUT and 1 µl of Superscript 

SSIV was added. The reaction for reverse transcriptase was incubated at 55°C for 10 minutes and 

inactived enzyme at 80°C for 10 minutes.  

 

1 µl of 10 µM of RP1 and RPI48 primers mix was added, 1 µl of cDNA, 1.25 µl of DMSO and then made 

up to a total volume of 25 µl of 12.5 µl of 2X Dream taq mastermix – 25-35 for PCR cycles. 
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2.2.8.2.4 CircLigase™ I and CircLigase™ II Ligation 

 
Circligase ssDNA ligase is a thermostable ATP-dependent ligase, however, CircLigase II ssDNA Ligase 

is a thermostable ligase that catalyzes intramolecular ligation. The linear ssDNAs were more than 25 

nucleotides were circularized by CircLigase I or CircLigase II ssDNA Ligase, which was under standard 

reaction condictions. 50 ng of single-stranded DNA was added 2 μl of CircLigase 10X Reaction Buffer, 

1 μl of 50 mM MnCl2, 1 μl of 1 mM ATP, 1 μl of CircLigase ssDNA Ligase (100 U) or 2 μl of CircLigase 

II 10X Reaction Buffer, 1 μl of CircLigase II ssDNA Ligase (100 U),  1 μl of 50 mM MnCl2,  4 μl of 5 M 

Betaine and made up to 20 µl with nuclease-free water for CircLigase I and CircLigase II Ligation, 

separately. The sample was incubated at 60°C for 1 hour and inactivated the enzyme at 80°C for 10 

minutes. 

 

2.2.8.2.5 Exonuclease I and T7 Exonuclease 

 

Exonuclease I was DNA specific exonuclease and catalysed to remove the nucleotides from linear 

single-stranded DNA from 3’ to 5’ direction. This enzyme with 1X Exonuclease I reaction buffer 

catalysed the release of 10 nmol of nucleotide in a total volume of 50 µl, which was incubated at 37°C 

for 30 minutes. This enzyme removes the linear single-stranded DNA or RNA. 

 

T7 Exonuclease is also known as RNase T and is a double-stranded DNA specific exonuclease. The T7 

Exonuclease starts at the 5' termini of linear or nicked double-stranded DNA and removes nucleotides 

from linear single-stranded or double-stranded DNA or RNA in a 5’ to 3’ direction. This enzyme with 

1X NEBuffer 4 reaction buffer required to release 1 nmol of single dT nucleotides in a total volume of 

50 µl, which was incubated at 25°C for 30 minutes. This enzyme is a single-stranded (ssDNA or RNA) 

specific exonuclease, which leaves behind double-stranded DNA in the sample. 
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2.2.9 General PCR and cloning 

2.2.9.1 cDNA conversion  

 
SuperScript® IV (SSIV) reverse transcriptase (Thermo fisher scientific) was to make complementary 

DNA using the manufacturer’s protocol.  After ligation of total RNA or microRNA oligos into Ad-

NNRA3RA5NN-3’P, 11 µl of the ligation sample was mixed with 1 µl of 10 mM dNTPs, and 50 –250 ng 

of the oligo RTP. The tube was heated at 65°C for 5 minutes and left on ice for at least 1-2 minutes. 

1 µl of 100 mM DTT, 4 µl of 5x SSIV buffer, 0.5 µl of RNaseOUT™ (40 U/µl) (Life Technologies™) and 

finally 1 µl of SuperScript® IV reverse transcriptase enzyme (200 U/µl) (Thermo fisher scientific) were 

added to the reaction. The sample was incubated at 55°C for 10 minutes and inactivated enzyme at 

80°C for another 10 minutes. The sample was stored at -20°C.  

 

2.2.9.2 Polymerase chain reaction (PCR) 

 
Polymerase chain reaction was set up by using DreamTaq Master Mix (Life Technologies Limited). 

12.5 µl of 2X DreamTaq Master Mix was used which consists of DreamTaq DNA polymerase, 

DreamTaq buffer, MgCl2 and dNTPs.  To this 1 µl of cDNA, 1 µl of a primer mix of 10 µM each of 

forward and reverse gene-specific primers, 1.25 µl of DMSO were added and 9.25 µl of nuclease-free 

water made up to a total volume of 25 µl for each sample.  Thermo Hybaid PCR Express Thermal 

Cycler was performed for RT-PCR reaction. The PCR reaction was set at 94°C for 2 minutes, followed 

by 15 to 35 cycles of 94°C for 30 seconds, 50-60°C for 30 seconds and 70-72°C for 30 seconds and 

terminated at 70-72°C for 10 minutes. 

 

All PCR products were run on an 8% or 12.5% non-denaturing acrylamide gel (PAGE) to check the 

product sizes. The 8% gel was mixed with 2 ml of 40% (w/v) acrylamide: bisacrylamide (19:1) (Sigma-

Aldrich®), 1 ml of 10x TBE, and 7 ml of distilled water made up to a total volume of 10 ml in a 12 ml 
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falcon tube. After that 100 µl of 10% (w/v) ammonium persulfate (APS) and 10 µl of TEMED were 

added to the gel solution. The 12.5% non-denaturing gel was mixed with 15.66 ml of 40% (w/v) 

acrylamide: bisacrylamide (19:1) (Sigma-Aldrich®), 5 ml of 10x TBE, and 29.34 ml of distilled water.  

350 µl of 10% (w/v) ammonium persulphate (APS) and 17.5 μl of TEMED were added to the gel 

solution. The gel solution in the tube was quickly poured into 1 mm gel cassettes (ThermoScientific™) 

and 10-12 well combs were positioned inside of cassette. 

 

Each PCR sample was mixed with 2 µl of 6 x DNA loading dye containing bromophenol blue and xylene 

cyanol and these samples plus 3.5 µl of a 50 bases DNA ladder (New England Biolabs®) were run on 

a TBE non-denaturing acrylamide gel at 100 volts about 1 hour until the blue dye runs on the bottom 

of the gel and then added 1X SYBR® Gold staining solution incubation for 10-40 minutes at room 

temperature, which finally visualised for bands on a UV light box.  

  

2.2.9.3 PCR product elution and DNA extraction from gel and sequencing 

 
The GenElute DNA Gel Extraction kit was used for extracting DNA from agarose gels. DNA bands of 

the desired molecular weight were cut out from the gel and cut into small pieces with a sterile blade 

while visualizing under blue-light. The gel slice was weighed and 3 volumes of gel solubilization 

solution (0.5 M ammonium acetate, 10 mM magnesium acetate, 1 mM EDTA, 0.1% SDS) was added 

(for example: 100 mg gel slice, 300 μl of solution was added) to the gel pieces in a 1.5 ml 

microcentriguge tube and incubated with shaking (700 rpm) at 16°C overnight or for more than 2 

hours at 37°C.  The gel solution was filtered in a 0.42 µm spin-x centrifuge filter tubes (Costar® Spin-

X®) and spun down for 2 minutes at 9500 x rpm at 4°C. The filtrate was removed and the remaining 

small pieces of gel on top of the filter were washed with fresh 100 µl of DNA elution buffer in the 

same conditions.  
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To precipitate the DNA, 45 µl of 3 M sodium acetate (1 in 10 of the total volume (350 + 50 µl), was 

added and then 1 µl of Glycoblue™ coprecipitant (ThermoScientific™, 15 mg/ml of glycogen) to and 

finally 1.3 mls (2.5-3 times of the total volume) of ice cold ethanol were added to each tube and the 

mixed tube was turned over several times and left on ice at least for 2 hours on ice or at -20°C 

overnight.  The ethanol precipitate was spun down at 13,000 rpm for 30 minutes and then washed 

by 1 ml of 75% ethanol for 10 minutes. The DNA pellet was resuspended in 9 µl of nuclease-free 

water and 1 µl of 10 µM of the forward or reverse primer was added for sanger sequencing.  

 

Sanger sequencing was located at the MRC CSC Genomics Core Laboratory at the Hammersmith 

Campus of Imperial College London or by GenewizUK. The obtained sequence was analysed by 

using the Nucleotide Blast ® online tool 

(https://blast.ncbi.nlm.nih.gov/Blast.cgi?PROGRAM=blastn&PAGE_TYPE=BlastSearch&LINK_LOC=bl

asthome) in order to confirm the DNA position of the PCR sequences. 

 

2.2.9.4 Enzymes selection 

 
Enzymes selection and restriction endonuclease digestion restriction enzymes were selected by 

www.restrictionmapper.org website. ApoI, AvaI, EcoRI and NlaIV were used. Digestion mix was 

prepared in a 1.5 ml DNase free eppendorf tube. These restriction enzyme digests were performed 

by restriction enzymes (New NEB Biolabs) with the 1X recommended buffers and at the 

recommended reaction temperatures. All the enzymes were used with 2 µl of 10X restriction enzyme 

buffer 1, 2, 3 or 4 depending on which enzyme was chosen, 1 µl of restriction enzyme (New England 

Biolabs), 1 μl of 1-2 μg DNA sample or 100 ng of oligo product and nuclease-free water made up to a 

total volume of 20 µl and incubated at a recommended temperature for 1-2 hours and the reactions 

were inactivated at 65°C for 10 minutes and then put on ice for 5 minutes. The digested product was 

analysed by agarose gel electrophoresis. 

https://blast.ncbi.nlm.nih.gov/Blast.cgi?PROGRAM=blastn&PAGE_TYPE=BlastSearch&LINK_LOC=blasthome
https://blast.ncbi.nlm.nih.gov/Blast.cgi?PROGRAM=blastn&PAGE_TYPE=BlastSearch&LINK_LOC=blasthome
http://www.restrictionmapper.org/
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2.2.10 Pull down  

2.2.10.1 Incubation with streptavidin magnetic beads (NEB) 

 
The µMACS streptavidin kit (Miltenyi Biotec) was used for pulldown experiment, and the protocol for 

isolating specific microRNAs provided by the manufacturer as follows. Complementary 

oligonucleotides to miR-101-1-3p, mir-575 and mir-768 were designed with Biotin-TEG on their 5’ 

ends as shown in Section 2.8.  These oligonucleotides were added in TEN buffer consisting of 10 mM 

Tris/HCl pH 8.0, 1 mM EDTA, 100 mM NaCl made up to 70 µl volume for each sample which was 

heated at 75°C denature for 5 mintutes immediately prior to annealing to 1 µl of 5 fmol/µl per RNA 

oligonucleotide of the miRNA reference library miRXplore.  

 

The annealing temperatures and conditions were based on previous empirical results by Diana 

Alexieva (PhD Thesis https://ethos.bl.uk/OrderDetails.do?uin=uk.bl.ethos.745277) and were 

normally around 37-45°C. The calculated temperature (for example miR-101-1-3p) was 43°C with 

adding 1 µl 0.5 µg of the biotinylated capture DNA (for example 5’ end Biotin-TEGmiR-101-1-3p see 

Section 2.8). The final volume should not exceed 900 µl.   (500 pmol of sing-strand 20 basepair biotin 

oligo nucleotide per mg; 36 µl of beads per oligo). 

 

After the annealing step 36 µl of NEB magnetic streptavidin beads were added, vortexed and 

incubated for 10 minutes on ice or 4°C. For rare transcripts, a longer incubation time may be 

necessary.  The beads were isolated by applying a magnet to the side of the tubes for 30 seconds and 

removing the supernatant.  The beads were then washed by adding 100 µl of wash/binding buffer 

(0.5 M NaCl, 20 mM Tris-HCl (pH 7.5), 1 mM EDTA), which was vortexed to suspend and then applied 

to magnet on the side of the tubes for 30 seconds to 1 minute and then discard supernatant. Repeat 

wash twice. The total RNA samples were added to previously prepared magnet beads and vortexed 

to suspend the particles then incubate at room temperature for 10 minutes with every 3 minutes 

https://ethos.bl.uk/OrderDetails.do?uin=uk.bl.ethos.745277)
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flapped by hand. After that the tube with beads applied magnet 30 seconds to 1 minute and 

supernatant was removed. The 100 µl of wash/binding buffer was added vortex to suspend beads 

and then the supernatant was removed. Repeat washing twice with fresh wash buffer. 100 µl of the 

cold low salt buffer [0.15 M NaCl, 20 mM Tris-HCl (pH 7.5), 1 mM EDTA] was added to each bead, 

vortexed to suspend, which were applied magnet 30 seconds to 1 minute and then supernatant was 

removed.  

 

The miRNA reference library miRXplore or the total RNAs that annealed to the biotinylated DNA 

sequences were eluted by adding 25 µl of elution buffer (10 mM Tris-HCl (pH 7.5), 1mM EDTA) that 

was preheated to 70°C. The microcentrifuge tube was vortexed to suspend beads and then incubated 

at room temperature for 2 minutes, after that applied magnet 30 seconds to 1 minute to transfer 

supernatant to a clean RNase-free microcentrifuge tube.  

 

The eluted products were precipitated with NaCl/Isopropanol. The elution was precipitated by adding 

350 µl of nuclease-free water, 40 µl of 1/10 5M NaCl and 1 µl of Glycogen. The mix was vortexed and 

400 µl of Isopropanol was added and incubated for 15-20 minutes at 4°C, after that spun down at 

maximum speed for 30 minutes at 4°C. The pellet was washed three times with 70% ethanol at 

maximum speed for 5 minutes each time and diluted with 20 µl of nuclease-free water. The samples 

would be ready for loading directly onto the gel or for RT-PCR into sequencing. 

 

2.2.10.2 Denaturing gel  

 
10% denaturing polyacrylamide gel (40% (w/v) bisacrylamide (19:1)) containing 7M urea and 0.5 x 

TBE was prepared as previously. Each sample was loaded with the same volume and mixed with 6 x 

DNA loading dye that was run at 250 V until the bromophenol dye reached the bottom of the gel. 
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The gel was added 1X SYBR® Gold staining solution incubation for 10-40 minutes at room temperature, 

which finally visualised for bands on a UV light box. 

 

2.3 Materials and methods for chapter 5 
 
 
 

 
 
 
Figure 2.2 Flow diagram to identify background splice sites that are likely to be activated by splice 
site mutations.  Box 1.  The ref seq number can be obtained by a number of approaches.  If sufficient 
sequencing data is given in the paper then use BLAT.   The mutated splice site can also be identified 
from information about the size of the affected exon.  Exon sizes of the gene of interest can be 
obtained from LOVD or from a snaptron download (Alexieva et al. 2022).   Boxes 2 and 3: as illustrated 
in fig 5.1 and Tables 5.  Note – you may have to change the fig 5.1 and Table 5.1 numbers if additional 
figures are added to the Introduction of Chapter 5.  
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Experimental reports of mutations that cause aberrant splicing of BRCA1 and BRCA2 were obtained 

from the database of aberrant splice sites (DBASS) the human genome mutation database (HGMD), 

the Leiden Open Variation Database online (LOVD) and by searching Pubmed  (Buratti et al., 2011, 

Fokkema et al., 2011, Stenson et al., 2020). We used the BLAT tool (Kent, 2002) from UCSC 

website  http://genome.ucsc.edu/ (Kent et al., 2002) to obtain genome reference numbers for 

relevant splice sites. 

 

We then compared the above experimental database of aberrant splicing to the Snaptron database 

of spliced RNA sequences (Wilks et al., 2018).  We downloaded Snaptron data for individual genes in 

a manner that allowed us to identify background splicing events that might be activated by splicing 

mutations (Fig 5.1).  BRCA1 splicing data was downloaded from Snaptron by using the link 

(http://snaptron.cs.jhu.edu/srav1/snaptron?regions=BRCA1).  RNA splicing data for any other gene 

can be obtained by changing BRCA1 to the required gene name ie 

(http://snaptron.cs.jhu.edu/srav1/snaptron?regions=BRCA2).  To access the other spliced RNA 

database of Snaptron srav1 can be changed to srav2, gtex or tcga (see below). 

 

The downloaded splicing reads for BRCA1 can be pasted into excel although we prefer LibreOffice 

Calc.  Spreadsheet commands can then be used to order the splicing data as required.  Choosing the 

BRCA1 splicing events with the highest reads identifies the exons and major alternative splice sites 

of BRCA1.  This is useful in order to identify the exon skipping events highlighted in yellow in Table 

5.1.  To make Tables 5.1A and B we chose all splicing events involving the 3’ss 41219713 (Table 5.1A) 

or the 5’ss 41209068 (Table 5.1B). 

 

Snaptron has four different RNA sequencing database that can be analysed.  SRAv1 (hg19) and SRAv2 

(hg38) are from the sequencing read archive at NCBI and contain 41 and 83M splice junctions 

http://genome.ucsc.edu/index.html
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identified by sequencing, respectively. There are also two smaller database TCGA (hg38) and GTEx 

(hg38) with 37 and 29M junctions (Wilks et al., 2018).  SRA – sequence read archive, GTEx – Genotype-

Tissue Expression is the gene expression, TCGA – cancer genome atlas of DNA and RNA sequence 

data of relevance to cancer.   

 

Statistical analysis.  Probability values for Table 5.5 were obtained by binomial distribution analysis 

using the information that the average number of bss for each of the 199 different genes listed in 

DBASS5 and analysed in Table 5.5 is 5.8 and similarly the average number of bss for each of the 99 

genes from DBASS3 is 6.56 (D et al., 2022).  The chance of a css matching a top bss by chance is 

therefore 1/5.9 for DBASS5 and 1/6.56 for DBASS3.   Use of a binomial probability calculator 

(https://www.anesi.com/binomial.htm) shows that the observation that 150 out of 237 5’css match 

the top bss is p = 1 x 10-56 by chance and similarly p = 3.2 x 10-23 for the observed match of 62 out of 

110 3’css to the top bss.  

 

The evident difference in results between rows 1 and 5 (columns B, C) for the DBASS5 data in Table 

5.6 was tested for significance by a Pearson Chi square test and a Fisher’s exact t-test for the 

equivalent DBASS data in rows 3 and 7 of Table 5.6.  

 

 

 

 

https://www.anesi.com/binomial.htm
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Chapter 3-IsomiR analysis and microRNA cloning bias 

3.1 Introduction 

Our group previously identified five human miRNAs that are expressed at different ratios of canonical 

to 5’ isomiR forms in different tissues.  The most extreme observation was that 5’ isomiRs of miR-215-

5p were expressed at 10- and 100-fold levels in kidney and liver compared to the canonical miR-215-

5p (Tan et al., 2014), Table 1. 2. This raises the possibility that the observed differences between the 

ratios of canonical to isomiRs in different tissues are biologically relevant and that these changes 

might purposefully change mRNA targeting.  As a first step towards testing this hypothesis, we wanted 

to use database to identify cell lines that show good differences in canonical: isomiR ratios and to 

confirm that these differences occur in our same cell lines.  Such cell lines could then be used 

experimentally to identify specific mRNA targets of the isomiRs.  

 

There is also an important technical issue that we want to address.   Zhang et al (2013) report that 

the efficiency of cloning miRNAs using the Illumina kit method can vary by many orders of magnitude 

according to the nature of the miRNA end.   This obviously affects conclusions about the relative 

expression of isomiRs based on sequencing data alone.  The authors suggest a simple solution, which 

is to include PEG8000 in the ligation mix and in addition to add two random bases to the ends of the 

5’ and 3’ adapters that are normally used for cloning and are ligated to each end of a miRNA.  However, 

the authors use an older and more demanding cloning method (involving a gel purification step) 

compared to the widely used Illumina kit method. A big advantage of the Illumina kit method is that 

it allows all of the cloning steps to occur sequentially in the same eppendorf tube, which in turn allows 

libraries to be made from very small starting amounts of total RNA.  

Aims 
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1.  To find cell lines with strong differences in isomiR expression.  

2.  To investigate a reported bias problem with miRNA cloning and to incorporate a possible solution 

into the commonly used illumina method of miRNA cloning and sequencing.  

 

3.2 Results 
3.2.1 Cell lines show isomiR switching  

Our group previously identified five human miRNAs that are expressed at different ratios of canonical 

to 5’ isomiR forms in a tissue specific manner (Tan et al., 2014).  I screened miRGator for human cell 

lines that express these miRNAs.  The most convincing canonical to isomiR differences were obtained 

for hsa-miR-101-1-3p (Table 3.1). 

 

miRGator 
Sample 

ID 
Canonical 

miRNA 
IsomiR   hsa-let-7a-1-5p 

hsa-miR-101-
1-3p 

 
GUACAGUA

CU… 
UACAGUAC

U… 
Ratio Samples 

QC 

 

Cell lines  
normalised 
read counts 

normalised 
read counts 

   

U2OS s000574 1198 2493 2.08 1 0.99 

SW480 s000578 785 2881 3.67 1 0.99 

HL60 s000467 23014 5854 0.25 1 0.99 

H929 s000428 2155 944 0.44 1 0.99 

       

THP-1 s000447 1478 637 0.43 1 0.99 

THP-1 s000448 1113 600 0.54 1 0.99 

THP-1 s000449 1343 883 0.66 1 0.99 

THP-1 s000638 4530 15579 3.44 1 0.96 
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THP-1 s000639 4951 13046 2.64 1 0.96 

THP-1 s000640 4452 10734 2.41 1 0.96 

THP-1 s000641 5104 12890 2.53 1 0.96 

THP-1 s000642 3471 6530 1.88 1 0.98 

THP-1 s000643 1193 2117 1.77 1 0.98 

THP-1 s000644 4583 13508 2.95 1 0.98 

THP-1 s000645 2106 2805 1.33 1 0.98 

Total  34324 79329 2.31 
Total 11 
samples 

 

       

MCF-7 s000049 13173 23958 1.82 1 0.96 

MCF-7 s000050 22284 38645 1.73 1 0.95 

MCF-7 s000051 6524 10792 1.65 1 0.96 

MCF-7 s000052 12294 19142 1.56 1 0.95 

MCF-7 s000572 4707 1627 0.35 1 0.99 

MCF-7 s000580 1784 2874 1.61 1 0.99 

Total  60766 97038 1.6 
Total 6 

samples 
 

       

WI-38 s000600 8669 2953 0.34 1 0.99 

WI-38 s000601 511 196 0.38 1 0.99 

WI-38 s000602 182 55 0.3 1 0.99 

Total  9362 3204 0.34 
Total 3 

samples 
 

       

IMR90 s000120 5922 1997 0.34 1 0.99 

IMR90 s000121 4164 1300 0.31 1 0.99 

Total  10086 3297 0.33 
Total 2 

samples 
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Table 3.1 Sequencing reads for the canonical miR-101-1-3p and a 5’ isomiR from different cell lines 
in miRGator.  Columns 1 and 2 list the cell lines and sample ID as listed in miRGator.  Columns 3 and 
4 show the normalized sequencing reads from miRGator for the canonical miR-101-1-3p and the most 
common indicated 5’isomiR.  Column 5 shows the ratio obtained by dividing the reads in column 4 by 
the reads in column 3.  Column 6 shows the number of samples for the sequencing reads and gives 
an average for repeat samples.  Column 7 is a quality control for each sample that was made by 
dividing the reads for the full or complete sequence of hsa-let-7a-1 (this is normally invariant and 
appears to have no isomiRs) by the total reads for this miRNA (total reads will also include incomplete 
sequence reads of hsa-7a-1 due to poor sequencing).  

 

 

Table 3.1 shows that as expected, cell lines WI-38, IMR90, HL60 and H929 expressed more of the 

canonical miR-101-1-3p than the isomiR. However, for cell lines THP-1, U2OS, SW480 and MCF-7 the 

opposite is observed.  For THP-1 eight of eleven samples had more reads for the isomiR and for MCF-

7 five out of six samples had more reads for the isomiR.  The let-7a column is a quality control, values 

near to 1 show that the majority of let-7a reads are complete, which indicates that the reads for the 

101 isomiR are not an artefact of incomplete sequencing.   

 

Figure 3.1 is a graphical depiction of the canonical and isomiR sequencing reads shown in Table 3.1 

for the cell lines THP-1, MCF-7 and WI-38. 
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Figure 3.1 Graphical demonstration of the data of Table 3.1 for the cell lines THP-1, MCF-7 and WI-
38 showing the proportion of canonical miRNA (blue) and 5’isomiR (orange) across the different 
samples. 

 

 

We also identified a mouse cell line C2C12 that had 5 times more isomiR expression than the 

canonical mouse miR-101b; and another mouse cell line MIN6 that had 2 times less isomiR expression 

than the canonical miR-101b (Table 3.2).  We also used let-7a-5p as the quality control, which had a 

value of 0.98, indicating that the sequences read data is reliable. 
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Table 3.2 Differences in the ratio of miR-101b canonical: isomiR in two mouse cell lines MIN6 (three 
samples) and C2C12 (two samples).  The samples used to make the datasets are indicated by the SRR 
numbers. The mouse cell line data from the gene expression omnibus (GEO) was processed under the 
supervision of Dr Castellano using Linux system with mirdeep2 to make maps and then get sequencing 
reads.  

 

 

We also used miRGator to analyse miR-140-3p and identified two potentially useful cell lines MCF7, 

which is a human breast cancer cell line and IMR90, which is a normal human lung fibroblast cell 

line. These two cell lines have different isomiR:miRNA ratios of 1.6 and 0.49 (Table 3.3).  

 

miRGator Canonical miRNA IsomiR     hsa-let-7a-1-5p 

hsa-miR-140-3p UACCACAGGGU… ACCACAGGG… Ratio Samples 
UGAGGUAGUAGGUU 
GUAUAGUU 

Cell lines 
normalised read 
counts 

normalised read 
counts 

    ratio 

MCF7 4390 8394 1.91 1 0.96 

MCF7 5656 11252 1.99 1 0.95 

MCF7 2323 2497 1.07 1 0.96 

MCF7 4217 5086 1.21 1 0.95 

MCF7 3811 4534 1.19 1 0.99 

MCF7 162 365 2.25 1 0.99 

Total 20559 32128 1.6 Total 6 samples   

            

IMR90 30866 15701 0.51 1 0.99 

IMR90 19975 9000 0.45 1 0.99 

Total 50841 24701 0.49 Total 2 samples   

 

Table 3.3 Identifies two cell lines MCF7 and IMR90 that make the canonical miR-140-3p and the 
isomiRs indicated in different ratios.  Column six is a quality control that was made by dividing the 
reads for the full or complete sequence of hsa-let-7a-1 by the total reads for this miRNA. 
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Table 3.4 compares the expression of canonical miR-140-3p and isomiR-140-3p in mouse tissues, the 

ratios do vary but not hugely between most tissues.  

 

miRBase      

mmu-miR-140-3p Canonical miRNA IsomiR   mmu-let-7a-5p 

Tissue UACCACAGGGU… ACCACAGGG…  Samples UGAGGUAGUAGGU
UGUAUAGUU 

 normalised read 
counts 

normalised read 
counts 

Ratio  Ratio 

Lung 28661 22188 0.77 1 0.99 

Liver 6370 2864 0.45 1 0.99 

Kidney 29031 25051 0.86 1 0.99 

Pancreas 9384 11898 1.27 1 0.99 

Skin 24051 31642 1.32 1 0.99 

Skeletal muscle 30865 44679 1.45 1 0.99 

Salivary glands 30311 44743 1.48 1 0.99 

 

Table 3.4 The ratios of canonical miR-140-3p and isomiR are shown in different mouse tissues.  
Column one shows different mouse tissue types.  Column two shows canonical miRNA 
(UACCACAGGGU) sequencing reads and column three shows IsomiR (ACCACAGGG) sequencing reads. 
The column four shows ratios by dividing the number of sequencing reads for the IsomiR by the 
number of canonical miRNA-140 reads. The column five shows sample number and column six shows 
let-7a-5p as the quality control, which had a value of 0.99, indicating that the sequences read data is 
reliable. 

 

 

Tan et al (2014) reported that the liver produces 100-fold more of an isomiR of miR-215-5p than the 

canonical miR-215-5p and the kidney ten-fold more, this was the most dramatic example of tissue 

differences that they identified following a screen of 295 of the most expressed miRNAs in miRGator.   

I have confirmed this result for this tissue samples listed in miRGator and have also identified a 
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number of cell lines that produce canonical miR-215-5p, although the read numbers were rather low 

(Table 3.5).  I have not found a cell line that produces a large proportion of isomiR-215-5p in repeated 

samples (Table 3.5). This might be because there are not many cell line samples listed in miRGator.  

In addition, there are relatively few reads for the mouse equivalent of isomiR-215-5p deposited in 

miRBase (data not shown). 

 

 

miRGator 
Sample 
ID 

Canonical 
miRNA 

IsomiR 
canonical:isomiR 
ratio 

 
hsa-let-7a-1-
5p 

hsa-miR-
215-5p 

 
AUGACCU
… 

UGACCU…   QC 

cell lines  
normalised 
read 
counts 

normalised 
read counts 

 Samples  

SET2 s000005 42 4 10.5 1 0.98 

MCF-7 s000049 15 12 1.25 1 0.96 

MCF-7 s000050 28 8 3.5 1 0.95 

MCF-7 s000051 9 6 1.5 1 0.96 

MCF-7 s000052 11 12 0.916666667 1 0.95 

MCF-7 s000572 17 20 0.85 1 0.99 

MCF-7 s000580 2 8 0.25 1 0.99 

IMR90 s000120 21 4 5.25 1 0.99 

IMR90 s000121 23 0 >23 1 0.99 

HeLa S2 s000122 5 609 0.008210181 1 0.99 

HeLa S2 s000123 3 277 0.010830325 1 0.99 

HeLa S2 s000124 1049 13 80.69230769 1 0.98 

HeLa S2 s000125 326 6 54.33333333 1 0.97 

HeLa S2 s000126 264 10 26.4 1 0.98 

HeLa S2 s000127 368 5 73.6 1 0.97 

HeLa S2 s000130 3 0 >3 1 0.99 

HeLa S2 s000131 2 50 0.04 1 0.98 

Naive39 s000408 8 2 4 1 0.99 

GC136 s000409 10 1 10 1 0.99 

Naive138 s000412 10 12 0.833333333 1 0.99 

PC44 s000414 9 3 3 1 0.99 

GCB385 s000416 22 6 3.666666667 1 0.99 
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GCB110 s000417 36 5 7.2 1 0.99 

Ly3 s000418 42 41 1.024390244 1 0.99 

BL115 s000421 9 6 1.5 1 0.99 

BL134 s000422 11 17 0.647058824 1 0.99 

MCL114 s000424 30 34 0.882352941 1 0.99 

MCL112 s000425 12 53 0.226415094 1 0.99 

U266 s000426 74 17 4.352941176 1 0.99 

KMS12 s000427 67 4 16.75 1 0.99 

L1236 s000429 11 7 1.571428571 1 0.99 

L428 s000430 33 15 2.2 1 0.99 

CLLU626 s000431 28 3 9.333333333 1 0.99 

CLLM633 s000432 11 6 1.833333333 1 0.99 

MALT413 s000433 22 6 3.666666667 1 0.99 

ABC158 s000436 9 2 4.5 1 0.99 

5-8F s000445 85 2 42.5 1 0.99 

5-8F s000446 45 9 5 1 0.99 

THP-1 s000447 10 0 #DIV/0! 1 0.99 

THP-1 s000448 8 1 8 1 0.99 

THP-1 s000449 13 0 >13 1 0.99 

THP-1 s000638 85 0 >85 1 0.96 

THP-1 s000639 85 0 >85 1 0.96 

THP-1 s000640 63 3 21 1 0.96 

THP-1 s000641 76 2 38 1 0.96 

THP-1 s000642 62 3 20.66666667 1 0.98 

THP-1 s000643 18 0 >18 1 0.98 

THP-1 s000644 113 2 56.5 1 0.98 

THP-1 s000645 35 2 17.5 1 0.98 

K562 s000466 40 11 3.636363636 1 0.99 

AG01522 s000571 21 1 21 1 0.92 

A549 s000576 629 223 2.820627803 1 0.99 

DLD2 s000579 23 6 3.833333333 1 0.99 

MB-
MDA231 

s000581 9 13 0.692307692 1 0.99 

HEK293 s000530 11 3 3.666666667 1 0.99 

HEK293 s000531 2 0 >2 1 0.99 

HEK293 s000532 14 1 14 1 0.99 

HEK293 s000533 12 3 4 1 0.99 

HEK293 s000534 28 13 2.153846154 1 0.98 

HEK293 s000535 16 10 1.6 1 0.99 
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HEK293 s000536 154 21 7.333333333 1 0.98 

HEK293 s000537 39 7 5.571428571 1 0.99 

HEK293 s000538 78 1 78 1 0.99 

HEK293 s000539 84 0 >84 1 0.99 

HEK293 s000540 71 1 71 1 0.99 

HEK293 s000541 15 0 >15 1 0.99 

HEK293 s000542 102 1 102 1 0.99 

HEK293 s000543 139 10 13.9 1 0.99 

HeLa  s000573 3 1 3 1 0.99 

HeLa  s000595 0 0 >0 1 0.99 

HeLa  s000611 234 11 21.27272727 1 0.95 

HeLa  s000612 1167 13 89.76923077 1 0.96 

HeLa  s000613 1576 40 39.4 1 0.96 

HeLa  s000631 2 0 >2 1 0.35 

HeLa  s000632 1 0 >1 1 0.4 

HeLa  s000633 2 0 >2 1 0.32 

HeLa  s000634 1 0 >1 1 0.27 

HeLa  s000656 8 1 8 1 0.96 

WI-38 s000600 77 5 15.4 1 0.99 

WI-38 s000601 1 0 >1 1 0.99 

WI-38 s000602 2 0 >2 1 0.99 

 

Table 3.5 Sequencing reads for the canonical miR-215-5p and a 5’ isomiR from different cell lines 
in miRGator.  Columns as described for Table 3.1. 

 

 

3.2.2 Trying to improve the method for miRNA cloning 

Zhang et al., (2013) reported that different miRNAs vary in their cloning efficiency by as much as 1000 

fold using a standard Illumina kit.  They identified mir-205 and miR-214 as poorly cloned miRNAs.  We 

therefore looked at these and miR-101-1-3p.   Inefficient cloning can occur at both or either of the 

RA3 or RA5 ligations (steps 2 and 4 of Fig 3.2).  
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Figure 3.2 Illumina protocol for making a miRNA library.   RA3 ligation is catalysed by a modified 
RNA ligase 2 (RNA ligase 2 delta), which requires a 5’ adenylated substrate, in this case adenylated 
RA3. It is important to use the modified RNA ligase 2 delta as it can only make ligation products with 
adenylated RA3.  RA3 cannot self-ligate as it is blocked at its 3’ end with a dideoxy modification (dd).   

 

 

Table 3.6 List of oligos used in these experiments.  

 

RA3          5’PO4TGGAATTCTCGGGTGCCAAGG-dideoxyC3 

NNRA3  5’PO4NNTGGAATTCTCGGGTGCCAAGG-dideoxyC3 

RA5  5’GUUCAGAGUUCUACAGUCCGACGAUC-3’ 

RA5NN  5’GUUCAGAGUUCUACAGUCCGACGAUCNN-3' 

RA5NNNN          5’GUUCAGAGUUCUACAGUCCGACGAUCNNNN-3' 
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miR-101-1-3p              5’PO4GUACAGUACUGUGAUAACUGAAG-3’ 

miR-205              5’PO4UCCUUCAUUCCACCGGAGUCUG-3’ 

miR-214              5’PO4ACAGCAGGCACAGACAGGCAGUC-3’ 

STP                       5’GAAUUCCACCACGUUCCCGUGG-3’ 

RTP                5’GCCTTGGCACCCGAGAATTCCA-3’ 

RP1   5’AATGATACGGCGACCACCGAGATCTACACGTTCAGAGTTCTACAGTCCGA-3’ 

RPI48   5’CAAGCAGAAGACGGCATACGAGATTGCCGAGTGACTGGAGTTCCTTGGCACCCGAGAATTCCA-3’ 

 

 

RA3 was adenylated using the enzyme Mth RNA ligase (Biolabs) and successful adenylation was 

assayed by a slight change in mobility (Fig 3.3).  

 

 

Figure 3.3 RA3 was adenylated using the enzyme Mth RNA ligase. The minus indicates without Mth 
RNA enzyme, and the plus indicates with Mth RNA enzyme.  Samples were run on a 15% acrylamide 
gel. 
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We can assay RA3 ligation in vitro using P32 labelled substrates (Figure 3.4A. B) or by SybrGold staining 

(see remaining figures). 

 

 

 

 

Figure 3.4 Adenylated RA3 adapter ligated to P32 labelled miR-101-1-3p oligo under the indicated 
conditions. A. 50 ng of adenylated RA3 adapter ligated to P32 labelled miR-101-1-3p oligo under the 
indicated conditions at room temperature for 90 minutes. The arrow indicates 3’ adapter ligation 
product.  B. 50 ng of adenylated RA3 adapter ligated to 2 ng of 101 oligo labelled with P32 (last lane) 
that was then diluted as indicated prior to ligation to 50 ng of RA3.  

 

 

Figure 3.4A (compare lanes 2 and 3) illustrates the importance of including PEG8000 in the ligation 

buffer (this was included in all further experiments).  Figure 3.4B is a titration and the last lane shows 

that there is a lot of unligated miR-101-1-3p (bottom band) even though there was a 25 fold excess 
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of the 3’ linker RA3 in the ligation incubation.  Diluting the amount of miR-101-1-3p did not seem to 

markedly improve its ligation (lanes 1 to 5).   

 

3.2.3 Optimization of conditions for the cloning of difficult microRNAs to RA3 

A comparison of Figure 3.5 A, C and E confirms that miR-101-1-3p was ligated relatively inefficiently 

to the 3’ adapter RA3 compared to mir-205 and 214.  The addition of two variable bases to the end 

of RA3 improved the cloning efficiency for mir-205 and 214, however, most of miR-101-1-3p was not 

ligated even to NNRA3 (Fig 3.5 C).  The large error bars for Fig 3.5 D are reflective of the poor and 

variable ligation of miR-101-1-3p to RA3. 
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Figure 3.5 Ligation of RA3 or NNRA3 adapters to mir-214, miR-101-1-3p or mir-205 under the 
indicated conditions.  40 ng of RA3 and NNRA3 adapters were ligated to 40 ng of mir-214 (A, B), miR-
101-1-3p (C, D) and mir-205 (E, F) for 30, 60, 90 and 120 minutes at room temperature. The ligation 
mixes were run on a 15% PAGE-urea gel and stained with SybrGold.  Each experiment was repeated 
three times and averages were calculated by using image J with the most intense ligation product 
bands designated as 1.  The error bars in B, D and F show the standard deviation of the data.  

 

 

Figure 3.6 shows that ligation of miR-101-1-3p to NNRA3 but not RA3 could be improved by ligation 

for 4 hours at 16°C or alternatively at 4°C or room temperature overnight.   
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Figure 3.6 Ligation of miR-101-1-3p to NNRA3 but not RA3 could be improved by different 
temperature and time incubation. Ligation of 50 ng of miR-101-1-3p to 100 ng of NNRA3 but not RA3 
could be improved by ligation for 4 hours at 16°C or alternatively at 4°C or room temperature 
overnight. 100 ng of RA3 and NNRA3 were ligated with 50 ng of 205 oligo at 4°C overnight, as 
indicated.  Lanes 4 and 8 show ligations with mir-205 (lane 8), as a positive control.   

 

 

3.2.4 Design of the STP oligo  

The subsequent step in the Illumina protocol is to add a stop solution that prevents unused RA3 from 

ligating to RA5.  The stop solution contains an oligo called STP that is ligated to RA3 by RNA ligase 2 

delta and so mops up excess RA3.  It isn’t possible for the STP oligo to ligate to RA5 because the 5’ 

end of STP is not phosphorylated (Table 3.6).  STP ligation is an important step because it circumvents 

the need for gel purification in order to remove excess RA3 and was not included by Zhang et al., 

(2013).  The STP oligo is designed to enhance its ligation to the 5’ end of unused RA3 through 

complementarity (Fig 3.7).  
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Figure 3.7 Complementarity pairing of STP designed to enhance its ligation to RA3.  Black – RA3 
sequence, red – STP oligo sequence from Illumina. 

 

 

Because we want to use NNRA3 (NNTGGAATTC………….) rather than RA3 (TGGAATTC……) we therefore 

designed a number of STP variants that could in theory accommodate the random bases at the 5’ end 

of NNRA3.  However, Figure 3.8 indicates that we could not detect any decrease in the efficiency of 

ligation of NNRA3 to the STP oligo provided by Illumina, in fact it ligated more efficiently. Similarly, we 

could not detect any increase in the efficiency of ligation of NNRA3 to modified STP oligos that are 

complementary to the random ends of NNRA3 (data not shown).  We therefore conclude that at least 

part of the self-complementary features of STP responsible for the stem loop is perhaps not an 

essential feature.  Consequently, the important STP step in the Illumina protocol can be easily adapted 

to NNRA3.         
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Figure 3.8 Ligation of STP to RA3 or NNRA3.  A. The 3’ adapters RA3 (50 ng) and NNRA3 (50 ng) were 
ligated to stop oligo (250 ng) for the indicated periods of time.  B.  Each experiment was repeated 
three times and averages were calculated by using image J with the most intense ligation product 
bands designated as 1.  The error bars in B show the standard deviation of the data.  

 

 

3.2.5 RA5 ligation to miRNAs 

The next step is to ligate RA5 to the 5’ ends of miRNAs previously ligated to RA3 or to NNRA3.  

However, we first studied the ligation of just RA5 to different miRNAs in vitro.  Figure 3.9A shows that 

mir-214 did not ligate to RA5 or RA5NN at any of the tested temperatures.  miR-205 did ligate but not 

efficiently over 2 hours incubation as there was unligated miR-205 at the bottom of the gel.   
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Figure 3.9 Ligation of RA5NN or RA5NNNN to mir-214 or mir-205 under the indicated conditions.  
A. Ligation of 80 ng of RA5 or RA5NN to 80 ng of miR-205 or 214 at the indicated temperatures for 2 
hours. B & C. 100 ng of RA5NN or RA5NNNN was ligated with 100 ng of mir-214 or 205 at the indicated 
temperatures.  Ligations at 4°C or room temperature (rt) were overnight, whereas ligations at 37°C 
were for 4 hours and in the presence of 20% DMSO.   

 

 

We were unable to improve ligation of miR-214 substantially by varying temperature, length of 

incubation, addition of DMSO or used of an RA5 adapter with 4 variable bases at its 3’ end (R Yi, 

personal communication).   Although there was an improvement in the ligation of miR-205 (Fig 3.9B, 

C).  
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As expected, Figure 3.10 shows that the sequential ligation of miR-214 to NNRA3 and then to RA5NN 

was less efficient compared to miR-205 or 101.     

 

 

 

A         
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B 

 

 

 

Figure 3.10 Sequential ligation of miR-101-1-3p, mir-205 or mir-214 to 3’ and 5’ adapters with or 
without the STP oligo.  A.  miR-101-1-3p ligated to RA3 (lanes 1 to 4) and then RA5 (lanes 3,4).   B.  
mir-205 ligated to NNRA3 (lanes 5 to 8) and then RA5NN (lanes 7,8).   B (lanes 9 to 12) mir-214 ligated 
to NNRA3 but was not ligated to RA5NN (lanes 11,12).  Ligations used 50 ng of each miRNA oligo, 100 
ng of RA3 or NNRA3, STP oligo and 50 ng of RA5 or RA5NN. The NNRA3 ligations were at 4°C overnight 
and the RA5NN ligations were at 37°C for 4 hours. As indicated for half of the incubations STP oligo 
was added after the 3’ adapter ligation for 1 hour at 25°C.  
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3.3 Discussion 

We identified cell lines that differed in their relative expression levels of miR-101-1-3p and miR-140-

3p isomiRs and where the isomiRs showed greater expression than the canonical miRNA in at least 

one cell line (Tables 3.1 to 3.4).  However, none of the cell lines showed isomiR expression that was 

ten to one hundred fold greater than canonical expression, as previously reported for a 5’ isomiR of 

hsa-miR-215-5p in kidney and liver tissue (Tan et al., 2014).   

 

In principle the cell lines described above could be used to test the effect of inhibition or 

overexpression of canonical: isomiR pairs of miR-101-1-3p or 140 on mRNA targeting.  Tan et al (2014) 

constructed sponge vectors with repeated binding sites that were identified as specific target sites 

of either the canonical miRNA or an isomiR.  Sponge vectors will compete with endogenous targets 

to bind to miRNA or isomiRs and an expected effect of this is to increase steady-state levels of 

candidate mRNA targets, which could be detected by RNA sequencing. Overexpression of microRNAs 

and isomiRs can be achieved by transfection into cell lines and possible effects upon mRNA levels 

could be determined by mRNA sequencing and further investigated by western blotting.              

 

The most interesting candidate targets identified by the above methods could be further investigated.  

This will depend on the messenger RNA targets we identify and whether the targets generate or raise 

hypotheses about their function with respect to the specific biology of the cell line.  For example, 

understanding the in vivo target of isomiR-215-5p might explain why the molecule is significantly 

increased by 100 times in the liver (see Table 1.2). We can use bioinformatics resources such as DAVID 

(annotation, visualization and integrated discovery database) (http://david.abcc.ncifcrf.gov/), which 

provides annotation tools to help understand the biological significance behind large lists of genes. 

  

http://david.abcc.ncifcrf.gov/
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Other groups have confirmed that the relative expression of isomiRs varies between tissue types 

(Tomasello et al., 2021, Panzade et al., 2022, Smith and Hutvagner, 2022). The most common isomiRs 

have 3’ changes but there are many reports of 5’ isomiRs that are at least equally expressed compared 

to the canonical miRNA in certain tissues (Panzade et al., 2022, Smith and Hutvagner, 2022). The 5’ 

isomiRs have been shown to have additional mRNA targets compared to the canonical miRNA (Tan et 

al., 2014), as might be expected (Lewis et al., 2003). 

 

Tomasello et al (2021) have recently reviewed the literature that supports a functional role for isomiRs 

in repressing new and different targets.   There are relatively few such papers but as discussed later 

(Chapter 6) it is not easy to prove a novel functional role for an isomiR.  So far, there is evidence that 

the additional targeting of some 5’ isomiRs contributes to cancer progression (Zelli et al., 2021, Li et 

al., 2022).  An isomiR of miR-411 has been found to be upregulated in patients with ischemia and in 

fibroblasts under ischemic conditions and becomes five times more abundant than canonical miR-

411.  The isomiR but not the canonical mir-411 has an inhibitory effect upon cell migration indicating 

that these miRNAs may have distinct roles in angiogenesis (van der Kwast et al., 2020). 

 

In agreement with Zhang et al., (2013) we found that ligation of the 3’ adapter to some miRNAs was 

inefficient but could be greatly improved by adding variable bases to the end of the adapter and by 

extending the ligation time and including PEG 8000 (Figures 3.4, 3.4).  We were also able to introduce 

the important STP step used by Illumina into the improved miRNA cloning technique developed by 

(Zhang et al., 2013), see Fig 3.8.  We were unable to greatly improve the efficiency of ligation of certain 

miRNAs to the 5’ adapter, despite adding variable bases to its 3’ end, as suggested by (Zhang et al., 

2013) and R Yi (personal communication), see Figure 3.9.  Zhang et al., (2013) used a 50 fold excess 

of RA5NN to miRNA in their cloning experiments, whereas we used more stringent conditions of 

relatively equal amounts of each.  

 



 

 
 
 
 
 
 

116 

There is a commercially available miRNA cloning kit (Perkin Elmer Netflex) that uses adapters with 

random bases at the ends of both adapters for the first and second miRNA cloning steps (Fig 1.10A).  

However, although this method improves upon the kits that do not use random bases it is only a 

partial improvement, as discussed previously (Chapter 1, section 1.10).  This indicates that one or 

both of the cloning steps is still quite biased despite the use of random bases.  Our results indicate 

that the second cloning step is not necessarily improved by the use of random bases.   In support of 

this, Hafner et al 2011 found that the second step of cloning to the 5’ adapter (Fig 1.9) was the most 

inefficient.  Also, as discussed by Benesova et al (2021), the circularization protocol developed by 

Somagenics addresses the inefficiency of the second cloning step but does not address cloning bias 

due to the first step, indicating that Somagenics regard the second cloning step as the most 

problematic.  The template switching protocols that are available as commercial kits (Fig 1.10B) avoid 

using ligases, however, although the template switching protocols show less cloning bias than the 

Illumina protocol they still have their own cloning bias problem (see Introduction, 1.10).  
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Chapter 4-Intramolecular cloning of miRNAs 

4.1 Introduction 

In Chapter 3 we confirmed that ligation of the 3’ adapter RA3 to some miRNAs could be greatly 

improved by using the ligation modifications described by Zhang et al (2013).  However, we were 

unable to greatly improve the efficiency of ligation of certain miRNAs to the 5’ adapter RA5, despite 

testing all of the improvements reported by Zhang et al., (2013) and further useful suggestions by 

the senior author R Yi (personal communication, and see Figs 3.9, 3.10B).  A company called 

Somagenics was invited by us to give a webinar and they reported that they also could not efficiently 

clone certain miRNAs to the RA5 adapter of Illumina and were marketing a likely solution (Fig 4.1). 
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Figure 4.1 Intramolecular ligation of RA5 to miRNAs.  Outline of an intramolecular ligation method 
suggested by Somagenics to improve the ligation of RA5 to the 5’ ends of miRNAs.  Ligation of the 
miRNA to the 5’ end of RA3 is the same as the Illumina method (Fig 3.2).  Subsequently RA5 is ligated 
intramolecularly to the miRNA to form a circle.  RA5 and the miRNA are made of RNA and RA3 of 
DNA.  The question marks indicate steps that were initially unknown to us (see text). 

 

 

Somagenics first ligate a combined RA3:RA5 adapter to miRNA using truncated RNA ligase 2, as used 

by Illumina. For the second step they then use a ligase to circularise the miRNA previously ligated to 

RA3RA5 (Fig 4.1) because they found that the intramolecular circularisation step is far more efficient 

than the intermolecular RA5 ligation step that is still used by most companies such as Illumina.  

 

At that time the kits sold by Somagenics did not work, although the defect was subsequently traced 

to a defective enzyme and rectified (Dr Leandro Castellano, personal communication).  Furthermore 

the company would not tell us any of the details of their protocol including the nature of the enzyme 

used for the circularization, although this was subsequently published as normal RNA ligase 1 

(Barberán-Soler et al., 2018).   For these reasons and because we wanted to establish a protocol that 

was not dependent upon a kit, in part to be able to modify it (see below), we undertook the following 

steps.  

 

Aim 

To investigate whether the very poor intermolecular cloning of some miRNAs to the RA5 adapter 

could be improved by intramolecular cloning to a combined RA5RA3 adapter, as suggested by 

Somagenics.  
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4.2 Results 
4.2.1 Trying to improve circular ligation 

Previously we were unable to ligate mir-214RA3 to RA5 in an intermolecular ligation (Fig 3.10B).  Fig 

4.2 tests three enzymes for intramolecular ligation of a linear 214RA3RA5 molecule (RNADNARNA). 

The ligation efficiency is in order RNA ligase 2, RNA ligase 1, Circligase II and Circligase I, as judged by 

the relative amounts of linear and circular 214RA3RA5 in lanes 2 to 4.  RA5 alone was not circularised 

by these three enyzmes (lanes 5 to 8) because there was no 5’ phosphate group on the RA5 that was 

used.  Similar results are reported in Figs S1 to S9 of Appendix 2.   The circular form of 214RA3RA5 

run more slowly than the linear form (compare lane 1 with lane 2 of Fig 4.2) and was also more 

resistant to exonuclease treatment (see Appendix 2 – exonuclease resistance of circular DNARNA).   

 

 

 

Figure 4.2 Circularisation of 214RA3RA5.  All lanes included ATP. Lane 1, 100 ng of 214RA3RA5 
untreated. Lanes, 2,3 and 4 100 ng of 214RA3RA5 treated with 100 U/µl Circligase II at 60°C for 1 
hour (lane 2), 10 U/µl RNA liagse 1 at 25°C for 2 hours (lane 3), 10 U/µl RNA ligase 2 at 37°C for 1 hour 
(lane 4).  Lane 5, 100 ng of RA5 no enzyme. Lanes 6 to 8, 100 ng of RA5 treated with 100 U/µl Circligase 
II at 60°C for 1 hour (lane 6), 10 U/µl RNA liagse 1 at 25°C for 2 hours (lane 7), 10 U/µl RNA ligase 2 at 
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37°C for 1 hour (lane 8). Lanes 9 and 10 are from Fig S2 and show 100 ng of 214RA3RA5 untreated 
(lane 9) or treated with 100 U/µl Circligase I at 60°C for 1 hour. 
 
 

4.2.2 Identification of enzymes for circular ligation 

Table 4.1 summarises the results for Fig 4.2 and further experiments that are presented in Appendix 

2 (Figs S1 to S9).  Table 4.1 Row 2 reports that 214RA3RA5 was ligated by intramolecular ligation with 

normal RNA ligase 2 and less efficiently by circligases I and II that act principally upon DNA.  Row 4 

summarises that circligases I and II could be used to ligate 214RA5NN provided that RA5NN is DNA 

based.  However, the circligases are considerably more expensive than RNA ligase 2 and not quite so 

efficient at circular ligating 214RA3RA5 (row 2 Table 4.1).  

 

 

 

 

Table 4.1 Intramolecular ligation results for the indicated linear molecules by circligases and RNA 
ligase 2.  Red indicates oligos made from RNA bases and black DNA bases.  Ticks and crosses show 
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whether the indicated oligonucleotides (column 1) could be efficiently circularized.   RNA ligase 1 
gave similar results to RNA ligase 2 (see below) but was not investigated so extensively.  The question 
mark indicates variable results for Circligase I (see Discussion). The tick represents successful ligation. 

 

 

Having established that the intramolecular ligation of mir214 to NNRA3RA5NN was efficient we next 

addressed the question of how to reversibly block the 3’ end of NNRA3RA5NN (see Fig 4.1).  In the 

Illumina protocol the 3’ end of RA3 has a dideoxy group in order to prevent multiple ligations of RA3 

by truncated RNA ligase 2 and also to prevent the adenylation enzyme from causing circularization 

of RA3 (Figure 3.2).  The illumina RA3RA5 vector that is used by Somagenics for intramolecular 

ligation (see above) and by us also requires a block at the 3’ end of RA5 to prevent unwanted ligations 

during the intital miRNA cloning.  However, the normal dideoxy modification would prevent the 

subsequent intramolecular ligation step.  

 

4.2.3 Reversible 3’ blocking groups 

We investigated the possible use of reversible terminators, which are used for second and next 

generation sequencing, but these modifications were only available for DNA bases (Professor Steven 

Benner, Harvard University, personal communication) rather than the 3’ RNA base required by RNA 

ligase 2.  

 

T4 polynucleotide kinase is commonly used to phosphorylate the 5’ end of oligonucleotides but it can 

also dephosphorylate the 3’P groups that are formed during DNA strand breakage (HennerGrunberg 

and Haseltine, 1983).  We therefore investigated the use of 3’P as a reversible modification in our 

miRNA cloning protocol.  This is the method that Somagenics also use (Barberán-Soler et al., 2018) 

although we did not know that at the time.   
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Figure 4.3 shows a time course for PNK treatment of a synthetic oligo NNRA3RA5NN-3’P.  After PNK 

treatment the oligo was incubated with RNA ligase 1, which acts similarly to RNA ligase 2 (Fig 4.1).  

The results show that PNK treatment for 30’ was sufficient for RNA ligase 1 to convert NNRA3RA5NN-

3’P into a circle (compare lane 4 with lanes 1 to 3 of Fig 4.3).   

 

 

 

 
 
 
 
 
 
 

Figure 4.3 3’P removal. Lane 1, 50 ng of NNRA3RA5NN-3’P was treated with 10 U/µl PNK enzyme at 
37°C for 30, 90 or 180 minutes and then 0.25 µl of 10 U/µl RNA ligase 1 enzyme at 25°C for 2 hours. 
Lane 4 is a control lane with no PNK treatment.  

 
 
A comparison of Fig 4.3 with lanes 3 to 6 of Fig 4.4 shows that NNRA3RA5NN-3’P was not always fully 

converted to a circle form following PNK treatment to remove the 3’P and the addition of RNA ligase 

2 to cause circularisation.  In retrospect further PNK titration experiments might be helpful.  Lanes 5 

and 6 of Fig 4.4 indicate that adenylation may further inhibit circularisation by RNA ligase 2.  However, 
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this was not considered to be an issue because the function of the adenyl group is to allow truncated 

RNA ligase 2 to ligate a miRNA to RA3 (Fig 4.1), which it can do very efficiently (Fig 3.2).  Overall, there 

was little difference between the use of 0.5 and 1 µl of normal RNA ligase 2 in Fig 4.4. 

 
 
 
 
 
 
 

 
 
 
Figure 4.4 3’P removal. Lanes 1, 2: 100 ng of 214RA3RA5 was treated with 0.5 µl or 1.0 µl of 10 U/µl 
RNA Ligase 2 enzyme and incubated at 37°C for 30 minutes without PNK enzyme. Lanes 3,4: 100 ng 
of oligo NNRA3RA5NN-3’P was treated with 1 µl 10 U/µl PNK enzyme at 37°C for 30 minutes and 
adding 0.5 µl or 1.0 µl of 10 U/µl RNA Ligase 2 enzyme at 37°C for 30 minutes. Lane 5, 100 ng of Ad-
NNRA3RA5NN-3’P was used 10 U/µl PNK enzyme at 37°C for 30 minutes and 0.5 µl of 10 U/µl RNA 
Ligase 2 enzyme incubated at 37°C for 30 minutes. Lane 6, 100 ng of Ad-NNRA3RA5NN-3’P was used 
10 U/µl PNK enzyme at 37°C for 30 minutes and 1 µl of 10 U/µl RNA Ligase 2 enzyme incubated at 
37°C for 30 minutes. 

 

 



 

 
 
 
 
 
 

124 

4.2.4 Cloning of miRNAs into NNRA3RA5NN-3’P   

We next tested whether mir-214 or miR-101-1-3p could be ligated to NNRA3RA5NN-3’P and then 

circularised efficiently (Fig 4.5).  Fig 4.5 lanes 9 and 10 show where 70 bases linear 214RA3RA5 and 

circularised 214RA3RA5 run.  From this it can be deduced that the ligation of 214 to NNRA3RA5NN-

3’P produced circle products in lanes 5 and 6 of Fig 4.5 and similarly for the ligation of mir101 to 

NNRA3RA5NN-3’P (lane 7). There was no appreciable difference for ligation of mir-214 and 

NNRA3RA5NN-3’P by RNA ligases 2 or 1 (lanes 5 and 6).  Lanes 2 to 4 show partial circularisation of 

the vector NNRA3RA5NN-3’P (similar to Fig 4.4) and lane 8 shows that the ligation of the STP oligo to 

Ad-NNRA3RA5NN-3’P by truncated RNA ligase 2 generates an upper band that would be  
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Figure 4.5 Cloning miR-101-1-3p and miR-214.  Lane 1, 100 ng of mir-214 linear (23 bases) without 
adding any enzymes; Lane 2, 100 ng of Ad-NNRA3RA5NN-3’P (51 bases) without adding any enzymes. 
Lane 3, 100 ng of Ad-NNRA3RA5NN-3’P was used 10 U/µl PNK enzyme at 37°C for 30 minutes and 10 
U/µl RNA Ligase 2 enzyme incubated at 37°C for 30 minutes. Lane 4, 100 ng of Ad-NNRA3RA5NN-3’P 
was used 10 U/µl PNK enzyme at 37°C for 30 minutes and 10 U/µl RNA Ligase 1 enzyme at 25°C for 2 
hours. Lane 5, 300 ng of pre-adenylated NNRA3RA5NN-3’P was circularised with 300 ng of mir-214 
by adding 200 ng of STP with 200 U/µl RNA ligase 2 ∆ + 10 U/µl PNK and then 10 U/µl RNA ligase 2 
enzyme incubated at 37°C for 30 minutes. Lane 6, 300 ng of pre-adenylated NNRA3RA5NN-3’P was 
circularised with 300 ng of mir-214 by adding 200 ng of STP with 200 U/µl RNA ligase 2 ∆ + 10 U/µl 
PNK and then 10 U/µl RNA ligase 1 enzyme at 25°C for 2 hours. Lane 7, 300 ng of pre-adenylated 
NNRA3RA5NN-3’P was circularised with 300 ng of miR-101-1-3p by adding 200 ng of STP with 200 
U/µl RNA ligase 2 ∆ + 10 U/µl PNK and then 10 U/µl RNA ligase 2 enzyme incubated at 37°C for 30 
minutes. Lane 8, 100 ng of pre-adenylated NNRA3RA5NN-3’P was ligated with 200 ng of STP by using 
200 U/µl RNA ligase 2 ∆ as arrows indicate. Lane 9, 100 ng of 214RA3RA5 linear (70b) without adding 
any enzymes; lane 10, 100 ng of 214RA3RA5 was circularised by using 10 U/µl RNA ligase 2 enzyme 
incubated at 37°C for 30 minutes.   

 

 

expected to be 73 bases in length and indeed runs similarly to linear 214RA3RA5 (70 bases) in lane 9 

and also runs similarly to circular NNRA3RA5NN in lanes 3 and 4.  Consequently, the bands of this size 

in lanes 5 to 7 are difficult to interpret.  These results are repeated in figures S10 to S12 in Appendix 

2.  

 

4.2.5 Reverse transcription of circle ligations 

We next tested whether circular ligation products could be amplified by RT-PCR (Figs 4.6, 4.7). 
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Figure 4.6 Illustration of RT-PCR for linears and circles.  A. Illustration of the primers used for the 
standard Illumina method of miRNA amplification using the initial reverse transcription primer RTP, 
then primers RPI48 and RP1 for amplification.  B. The same primers were used for RT-PCR of the 
circular version of A.  Unique restriction sites ApoI, AvaI and NlaIV are shown. A PCR product from 
either A or B would have an expected size of RP1 and RPI48 (113 bases) plus the size of the miRNA 
and small regions of NNRA3 and RA5NN (9 bases), (see Materials and methods, RT-PCR primers).  
 
 
Fig 4.6 shows that the same primers that are normally used by Illumina to prepare DNA libraries of 

miRNAs (Fig 4.6A) might also be used for circular forms of the same molecules (Fig 4.6B).  

                                                                                                                                                                          

Fig 4.7 shows a lot of unexpected high molecular weight bands in all of the lanes involving PCR of 

circular molecules.   In lane 7 the oligo 214RA3RA5 was previously circularized and then subjected to 

RT-PCR and it can be seen that multiple bands were produced rather than the expected single linear 

band of 141 bases.  Similarly in lanes 3 and 6 multiple bands are seen rather than the expected single 

linear band of 122 bases (Materials and methods, RT-PCR primers).   Lanes 1 and 4 are control lanes 

without PCR and were used to estimate the amount of input as 20 ng.   Lanes 2 and 5 of Fig 4.7 are 

similar to lanes 1 and 4 except for an additional PCR step that has produced numerous higher 

molecular weight bands.  
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We initially thought that the large amount of higher molecular weight material running in all of the 

PCR lanes of Fig 4.7 might indicate a problem with RT-PCR rolling circle production, which has been 

previously reported to occur when trying to amplify circular DNA and produces multiple tandem 

copies of the starting material (Mohsen and Kool, 2016).  We therefore tested whether the use of 

Aval or ApoI enzymes (Fig 4.8) might resolve the possible RT-PCR rolling circle problem.   Fig 4.8 

repeats the observation of high molecular weight bands (lanes 2 and 3) following RT-PCR of 

NNRA3RA5NN-3’P or 214RA3RA5.  These RT-PCR products were cut with either ApoI or AvaI and run 

on lanes 4 to 7.  Several bands can be seen.   Linear RT-PCR band of NNRA3RA5NN-3’P should be cut 

into fragments of 51 and 67 bases by Aval and fragments of 56 and 62 bases by ApoI (Materials and 

methods, RT-PCR primers).  A 214RA3RA5 PCR fragment would generate bands of 51 and 86 bases by 

Aval and 56 and 81 bases by ApoI.   This does arguably match the results of lanes 4 to 7, particularly 

as these lanes will also contain single stranded RP1 and RPI48 primers that are likely to run at the 

bottom of the gel.  The gel would have benefitted from lanes showing PCR amplification of linear. 
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Figure 4.7 High molecular weight bands. Lanes 1, 2: 50 ng each of Mir-214 + Ad-NNRA3RA5NN-3’P 
was ligated without (lane 1) or with reverse transcriptase in RT-PCR amplification (lane 2). Lanes 3 
and 6: 50 ng of NNRA3RA5NN-3’P circle with RT-PCR amplification. Lanes 4 and 5: 50 ng each of mir-
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214 + Ad-NNRA3RA5NN-3’P circle without (lane 4) and with reverse transcriptase in RT-PCR (lane 5). 
Lane 7, 50 ng 214RA3RA5 circle with RT-PCR (All PCR reactions used 25 cycles).  

 

 

NNRA3RA5NN-3’P and of linear 214RA3RA5 and their subsequent cutting with restriction enzymes.  

Overall, Fig 4.8 does not support a rolling circle problem because the cutting of any tandem repeats 

produced by rolling circle replication with either Aval or ApoI should generate fragments of 122 bases 

for lanes 4 and 6 and 141 bases for lanes 5 and 7 of Fig 4.8 (see Materials and methods), which is not 

strongly evident in lanes 4 to 7 of Fig 4.8.   This indicates that a different artefact is responsible for 

the high molecular weight bands seen in Figs 4.7 and 4.8.   
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Figure 4.8 Analysis of high molecular weight bands.  Lane 1 PCR (25 cycles) of the linear DNA oligo 
RA5RA3, and RT-PCR of circularized NNRA3RA5NN-3’P (lane 2) and circularized 214RA3RA5 (lane 3).  
Lanes 4 to 7 show two repeats of lanes 2 and 3 that were then treated with 10 U AvaI restriction 
enzyme (lanes 4 and 5) for 1 hour at 37°C or 20 U of ApoI (lanes 6, 7) for 1 hour at 37°C. NNRA3RA5NN-
3’P was treated with 10 units of T4 Polynucleotide Kinase (PNK) that was incubated at 37°C for 30 
minutes. 

 

4.2.6 Method for stopping high molecular weight products from RT-PCR of circles 

We decided to test if we could convert the circular products produced by intramolecular ligation (Fig 

4.1) into a linear product by first cutting with the restriction enzyme NlaIV prior to the RT-PCR step.  

We chose NlaIV because it cuts close to the junction of RA3 and RA5 and so is less likely to affect the 

subsequent annealing of primers required for PCR (Fig 4.6B).  Fig 4.9 shows a preliminary experiment 

where we test whether the annealing of the oligo RTP to RA3 (Fig 4.6) could efficiently generate 

double stranded DNA suitable for cutting by NlaIV.  RTP is normally used to generate cDNA from 

RA3RA5 prior to PCR (Fig 4.6). 
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Figure 4.9 Method to linearise a single strand circle.  Lane 1, 100 ng of the linear oligo 214RA3RA5. 
Lanes 2 and 3, 100 ng of linear 214RA3RA5 was annealed to 5 µl (lane 2) or 1 µl of RTP (50 ng/µl), 
heated to 65°C for 5 minutes and then cooled at 4°C for 2 minutes and then treated with 1 µl or 2 µl 
NlaIV (2 U/µl) at 37°C for 1 hour.  Lane 4, 100 ng of previously made 214RA3RA5 circle.  Lanes 5 and 
6, 100 ng of 214RA3RA5 circle was annealed to 5 µl (lane 5) or 1 µl (lane 6) RTP (50 ng/µl) as described 
above and then incubated with 2 U/µl of NlaIV enzyme at 37°C for 1 hour.  

 

 
Fig 4.9 lanes 4 to 6 show that circular 214RA3RA5 was efficiently converted into a linear form 

dependent upon sufficient RTP oligo and NlaIV, as expected (Fig 4.6).  Fig 4.9 lanes 1 to 3 show the 

results for a similar treatment of linear 214RA3RA5.   Successful NlaIV cutting would be expected to 

remove RA5 from 214RA3RA5 (Fig 4.6B), which is consistent with the smaller size of the major band 

in lanes 2 and 3.  

 

Fig 4.10 tests NlaIV treatment following an intramolecular ligation reaction.  Lane 4 is a positive 

control to show that circular 214RA3RA5 (previously made by intramolecular ligation) generates a lot 

of high molecular weight bands after RT-PCR.  Lanes 2 and 3 compare the effect of NlaIV treatment 

prior to RT-PCR of a previous intramolecular ligation of mir214 to Ad-NNRA3RA5NN-3’P.   In lane 3 a 

single band of similar size to the expected size of the linear RT-PCR product of 214RA3RA5 (145 bases) 

is marked with an asterisk.   
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Figure 4.10 Cloning test of NlaIV.  Lane 1, DNA ladder. Lane 2, mir-214 + Ad-NNRA3RA5NN-3’P circle 
ligation with the 1 in 100 dilution and RT-PCR.  Lane 3, mir-214 + Ad-NNRA3RA5NN-3’P circle ligation 
and then was treated with 2 U/µl NlaIV restriction enzyme at 37°C for 1 hour, which was made 1 in 
100 dilution and then RT-PCR. Lane 4, 214RA3RA5 circle was used to do RT-PCR as a positive control 
(RT-PCR 15 cycles).  The circle ligation method is illustrated in Fig 4.12 and detailed in Chapter 2.  

4.2.7 The STP oligo 

Fig 4.11 tests the importance of the STP oligo, which is ligated to any unused adapter that is left over 

during the cloning protocol (fig 4.12). The STP oligo is an important step in the illumina protocol that 

prevents unused RA5 from ligating to RA5 (see 3.2.4).  The STP oligo works by complementary pairing 

to the 5’ end of unused RA3 and this step obviates the need for a gel purification step (see 3.2.4).  

Surprisingly we found that STP still ligated efficiently to NNRA3 despite the expected disruption to 

complementary pairing by the NN random bases (see Fig 3.8 and FigS15).   
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Figure 4.11 Cloning test of the STP oligo.  Lanes 1 and 2, miR-101-1-3p + Ad-NNRA3RA5NN-3’P were 
ligated as outlined in Fig 4.12 with (lane 1) or without STP oligo (lane 2) and then treated with 2 U/µl 
NlaIV restriction enzyme treatment at 37°C for 1 hour.  After this the reaction was diluted between 1 
in 10 and 100 for RT-PCR (15 cycles).  
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A comparison of lanes 1 and 2 of Fig 4.11 shows that the desired ligation product (arrowed) was more 

intense when the STP oligo was included.   This indicates but does not prove the likely value of 

including the STP oligo in the full protocol (Fig 4.12) but further repeats are required.  

 

 

4.2.8 MicroRNA libraries 

  

 

 
 
 
 
Figure 4.12 Illustration of the full protocol that was developed to clone miRNAs.  For details see 
Materials and methods and text.   
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Fig 4.13 uses the protocol illustrated in Fig 4.12 to clone a miRNA reference library miRXplore 

(Miltenyi Biotec) that includes 999 different microRNAs with a size range from 18 to 29 bases (lanes 

2 and 4).  The major bands in lanes 2 and 4 are similar in size to the linear RA5RA3 and NNRA3RA5NN-

3’P controls in lanes 1 and 3.  There is a faint but discernable band in lanes 2 and 4 running just above 

the 150 bases band in the DNA ladder (third band up of the unmarked lane), which although faint is 

in the expected size range for the cloned miRNA reference library.  Lanes 5 and 6 are controls without 

NlaIV treatment and also repeat the higher molecular weight band problem reported above (Fig 4.7).  

A comparison of lanes 3 with 5 and 6 with 7 shows only partial resolution of this problem by NlaIV 

treatment. 
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Figure 4.13 Cloning a miRNA reference library. All samples were amplified by RT-PCR (25 cycles) using 
the primers illustrated in Fig 4.6.  Lane 1, RA5RA3 linear oligo control. Lanes 2 and 4, 500 ng of miRNA 
reference library cloned into 100 ng of Ad-NNRA3RA5NN-3’P, cut with 2 U/µl NlaIV for 1h at 37°C and 
amplified by RT-PCR as illustrated in Fig 4.12. Lanes 3 and 5, NNRA3RA5NN-3’P circle ligation and then 
treated with (lane 3) or without (lane 5) NlaIV treatment and RT-PCR. Lanes 6 and 7, ligation of mir-
214 to Ad-NNRA3RA5NN-3’P and treatment with (lane 7) or without NlaIV (lane 6) and RT-PCR.  
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Fig 4.14 shows repeats for the cloning of mir101 (lane 1) with STP and the miRNA reference library 

cloning (lane 2). 

 

Figure 4.14 Comparison of miR-101-1-3p and reference library cloning.  Lane 1, 100 ng of oligo miR-
101-1-3p ligated to 100 ng of Ad-NNRA3RA5NN-3’P as outlined Fig 4.12, 25 cycles for RT-PCR.  Lane 
2, 5 fmol/µl per RNA oligonucleotide of the miRXplore Reference ligated to 100 ng of Ad-
NNRA3RA5NN-3’P. 
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Fig 4.15 shows a repeat cloning of the microRNA reference library into Ad-NNRA3RA5NN-3’P (Fig 4.12) 

up until the generation of cDNA at the start of step 6 of Fig 4.12, following which the cDNA mix was 

titrated prior to PCR.  The results show that 1µl of cDNA was better than 1/10, 1/100, and 1/1000 

dilutions.  

 
 

 
Figure 4.15 RT-PCR titration following cloning.   Lanes 1 to 4, 1 µl and ten fold dilutions of miRNA 
reference library generated as described in Fig 4.12 (25 cycles RT-PCR). 100 ng of Ad-NNRA3RA5NN-
3’P and 1 µl of miRXplore (5 fmol/µl) were ligated.  
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We next tested whether the faint wide band that ran above the Ad-NNRA3RA5NN-3’P PCR product in 

Fig 4.15 consisted of a mix of reference miRNAs cloned into Ad-NNRA3RA5NN-3’P.  We devised a 

pulldown protocol for one of the shortest miRNAs (mir-575, 19 bases) and one of the longest (mir-

768, 28 bases) in the reference library and for miR-101-1-3p (23 bases), which was also in the library.  

After the RT-PCR step of Fig 4.12 each miRNA was separately pulled down by using a complementary 

oligo attached to biotin, as outlined in Fig 4.16 and then further amplified by RT-PCR but using shorter 

primers in order to see any differences in size more easily.  The pulldown method is based upon 

previous work by Diana Alexieva (PhD Thesis 

https://ethos.bl.uk/OrderDetails.do?uin=uk.bl.ethos.745277). 

 

4.2.9 A miRNA pulldown protocol 
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Figure 4.16 Outline of a pulldown protocol.  Following cloning of the miRNA reference library in 
RA3RA5 individual miRNA was pulled down by using complementary oligos attached to biotin.  The 
pulldown miRNAs were then amplified by RT-PCR using shorter primers that of RP1: 22 bases and 
RPI48: 20 bases that annealed to RA5 and RA3. Oligonucleotides that were used for this experiment 
are listed in Chapter 2 (2.6 pull down and 2.8 list of oligos and primers).   
 

 

 
 
 

 
 
 
 
Figure 4.17 Pulldown of the shortest and longest miRNAs in the reference library.  Lanes 1 to 3, 
Pulldowns of mir-575 (lane 1), miR-101-1-3p (lane 2) and mir-768 (lane 3) from a miRNA reference 
ligated into Ad-NNRA3RA5NN-3’P as described in Fig 4.12.  Each pulldown was further amplified by 
RT-PCR (25 cycles) using primers illustrated in Fig 4.16.  Lanes 4 to 9 are two duplicates from the same 
experiment.   The bottom mol wt markers are 50 and 100 bases. All samples were run on an 8% non-
denaturing PAGE gel. 
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Fig 4.17 lanes 1 to 3 show three bands (marked by arrows) that subject to confirmation match the 

expected size of the PCR fragment for the three different miRNAs (mir-575: 70 bases; mir101: 74 

bases; miR768: 79 bases).   Lanes 4 to 9 are repeats.  The faintest band is seen for miR-101-1-3p (lanes 

2,5,7) possibly because the complementary oligo used for the pulldown was relatively short. 

 

4.2.10 Cloning total RNA from cell lines 

Fig 4.18 shows the analysis of cloning total RNA from the cell line HCT 116 (see materials and methods) 

into the vector Ad-NNRA3RA5NN-3’P using the protocol depicted in Fig 4.12.  Lane 5 is a control 

showing the cloning of a single miRNA into Ad-NNRA3RA5NN-3’P as previously analysed (Figs 4.13, 

4.14).   Comparison of lanes 1 and 5 indicates the likely position of Ad-NNRA3RA5NN-3’P only and the 

immediate bands above Ad-NNRA3RA5NN-3’P are presumptive total RNA cloned into Ad-

NNRA3RA5NN-3’P (lane 1) and miR-101-1-3p cloned into Ad-NNRA3RA5NN-3’P (lane 5).  The shorter 

primers that were used previously (Fig 4.17) were not successful in this experiment (Fig 4.18 lanes 

3,4).  
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Figure 4.18 miRNA cloning from HCT116 cells.  All the experiments with RT-PCR. Total RNA (see 
materials and methods) was isolated from the cell line HCT 116.  Lane 1,2, HCT 116 total RNA cloned 
into Ad-NNRA3RA5NN-3’P with or without NlaIV treatment and RT-PCR with longer primers; lane 3,4, 
repeat of lanes 1 and 2 but using shorter RT-PCR primers. Lane 5, miR-101-1-3p cloned into Ad-
NNRA3RA5NN-3’P with NlaIV treatment and RT-PCR with long primers * Unknown artefact. 
 
 
Fig 4.19 shows the results for total RNA cloning from other cell lines HL60, H929, U2OS cell lines and 

miR-101-1-3p as a control.  The PCR product of the vector only is labelled and is evident in lanes 

1,2,4,6 and 8 and perhaps faintly in lane 10.  This product was generated using the longer primers 
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illustrated in Fig 4.6 and is of the expected size.  The band immediately above the vector is of the 

correct size to represent microRNAs from these cell lines cloned into the vector in all of these lanes.  

Repeat experiments with shorter primers for the RT-PCR step (lanes 3,5,7,9,11) were not successful.   

 

 

 

 

 

Figure 4.19 MicroRNA cloning from other cell lines.  Lane 1, total RNA extract from HCT 116 cell line. 
Lanes 2, 3, small RNA extract from HCT 116 cell line.  Lanes 4 to 9, total RNA from HL60, H929, and 
U2OS cell lines. Lanes 10, 11, miR-101-1-3p control.  All RNA samples and miR-101-1-3p were cloned 
into Ad-NNRA3RA5NN-3’P as depicted in Fig 4.12 and analysed by RT-PCR for 25 cycles using longer 
or shorter primers.  In all reactions 2 µg of total RNA was ligated to 150 ng of vector. All samples were 
run on a 12.5% non-denaturing PAGE gel. 
 
 
Fig 4.20 shows a similar analysis of microRNA libraries made from cell lines including THP-1 and HL60.  
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Figure 4.20 MicroRNA cloning from further cell lines.  All the experiments with RT-PCR. Lane 1, THP-
1 cell line total RNA (2 µg) ligated with Ad-NNRA3RA5NN-3’P vector (150 ng) with adding stop oligo 
(150 ng) and used NlaIV restriction enzyme treatment with longer primers by RT-PCR (20 cycles). Lane 
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2,3,4,5,6, the same repeat experiment with Ad-NNRA3RA5NN-3’P vector (50 ng) and THP-1, HL60, 
H929, U2OS, HCT116 cell lines’ small RNA (1 µg).  
 
 

4.2.11 Pulldowns of miR-575 and miR-101-1-3p from the indicated cell lines 

The first three lanes of Fig 4.21 show the analysis of the microRNA reference library (see Fig 4.15) 

cloned into Ad-NNRA3RA5NN-3’P.  In this case the library was amplified by RT-PCR using short primers 

(Fig 4.16), which would be expected to generate linear bands of 47 bases for RA3RA5-3’P and 20 to 

30 bases more for microRNA clones. Subject to confirmation, the indicated bands in lanes 1 to 3 are 

likely products of Ad-NNRA3RA5NN-3’P (51 bases vector) and vector plus miRNA.   Lanes 4 to 7 of Fig 

4.21 show the results of a pulldown of miR575 and miR-101-1-3p from total RNA libraries made from 

the indicated cell lines.  The libraries and pull downs were amplified by RT-PCR with both the shorter 

(Fig 4.16) and longer RP1 and RPI48 primers.  

 

 

 

 
 
Figure 4.21 MicroRNA pulldown experiments.  Lanes 1,2,3, are three repeat ligations of the test 
microRNA library into Ad-NNRA3RA5NN-3’P (Fig 4.12, 4.13) with shorter primers for RT-PCR (20 
cycles).  Lanes 4 to 7 show the results for pulldowns of miR-575 or mir101 made from total RNA (lanes 
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4,5) from the cell lines HCT 116 or total RNA (lanes 6,7) from THP-1 and HL60.  Longer primers used 
for RT-PCR for 15 cycles. All samples were run on a 12.5% non-denaturing PAGE gel. 
 
 

4.3 Discussion 

In agreement with Somagenics (Barberán-Soler et al., 2018), we found that the 5’ end of miR214 

could be ligated efficiently to the 3’ end of RA5 by intramolecular ligation (Fig 4.1), whereas 

intermolecular cloning of RA5 to mir214 was noticeably inefficient compared to other miRNAs (Fig 

3.10).   The protocol that we developed to clone miRNAs is illustrated in Fig 4.12.  The circularisation 

step (step 5 of Fig 4.12) was suggested to us by Somagenics before they published or were prepared 

to reveal details of their protocol.  Similarly and independently to Somagenics we decided upon RNA 

ligase 2 as the enzyme to catalyse circularisation, although there are alternatives (Table 4.1).  We also 

came to the same conclusion regarding the 3’ reversible modification step (Fig 4.12 step 4).  The 

Somagenics protocol works and is available in kit form.  Although we anticipated this, our reason for 

developing this protocol ourselves was to facilitate the introduction of additional steps such as a 

pulldown method for specific miRNAs (Fig 4.16) and to be able to introduce improvements.  The 

Somagenics protocol has been tested against a range of other protocols that are available in kit form 

and was still found to show biased cloning although less so than the other tested methods (Wright 

et al., 2019, Herbert et al., 2020).  There are perhaps some modifications to the Somagenics 

technique that if introduced might further decrease cloning bias (see General Discussion).  

 

We were not able to prove that the method we developed works.  Samples were sent for sequencing 

and were analysed by Dr Leandro Castellano, who has RNA sequencing expertise, but the only 

sequencing reads were of vector only.  The samples were sequenced towards the end of the project 

and there was not the opportunity to repeat these experiments.  The results shown in Figs 4.17 and 

4.19 are perhaps the most convincing of successful miRNA cloning.  However, a problem is that the 

samples analysed in Fig 4.17 would not have been suitable for sequencing as the shorter primers that 
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were used would not have annealed to the sequencing primers that are used.  Making a good miRNA 

library is difficult and we may have had better results given more time and careful choice of samples.   

 

There are some steps in our protocol that could be improved.  The PNK step (Fig 4.12 step 4) produced 

variable results.  Fig 4.3 indicates nearly complete removal of the 3’P group by PNK whereas only 

partial removal of the 3’P group is indicated by Figs 4.4 and 4.5. A careful titration of PNK 

concentration, amount of substrate and treatment time may help with this step.  Although 

Somagenics have a diagram to illustrate their use of a 3’P block, the removal of this group is not 

mentioned at all in the text or methods (Barberán-Soler et al., 2018).  The reversible terminators that 

are used for second generation sequencing would seem a good option for a reversible 3’ block for 

NNRA3RA5NN-3’P but are only available for DNA (Professor Steven Benner, Harvard University, 

personal communication).  We have some preliminary results to indicate that the O-Methyl attached 

to the 2’ position of the 3’ base of NNRA3RA5-2OMe inhibits RNA ligase 2 but not circligase II (Fig S9).  

However, we have reservations about using circligase for the circularisation step (see below). 

 

We also had problems using circular constructs for PCR reactions, with the production of unexpected 

higher molecular weight products (Fig 4.6, 4.8).   This wasn’t a problem we encountered with PCR of 

linear DNA.   This was a nuisance because it impeded the interpretation of our cloning protocol and 

gels.  Although a solution was found (Figs 4.12 step 5 and 6), it would be better not to have this 

problem.  The use of a different PCR enzyme, primers or reaction conditions could be investigated.  

Somagenics use the same method of RT-PCR to us, as first used by Illumina (Fig 4.6).  

 

Circligase II is considered to be an ATP dependent enzyme but works without ATP addition.  The 

reason for this is that ATP is required to adenylate the enzyme and this adenyl group is then 

transferred to the 5’PO4 end of the nucleic acid substrate (WoodSabatini and Hajduk, 
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2004). Circligase II is largely adenylated upon purchase and is therefore active without added ATP, 

which is consistent with the results of Table 4.1.  This means that circligase II must be used in 

stoichiometric amounts in order to catalyse ligation.   Circligase I is considered to be ATP dependent 

and is provided with an ATP solution in addition to the reaction buffer.   Therefore, the results for 

Circligase I in table 4.1 were surprising.  In our hands the enzyme worked without ATP addition and 

occasionally worked better without ATP (Table 4.1, Appendix 2).  Possibly this was because the 

circligase I or ATP solutions were faulty.  This was not something we pursued because circligase I is 

expensive and RNA ligase 2 was better at circularisation (Table 4.1).   
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Chapter 5-Background splicing and genetic disease 

Background 

During the course of my PhD a database of spliced mRNA was published (Wilks et al., 2018) that 

offered an ideal resource for improving a bioinformatics method previously devised by our lab for 

the detection of cryptic splice sites (Kapustin et al., 2011).  This is a project to which I was well suited 

because of my previous bioinformatics work (see Chapter 3).   

 

5.1 Introduction 
 
Splicing mutations cause 15 to 25% of human genetic disease (Scotti and Swanson, 2016, Baralle and 

Buratti, 2017). Most of these mutations disrupt intron splice sites (Fig 5.1) or generate de novo splice 

sites.  De novo splice sites are new splice sites that are created directly by the mutation,  
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Figure 5.1 Aberrant mRNA splicing events that are usually activated by mutations of the 5’ or 3’ss 
of introns.  A. The upper panel illustrates that mutation of the 5’ss of an intron typically causes the 
non-mutated partner 3’ss to splice instead with a 5’css or to splice with upstream intron 5’ss, which 
causes single or multiple exons skipping.  The lower panel of Fig 5.1B shows 3’ss mutations typically 
cause the partner 5’ss to splice instead with cryptic 3’ss or with downstream intronic 3’ss, which 
results in single or multiple exon skipping. The brackets indicate that the large majority of cryptic 
splice site (css) are located within 1000 bases of the mutated 5’ or 3’ intron splice site. 

 

 

which means that the mutation is part of the new splice site (Buratti et al., 2011). Some de novo 

splice site mutations also lead to the activation of pseudoexons (Fig 5.2A, B).  
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Figure 5.2 Illustrates three mutation types that can generate pseudoexons (Alexieva et al., 2022). 
Figure 5.2A shows that a 3’ de novo splice site mutation may also activate a downstream 5’ pseudo 
splice site (pss) to create a pseudoexon on the other site. Similarly, 2B shows that a 5’ de novo splice 
site mutation can activate an upstream 3’ pss. 2C illustrates that mutations other than de novo splice 
site mutations can also create pseudoexons, usually these mutations disrupt or create splicing 
auxiliary sequences that lie within the pseudoexon. 

 
 
Fig 5.2C illustrates the effect of another class of splice site mutations that generate pseudoexons 

through the disruption of splicing auxiliary motifs.  These motifs are present in both introns and exons 

and are binding sites for splicing proteins that may enhance or suppress the recognition of splice sites 

(Culler et al., 2010). 
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Recently mutations of the splicing machinery itself have been discovered to cause leukemia and other 

cancers (Yoshida et al., 2011, Darman et al., 2015, DeBoever et al., 2015, Ilagan et al., 2015, Zhang et 

al., 2015, Suzuki et al., 2019).  

 

A number of in silico programs have been developed to analyse patient DNA sequences for mutations 

that might cause aberrant splicing (JianBoerwinkle and Liu, 2014, Moles-Fernandez et al., 2018, 

OhnoTakeda and Masuda, 2018, Alvarez et al., 2021, DawesJoshi and Cooper, 2022).  This is a 

valuable goal because it is often very difficult to analyse patient RNA samples for possible splicing 

defects (JianBoerwinkle and Liu, 2014, Baralle and Buratti, 2017, Moles-Fernandez et al., 2018, 

Alvarez et al., 2021).  It is important to know if a patient has a splicing mutation in order to make a 

correct diagnosis and subsequently to consider splicing therapy.  There is a particular need to identify 

mutations outside splice sites that might disrupt splicing, understandably such mutations are the 

most difficult to identify with in silico methods.  The problem faced by in silico models is that splicing 

auxiliary motifs do not have strong consensus sequences and consequently there are many 

confounding false positives in any DNA sequence (Culler et al., 2010). Furthermore, in silico methods 

seem better suited to predicting whether a variant of unknown significance (vus) is likely to disrupt 

splicing rather than predicting the exact effect of the mutation  (JianBoerwinkle and Liu, 2014, Baralle 

and Buratti, 2017, Moles-Fernandez et al., 2018, DawesJoshi and Cooper, 2022). 

 

Our lab established that css can be identified by a bioinformatics approach that is based on our 

finding that css are already active in normal genes, albeit at very low levels (Kapustin et al., 2011).  

This was established by comparing the position of rarely used splice sites with known css that are 

activated in human disease.  However, this approach was limited to a minority of genes for which 

there was sufficient data from expressed sequence tags (ESTs).  Since that time a large amount of 

RNA-sequencing data has been deposited, which should in theory strongly increase the power of css 

prediction.   
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The Snaptron database is a very large database of spliced RNA-seq reads made from over 70,000 

human samples (Wilks et al., 2018).  This database was made by first identifying RNA transcripts with 

deleted regions through alignment to the genome sequence.  Not all deletions are generated by 

splicing, therefore a filter was introduced whereby the 5’ end of the deletion must match a GT or GC 

and the 3’end of the deletion must match an AG dinucleotide.   These are the most common 

dinucleotides by far at the ends of human introns.     

 

As expected, the Snaptron database has the highest reads for RNA transcripts that have deletions 

due to intron removal or to alternative splicing.  However, the Snaptron database has far more 

splicing events with very low reads (which we call background splicing) than splicing events with the 

high reads necessary for intron removal or functional alternative splicing.  The Snaptron database 

shows that there are three main types of background splicing:  splicing between 5’ and 3’ background 

splice sites (bss) located throughout exons and introns; low level exon skipping between normal 

intron splice sites and low level splicing between bss and intron ss.  The last two categories of 

background splicing are illustrated in Fig 5.1.   

 

BRCA1 and BRCA2  

BRCA1 and BRCA2 are DNA repair genes (Patel et al., 1998, Moynahan et al., 1999) that are expressed 

in most normal tissues but were originally identified as breast cancer susceptibility genes by genetic 

linkage studies of familial breast and ovarian cancer (Black, 1994). Heterozygous mutations of just 

one of the two alleles for BRCA1 are strongly predisposing to cancer (Konishi et al., 2011) and similarly 

for BRCA2 (Warren et al., 2003). Consequently BRCA1 and BRCA2 have been extensively screened 

and tested for possible splicing mutations to an exacting standard (Whiley et al., 2014) and so provide 

extensive and reliable experimental data for comparison with the snaptron database (see below). 
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Aim 

To establish whether the more extensive RNA splicing data that is now available can be used to 

further improve the approach we developed to detect cryptic splice sites (Kapustin et al., 2011), with 

emphasis on BRCA1 and BRCA2.  We will also test whether RNA splicing databases can be used to 

predict the effect of splice site mutations upon exon skipping. 

 

5.2 Results 

Experimental reports of mutations that cause aberrant splicing of BRCA1 and BRCA2 were obtained 

from the database of aberrant splice sites (DBASS) the human genome mutation database (HGMD), 

the Leiden Open Variation Database online (LOVD) and by searching Pubmed (Buratti et al., 2011, 

Fokkema et al., 2011, Stenson and Ciorba, 2020) and see Materials and methods. 

 

5.2.1 Mutated 5’ss or 3’ss cause cryptic splice site activation and/or exon skipping 

The top panel of Fig 5.1 shows that mutation of a 5’ss of an intron usually activates a nearby 5’css in 

place of the mutated 5’ss or causes exon skipping - where the 5’ss of an upstream exon splice with 

the 3’ss partner of the mutated 5’ss.  There is a similar effect caused by mutations of the 3’ss of an 

intron (Fig 5.1 bottom panel).   It is difficult to predict the effect of splice site mutations by current in 

silico methods (JianBoerwinkle and Liu, 2014, Baralle and Buratti, 2017, Moles-Fernandez et al., 2018, 

Alvarez et al., 2021, DawesJoshi and Cooper, 2022).  

 

Table 5.1A illustrates a possible method to predict the precise effect of intron splice site mutations 

by using large database of spliced RNA.   
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Table 5.1 Snaptron splicing data for BRCA1. (I contributed to this Table). A. The Snaptron splicing 
data shows all splicing events involving the 3’ss 41219713 (hg 19) of intron 16 of the wild type BRCA1 
on chromosome 17.  As expected, the splice reads to its 5’ss partner 41222944 are highest (148299, 
blue shading).   Low level background splicing to the 5’ss of upstream exons are shaded yellow and 
row 4 shows background splicing (2 reads) to an exonic 5’ss 93 bases upstream from the normal 5’ss.   
Rows 6 to 12 show background splicing between 3’ss 41219713 and 5’ss at the indicated positions 
within the intron. B.  All of the splicing events involving the 5’ss (41209068) of intron 20 of BRCA1.  
Blue and yellow shading as above, rows 1 to 7 show background splicing within the intron and 
remaining rows are splicing events between the 5’ss 41209068 downstream of its normal 3’ss partner 
(41203135).     
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In this example we examine a mutation of the 5’ss 41222944 (shaded in red) of intron 16 of BRCA1 

which was first reported to activate a 5’ css at position +69 (Scholl et al., 1999) and subsequently at 

position +65 by other groups (Wappenschmidt et al., 2012, Colombo et al., 2013, Baert et al., 2017).   

Table 5.1A lists all of the splicing events involving the normal 3’ss splice site partner (3’ss 41219713) 

of the mutated 5’ss, as illustrated in Fig 5.1 top panel.  This data is from the Snaptron spliced RNA 

database and is for wild type BRCA1. The row shaded in blue shows that as expected there are a large 

number of reads (148299) for splicing between 3’ss 41219713 and its normal 5’ss partner 41222944.    

The yellow shading (rows 1 to 3) shows that there are low numbers of background reads (5, 1 and 1) 

for splicing between 3’ss 41219713 and the 5’ss of upstream introns.  Row 4 shows that there are 2 

reads for splicing between 3’ss 41219713 and a background 5’ss splice site (bss) at 41223037, 93 

bases upstream from the normal intron 5’ss.   There are also reads for splicing between 3’ss 41219713 

and 7 different bss downstream of the normal 5’ss, ie within the intron (rows 6 to 12).  It can be seen 

that the bss with the most reads of 243 and 78 (shaded grey) exactly match the css at +65 and +69 

that known to be activated by mutation of the 5’ss 41222944 (see above).   The relatively high reads 

for the +65 and +69 bss perhaps indicates why both css were identified (Scholl et al., 1999) and 

(Wappenschmidt et al., 2012, Colombo et al., 2013, Baert et al., 2017). 

 

Similarly, Table 5.1B compares the known effect of mutation of the 3’ss 41203135 (hg19) of intron 

20 of BRCA1 with the background splicing events involving its normal 5’ss partner 41209068.  The 

mutation of 3’ss 41203135 is known to activate single exon skipping between the 5’ss 41209068 and 

the 3’ss 41201212 in the downstream intron plus weaker activation of a 3’css 41203127 located at 

+8 bases (Wappenschmidt et al., 2012, Colombo et al., 2013).  These two aberrant splicing events 

also have the most background splicing reads of 1298 and 206 in Table 5.1B.   Overall, Table 5.1 shows 

that potential aberrant splicing events (such as those illustrated in Figure 5.1) already occur at very 

low background levels in normal BRCA1 and that the aberrant splicing events that are activated by 

splice site mutations may use the most active bss.    
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5.2.2 The effects of all of the splice site mutations of BRCA1 

Table 5.2 lists the effects of all of the splice site mutations of BRCA1 that we could find (columns 1 

and 2, materials and methods) and compares these to background splicing data from Snaptron 

(columns 3 to 8).  The key background splicing data from Table 5.1A and B is listed in rows 13 and 32 

and from this it can be seen how the numbers in columns 3 to 8 were obtained.   We identified 17 

css (Table 5.2, column 2) that are activated by either 5’ or 3’ ss mutations of BRCA1 splice sites in 

patients and 15 of these css exactly match bss obtained from the Snaptron RNA splicing data for 

normal BRAC1 (column 3), the two exceptions in column 3 are shaded and discussed in Table S1 of 

Appendix 3.   Twelve of the 15 bss that match css had the highest reads of any bss within 1000 bases 

of the mutated splice site (column 4).  

 

Table 5.2 BRCA1 

 1 2 3 4 5 6 7 8 

 
Mutated 
splice site  

Experimental css  Snaptron Snaptron Snaptron Snaptron Snaptron  

 5’ ss summary match in css rank  
css 

reads  
top bss 
reads 

single 
skip 

double skip 

   Snaptron    reads reads 
         

1 
41276033 
(exon 2) 

skip    11 898 0 

2 
41267742 
(exon 3) 

skip    24 2622 104 

3 
41258472 
(exon 5) 

Css(-22) & skip Yes 1(4) 7375 7375 3629 178 

4 
41256884 
(exon 6) 

Css (-9) Yes  1(5) 327 327 5 6 

5 
41256138 
(exon 7) 

Css (-62) No 0(0) 0 0 3 2 

6 
41251791 
(exon 8) 

skip    0 83 0 

7 
41249260 
(exon 9) 

skip    31 2193 3 

8 
41243451 
(exon 11) 

skip (and alt ss 
enhancement) 

   2 346 44 
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9 
41242960 
(exon 12) 

skip    115 1 18 

10 
41234420 
(exon 13) 

skip    0 164 0 

11 
41228504 
(exon 14) 

single and 
double skip 

(weak) 
   1 971  58 

12 
41226347 
(exon 15) 

Css (-11), single 
and double 

skip 
Yes  1(1) 494 494 476 356 

13 
41222944 
(exon 16) 

Css (65,69) Yes, yes 1(5), 2(5) 243, 78 243, 78 0 5 

14 
41219624 
(exon 17) 

Css (153, weak) 
& skip 

Yes  1(3) 36 36 1030 1 

15 
41215890 
(exon 18) 

skip    179 140 17 

16 
41215349 
(exon 19) 

skip    23 1 56 

17 
41209068 
(exon 20) 

Css (87) & skip Yes  1(1) 19 19 52 0 

18 
41203079 
(exon 21) 

skip    4 1298 0 

19 
41201137 
(exon 22) 

Css (156, weak) 
& skip 

Yes  1(1) 6 6 2732 26 

20 
41199659 
(exon 23) 

Css (5, weak) & 
skip 

Yes  1(2) 247 247 300 132 

         

 3’ss        

21 
41267797 
(exon 3) 

Css (7) Yes  1(3) 5 5 2622 178 

22 
41258551 
(exon 5) 

skip    18 3629 6 

23 
41256974 
(exon 6) 

Css (-59) Yes  1(4) 15 15 5 2 

24 
41256279 
(exon 7) 

Css (-10) No 0(1) 0 81 3 0 

25 
41251898 
(exon 8) 

Css (-69) Yes 1(1) 4 4 83 3 

26 
41247940 
(exon 10) 

skip   339 339 840 44 

27 
41246878 
(exon 11) 

skip & alt skip    3 3 206,364 18 

28 
41219713 
(exon 17) 

skip   12 12 1030 17 

29 
41215969 
(exon 18) 

skip   11 11 140 56 

30 
41215391 
(exon 19) 

skip   1 1 1 0 
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31 
41209153 
(exon 20) 

Css (13, weak) 
& strong skip 

Yes 2(2) 1 3 52 0 

32 
41203135 
(exon 21) 

Css (8, weak)  
& skip 

Yes  1(5) 206 206 1298 26 

33 
41201212 
(exon 22) 

skip   1147 1147 2732 132 

34 
41199721 
(exon 23) 

skip   26 26 300 0 

35 
41197820 
(exon 24) 

Css (11) Yes 2(4) 5 26 0 0 

 

Table 5.2 Comparision of the effect of BRCA1 splice site mutations with background splicing sites 
from Snaptron. (I contributed to this Table).  Column 1 List of previously analysed BRCA1 5’splice 
sites and 3’splice site mutations. Column 2 Experimental of css activation and/or exon skipping 
caused by the splice site mutations. Column 3 Match between css and bss.  Column 4 Relative reads 
of the bss that matches the css compared to other bss, where 1(4) means there are four bss within 
1000 bases of the mutated ss and the bss that matches the css has the most reads of these four.  
Column 5 Reads for the bss that matches the css.  Column 6 Gives the reads of the top bss, most of 
these matches the css.  Columns 7,8.  Reads for single and double exon skips. The shaded boxes 
indicate discrepancies between the experimental and Snaptron data that are discussed further in 
Table S1 of 2.  Table S1 also gives the references for the experimental data in column 2 of Table 5.2.    

 

 

19 of the 35 splice site mutations of BRCA1 in Table 5.2 activate exon skipping rather than css and 

eight of the splice site mutations do both (Table 5.2, column 2).  We noticed that mutations that 

cause skipping but not css activation tend to have higher background reads for exon skipping than 

for any bss within 1000 bases of the splice site mutation (compare columns 6 and 7).  

    

The background splicing reads that do not agree with the experimental results are shaded in columns 

6 & 7.  There are four examples (rows 9, 15, 24 and 35), where the highest background reads are for 

candidate css that nevertheless were not activated as css, for rows 15 and 24 these experimental 

results were repeated by different groups (Table S1, Appendix 3).  Rows 9, 15, 24 and 35 are examples 

of likely false positives (see Discussion).    
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The shading in rows 16, 20 and 25 also highlight differences between predictions by background 

splicing reads and the experimental results. For row 25, the primers that were used to detect the css 

at -69 would not have detected the possible double exon skip indicated by the background splicing 

reads.  Similarly, there are reasons to believe that further experimentation might resolve differences 

with the background splicing reads in rows 16 and 20 (Table S1, Appendix 3).    

 

The results for Table 5.2 row 5 have been established by repeated experiment and so the background 

splicing reads falsely predicts single exon skipping over the activation of a css at -62.  The background 

splicing reads for row 31 are largely in agreement with the major experimental result of exon skipping 

as a result of the indicated splice site mutation.  There is a minor disagreement in that background 

splicing favours the activation of a weak css at position -474 rather than +11 (Table S1, Appendix 3).   

 

5.2.3 A similar analysis of BRCA2 

Table 5.3 shows a similar analysis of BRCA2.  We found 18 reports of css activation splice site 

mutations of BRCA2 (column 3) and 14 of these matched bss.  Of these 14, eight had the highest 

reads of all bss within 1000 bases of the splice site mutation (column 4).  There are 24 reports of 

mutations that cause mainly single exon skipping (rows 2-5, 8,9,12-17, 19-27, 29, 33, 35, 37) and 

Snaptron shows that 22 of the 25 have the highest background reads for a single exon skip than for 

any other background splicing event.  

 

Table 5.3 

BRCA2 1 2 3 4 5 6 7 8 
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Mutated 

splice site  

5’ ss 

Experimental 

summary 

Snaptron 

match to 

css  

 

Snaptron 

css rank  

Snaptron 

css reads 

Snaptron 

top bss 

reads 

Snaptron 

single 

skip 

reads 

Snaptron 

double skip 

reads 

1 
32889805 

(exon 1) 
Css (-99) Yes 7(10) 5 763 0 0 

2 
32890665 

(exon 2) 
skip    133 37 0 

3 
32893463 

(exon 3) 
skip    2 1858 8 

4 
32899322 

(exon 4) 
skip    59 131 101 

5 
32900288 

(exon 5) 
skip    7 424 35 

6 
32900420 

(exon 6) 

skip and 

double skip 
   0 4 62 

7 
32900751 

(exon 7) 

skip and 

quadruple skip 
   1 56 

22(double), 

144(triple) 194 

(quadruple) 

8 
32903630 

(exon 8)  
skip    12 19 1 

9 
32915334 

(exon 11) 
skip     1 195 1 

10 
32921034 

(exon 13) 

skip and 

double skip 
   0 14 64 

11 
32929426 

(exon 14) 
Css (5) No  0(1) 0 21 9 0 

12 
32930747 

(exon 15) 
skip    86 55 0 

13 
32932067 

(exon 16) 

Css (-100 

weak) and skip 
Yes  1(2) 2 2 6 5 

14 
32936831 

(exon 17) 
skip    1 15 0 

15 
32937671 

(exon 18) 

skip and css (-

991 weak) 
Yes 3(3) 1 149 431 390 

16 
32944695 

(exon 19) 
skip    1 742 24 

17 
32945238 

(exon 20) 
skip    2 61 6 
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18 
32950929 

(exon 21) 
Css(46) Yes 1(2) 141 141 2 0 

19 
32954051 

(exon 23) 
skip    1 34 0 

20 
32954283 

(exon 24) 
skip    1 0 

0 (double), 

2(triple) 

21 
32969071 

(exon 25) 
skip    1 3 0 

Mutated  

splice site  

3’ ss 

22 
32890558 

(exon 2) 

skip and 

double skip 

(minor)  

   3 37 8 

23 
32893213 

(exon 3) 
skip    9 1858 101 

24 
32900237 

(exon 5) 
skip    4 424 62 

25 
32900378 

(exon 6) 
skip    2 5 23 

26 
32900635 

(exon 7) 
skip    1 56 1 

27 
32903579 

(exon 8) 
skip    41 19 4 

28 
32905055 

(exon 9) 

Css (73) and 

skip (minor) 
Yes  1(3) 29 29 4 220 

29 
32928997 

(exon 14) 

Css (246 

weak) and skip 
Yes 1(2) 1 1 9 0 

30 
32930564 

(exon 15) 
Css (13) Yes 5(9) 7 37 55 5 

31 
32931878 

(exon 16) 
Css (44) Yes 2(5) 46 189 6 0 

32 
32936659 

(exon 17) 

Css (20,69), 

skip 
No, Yes 

0(2), 

1(2) 
0, 23 23 15 390 

33 
32937315 

(exon 18) 
skip    4 431 24 

34 
32944538 

(exon 19) 
Css (14) Yes 2(3) 11 18 742 6 

35 
32945092 

(exon 20) 

Css(12 minor) 

and skip 
No  0(2) 0 1 61 0 
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36 
32950806 

(exon 21) 

Css (-43) and 

insertion 
No  0(0) 0 0 2 1 

37 
32953453 

(exon 22) 

css (484, 

weak) and skip 
Yes 1(6) 146 146 719 0 

38 
32953886 

(exon 23) 

Css (51) and 

skip (weak) 
Yes 1(7) 1223 1223 34 0 

39 
32954143 

(exon 24) 
Css (7) Yes 2(3) 11 47 0 0 

40 
32968825 

(exon 25) 

Css(27) and 

skip 
Yes 1(1) 2 2 3 0 

 

Table 5.3 Comparision of the effect of BRCA2 splice site mutations with background splicing sites 
from Snaptron. (I contributed to this Table).  Columns and shading as in Table 5.2. 

 

 

5.2.4 Analysis of cryptic splice sites (css) that cause a wide range of medical syndromes 

In order to expand this analysis we next compared the css that are listed in the DBASS database of 

aberrant splice sites (Buratti et al., 2011) to Snaptron background splicing data. 

Aberrant ss DBASS5 DBASS3 
   
css 459 182 

Unusual css  13  31 

De novo ss 
created 

 34 123 

De novo ss 
enhanced 

 95  11 

Pseudoexon  71  14 

Pseudoexon 
unusual 

 14   6 

 

Table 5.4 Summary of the numbers and different types of aberrant splicing events listed in DBASS. 
(Courtesy of Dr N Dibb). Css are activated by splice site mutations and usually lie within 1000 bases 
of the mutated ss.   DBASS5 lists 5’css that are activated by 5’ss mutations and DBASS3 lists 3’css that 
are activated by 3’ss mutations, see Figure 5.1.   Unusual css means that the css is activated by a less 
common splice site mutation that lies outside the core consensus sequence of the splice site.   De 
novo splice sites are new splice sites that are created directly by the mutation, so that the mutation 
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is part of the new splice site.  We have subdivided these into mutations that create the GT or GC of a 
new 5’ss (or the AG of a new 3’ss) and into mutations that enhance already existing but dormant GT 
or GC 5’ de novo splice sites or AG 3’ de novo splice sites.   De novo splice site mutations can also 
lead to the activation of pseudoexons (Fig 5.2A, B) but unusual pseudoexons are not created by de 
novo ss mutations but by mutations that usually affect auxiliary splicing motifs (Fig 5.2C).    
 
 

Table 5.4 shows that DBASS lists 459 5’ss mutations that activate 5’ css and these are known to cause 

199 different medical syndromes (Alexieva et al., 2022).  We systematically chose and analysed the 

first listed 5’ss mutation out of the 459 listed in DBASS5 (Table 5.4) that cause each of the 199 medical 

syndromes similarly we chose the first 3’ss mutations responsible for the 99 medical syndromes listed 

in DBASS3 (Alexieva et al., 2022).   Because DBASS entries have been made chronologically a range 

of intron ss mutations at different gene positions were covered.  Table 5.5 shows that 201 out of 237 

experimentally identified 5’css (some of the 199 mutations generated more than one css) matched 

bss and that 150 of these matched bss with the most reads (p = 1x 10-56, see Materials and methods).  

Similar results were found for 3’css listed in DBASS3, where 62 out of 110 css matched bss with the 

most reads (p = 3.2 x 10-23).   The reason why approximately 15% of 5’css and 12% of 3’css did not 

match bss (Table 5.5) was usually because there were no bss for comparison.  Where bss data was 

available, we found that css did not match a bss in only 2-3 % of cases, listed under poor match in 

Table 5.5.   The match between BRCA css and bss is also summarised in Table 5.5.   DBASSw refers to 

a category of splice site mutations in DBASS5 or DBASS3  

 

 

Table 5.5  

5’css No. of css No. that match  Top match  Poor match      Source 
 analysed snaptron bss    
      
DBASS5 237    201 (85%) 150 (75%) 9 (Alexieva et al., 2022) 

DBASS5w 14 11 10 2 (Alexieva et al., 2022) 

BRCA1 10 9 8 1 Table 5.2 
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BRCA2 5 4 2 1 Table 5.3 

      
3’css      
DBASS3 110      97 (88%) 62 (64%) 2 (Alexieva et al., 2022) 

DBASS3w     39 38 31 0 (Alexieva et al., 2022) 

BRCA1 7 6 4 1 Table 5.2 

BRCA2 13 10 6 2 Table 5.3 

      

 
 

     

Table 5.5 General match between bss and css.   

DBASS5 summarises the match of between 237 css that are activated by 199 mutations of the 5’ss of 
different genes responsible each medical syndrome listed in DBASS5.   DBASS3 summarised a similar 
anlaysis of 110 css activated by 99 different 3’ss mutations.  DBASS5w and DBASS3w refer to splice 
site mutations in DBASS that lie just outside the core 5’ or 3’ splice site consensus.  BRCA1 and BRCA2 
show summaries of Tables 5.2 and 5.3.  

 

 

that lie outside the core region of the splice site (see Table 5.4) but still activate css. These unusual 

and presumably weaker ss mutations activate css that match bss with particularly high reads 

(Alexieva et al., 2022).  Overall, this analysis shows that DBASS 5’ and 3’ css match bss in 85 and 88% 

of cases and that usually the css matches the bss with the most reads. 

 

 

5.2.5 Cryptic splice sites versus exon skipping  

Table 5.6 is from Alexieva et al (2022), to which I contributed, and compares background splicing 

information for the DBASS database of css and an exon skipping database (Divina et al., 2009, Buratti 

et al., 2011). 
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Table 5.6  

                 A B C D E 
 Experimental results Snaptron data  

  skip>css css>skip Total css Total skip 

  reads reads reads reads 

 DBASS5      

1 70   css only 11 59 105757 6884 

2 36   css + skip 23 13 10112 143955 

 DBASS3      
3 18   css only 2 16 26791 2659 

4 22   css + skip 11 11 15839 31527 

 5’ skip database     
5 79 skip only 71 8 5978 217587 

6   3 skip + css 1 2 9395 2852 

 3’ skip database      
7 65 skip only 54 11 17346 349439 

8   4 skip + css  2 2 1939 3185 
 

Table 5.6 Cryptic splice site (css) activation versus exon skipping. (I contributed to this Table of 
original data).   The experimental results listed in column A are from the DBASS css database and an 
exon skip database (Divina et al., 2009, Buratti et al., 2011) and they show the numbers of reports of 
css activation only, exon skipping only or both in response to 5’ or 3’ss mutations.  Columns B and C 
are from Snaptron and show how the samples divide with respect to the relative number of reads for 
single exon skipping versus the number of reads for the bss that matches the css.  For examples that 
do not report a css or more rarely report a css that does not match a bss we used the read numbers 
of the top bss (bss with the most reads within 1000 bases of the mutated ss).  Columns D and E are 
from Snaptron and show the total css and single exon skip read count and shaded examples are 
discussed (see text).    

 

 

Table 5.6 row 1 shows that for the 70 reports of css activation only in response to a splice site 

mutation, the reads for the css are greater than the reads for single exon skipping in 59 out of 70 

cases.  By contrast Table 5.6 row 5 shows that for the 79 reports of exon skipping only in response to 

a splice site mutation the background reads for single exon skipping are greater than the reads for 

the top bss in 71 out of 79 cases.  The probability of obtaining these contrasting ratios by chance is p 
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= 6 x 10-19, see Materials and methods.   The total number of reads listed in columns D and E are also 

strongly supportive of this finding.   Similar results are seen for splice site mutations that activate 

3’css or 3’ exon skipping only (rows 3 and 7, p = 1.4 x 10-8).   

 

Overall Table 5.6 shows that when the background reads for single exon skipping are greater than 

the background reads for any candidate css, then exon skipping usually occurs in response to a splice 

site mutation and so confirms this initial indication from the BRCA1 and BRCA2 analysis (Tables 5.2, 

5.3).   The exceptions to this general finding are shaded in Table 5.6.  

 

5.2.6 Multiple exon skipping 

Alexieva et al (2022) also compiled a list of all experimental reports of multiple exon skipping from 

the DBASS and exon skip database, these reports were compared to background splicing data and 

are reproduced in Table 5.7.   

 

Table 5.7  
 
   A                  B                                                      C      D                            E                       F                        G                      H  

Splice site mutations that cause multiple exon skipping  Snaptron data 

   

Single 
skip 
reads 

Double skip  
reads css  

css 
match 

css 
reads 

 Gene  Experimental effect      

1 LAMP2A 
Single and double exon skip (similar 
ratio).  64 80 no   

2 LAMP2B 
weak css and strong single exon skip, no 
double skip 8 0 yes   0 

3 LAMP2C 
weak single exon skip and strong double 
exon skip 1 25 no   

4 
p67-
PHOX  

css,  single and double skip, relative 
ratios not given 26 1 yes  ✓  3 

5 PKLR 
css, single (major event) and double 
skips 0 0 yes  0 

6 ATP7A  
css, single (major event) and double 
skips 340 84 yes ✓  24 
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7 COL5A1 
css (x2, weakest), exon skip, double exon 
skip (major) 1 60 yes ✓✓  10,6 

8 HPRT1 
css (20%), exon skip (60%), double skip 
(20%) 26 914 yes  ✓  410 

9 
ALDH3A
2 Single and double exon skip (strongest) 748 4364 no   

10 ATM Single skip (90%) and double skip (10%)  734 56 no   

11 CAPN3 
Double exon skip reported (single skip 
unclear) 8 2 no   

12 ECHA 
Single (major) and double exon skip 
(minor) 22 285 no   

13 NTRK1 Single (stronger) and double exon skip.   9 42 no   

14 
SEDL  

single and double exon skip (ratio not 
clear). 194 135 no   

15 WT1 
Single and double exon skip (similar 
amounts).  0 6 no   

16 
ALDH3A
2 

Single and double exon skip.  Ratio not 
given 6111 1536 no   

17 ATM 
Single and double exon skip. Ratio not 
given.  1052 683 no   

18 BTK Triple exon skip and css only 1 
11, 27 
(triple) yes ✓  66 

19 KCNQ1 Double exon skip only.   0 295 no   

20 BRCA1 Single and double skip (weak) 971 58 no   

21 BRCA1 
css, single (major events) and double 
skip (minor) 476 356 yes ✓  494 

22 BRCA2 
Single and double skip (major effect for 1 
of 2 reports) 4 62 no   

23 BRCA2 Single and quadruple skip 56 

22, 144 
(triple), 194 
(quad) no   

24 BRCA2 Single and double skip (major effect) 14 64 no   

25 BRCA2 Single and double skip (minor) 37 8 no   

26 DMD double skip only 7 83 no   

27 DMD skip and double skip (ratio not given) 4 67 no   

28 DMD  skip and double skip (ratio not given) 19 0 no   

29 DMD  
css, skip (strongest) and double skip 
(weakest) 92 1 yes ✓  12 

30 DMD 
skip, double skip, triple skip (ratio not 
clear) 0 21, 6 (triple) no   

31 DMD  css, skip, double skip (ratio not clear) 13 1 yes ✓  1 

32 SLC35A1 
css (major) single skip, double skip 
(weakest) 2919 650 yes ✓  26028 

33 FGA 
multiple css reported but no single or 
double exon skipping 1 11 yes ✓✓ 1,0,3 

34 COL5A1 
Single and double exon skips not 
reported 10 27 yes  0 

35 STK11 only css reported 0 2058 yes ✓✓ 79,56 

36 COL7A1 only a css reported 895 494 yes ✓  151 

37 FBN1 Single exon skip only  9 55 no   

38 BRCA1 
css at -62 reported but not single or 
double exon skipping 3 2 yes  0 

39 BRCA2 
css and a single exon skip reported but 
not a double skip 15 390 yes ✓ 0,23 

40 DMD single exon skip reported 0 8 no    
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41 DMD 
single exon skip reported but not a triple 
skip 3 0, 10(triple) no   

42 DMD 
css and single exon skip but not a double 
skip reported 11 21 yes ✓  1 

 

Table 5.7 Multi-exon skipping events (Alexieva et al., 2022). (I contributed to this Table).   
Experimental reports of mutations that cause multi-exon skipping compared to background splicing 
predictions.   Genes are listed in column B and the experimental results are listed in column C and 
also column F.  Snaptron data is compared in columns D, E and G and H.  For shading see text.   

 

 

Rows 1 to 3 of Table 5.7  concern proteins LAMP2A, B and C which are generated by alternative 

splicing from a common 5’ss and three alternative 3’ss (Di Blasi et al., 2008).  The authors report that 

mutation of the common 5’ss has different effects upon single or double exon skipping by each 3’ 

alternative ss (column C).  These differences in skipping correlate well with the relevant background 

splicing reads (columns D and E).   Other matches in Table 5.7 include reports of double exon skips 

only (rows 19 and 26) or mainly double exon skipping (rows 3, 7, 9, 22 and 24) and how these 

correlate with higher background reads for double skips than for single exon skips in Snaptron.  

Similarly, the reports of css activation and triple exon skipping (row 18) are a good match to the 

background splicing reads, and single and quadruple exon skipping (row 23) are a good match to the 

background splicing reads.  

 

There are ten examples (rows 33 to 42) in Table 5.7 where the experimental results do not match the 

multiple exons skip predictions from Snaptron.   There are seven examples (rows 8, 12, 13, 15, 18, 28 

and 30) where there is some but not exact agreement.   In addition, 6 out of 23 css reported in Table 

5.7 did not match a bss.  For the css of row 5, Snaptron has no bss with which to compare and for 

row 2 the css has a non-consensus sequence, which is filtered from Snaptron (Wilks et al., 2018).   

This analysis shows that high background reads for multiple exon skips is a reasonable indication that 

these events will occur in response to splice site mutations. 
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5.3 Discussion 

Our analysis of large database of css (Table 5.6) and exon skipping events (Table 5.7) confirm that the 

effect of splice site mutations upon both css activation or exon skipping (Figure 5.1A) can be largely 

predicted from background splicing information for normal genes, as first indicated by the analyses 

of BRCA1 and BRCA2 (Tables 5.2, 5.3).   Table 5.5 shows that 85% of 5’ccs and 88% of 3’css match bss 

and that 75% of 5’ css and 64% of 3’css match bss with the most reads.  When exon skipping only is 

caused by a splice site mutation this correlates with higher background reads for skipping compared 

to candidate css reads in 125/143 (87%) of examples (Table 5.6).  Table 5.7 shows that the 

experimental reports of multiple exons skipping caused by splicing mutations also correlate well with 

background splicing reads. Consequently, an initial consideration of background splicing gives a 

useful indication of the primer design required to investigate the likely effect of an intron splice site 

mutation and should help to interpret RT-PCR results.  

 

Tables 5.3 to 5.6 were analysed using the original SRAv1 database of spliced RNA, which has 41 million 

spliced RNA reads in total (see Materials and methods).  There is now a larger database SRAv2 that 

has 83 million reads and Table 5.8 indicates how this increases the number of matches between css 

and bss for BRCA1, BRCA2 and the DBASS database of css.    

Table 5.8  

A B C 

 SRAv1 SRAv2 

BRCA1 15/17 17/17 

BRCA2 14/18 16/18 

DBASS5’css 201/237 (85%) 219/237 (92%) 

DBASS3’css 97/110 (88%) 101/110 (92%) 



 

 
 
 
 
 
 

172 

Table 5.8 Match between css of BRCA1, BRCA2 and the DBASS database of 5’css and 3’css with 
SRAv1 and SRAv2 background splice sites (Alexieva et al., 2022).  (I contributed to this Table of 
original data).  

 

 

As RNA splicing database increase in size this will presumably further reduce the number of css that 

do not match bss.  However, there is likely to be a larger and consistent percentage of bss that lie 

within 1000 bases of a splice site yet are not activated as css by splice site mutations, ie false positive 

css.   For example, some of the splice site mutations of BRCA1 and BRCA2 activate css that match a 

bss but do not match the top bss, examples of these are shaded in column 6 of Tables 5.2 and 5.3.  

Some of these bss might be identified as css in future, Table 5.1A provides such an example, however, 

most of the BRCA1 and BRCA2 mutations have been repeatedly analysed.  The upper limit to the 

percentage of top bss that might be false positives can be estimated from Table 5.5, where 51 out of 

201 (25%) of the css that match bss do not match bss with the top reads.   The shaded numbers in 

Table 5.6 may also be due to false positive css.  In these cases, skipping occurs rather than css 

activation despite the presence of a nearby bss with more reads in Snaptron than the skipping event.   

 

Unlike the SRAv database, the GTEX database of spliced RNA transcripts is made from normal tissue 

and this smaller database (17m reads) was also analysed by Alexieva et al (2022) in order to confirm 

that background splicing is a property of normal genes.   

 

Alexieva et al (2022) also compared the other types of splicing mutations with Snaptron splicing data.  

After intron splice site mutations, the next largest category is mutations that create de novo splice 

sites (Table 5.4).  De novo splice sites may also create pseudoexons (Figure 5.2A, B).   Alexieva et al 

(2022) used the Snaptron data to ask if the site of a de novo mutation was already weakly active prior 

to the activating de novo mutation.  Because of the snaptron filtering system we could only test for 



 

 
 
 
 
 
 

173 

mutations that enhanced already existing 5’ GT or GC sites or exisiting 3’ AG sites.   Fig 5.3 column 1 

shows that the large majority of enhanced de novo mutations (irrespective of whether they activate 

pseudoexons) occur at sites that were already active as background splice sites.  Columns 2, 3 and 4 

of Fig 5.3 apply to both enhanced and created de novo mutations and show that the pseudoexon 

splices sites (pss) that are sometimes activated by de novo mutations to generate a pseudoexon 

(Figure 5.2A, B) largely match background splice sites.   Figure 5.3 column 4 illustrates that the pss 

that are used to create a pseudoexon usually match bss that are nearest to the 5’ or 3’ de novo 

mutation ((D et al., 2022) Fig 2A,B).  

 

 

 

 

 

 
 
 
    Figure 5.3 
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Figure 5.3 Match between background splice sites (bss) with de novo splice sites, pseudoexon ss 
(pss), recursive ss (RS) and aberrant ss in cancer (Alexieva et al., 2022). Columns 1: 47/50 match 
between bss and ‘enhanced’ de novo ss.  2, 3: 63/71 and 14/22 match between bss and the 3’ or 5’ 
pss of pseudoexons type I (Fig 5.2A, B).  4: 71/77 bss that match the pseudo ss of type I pseudoexons 
are nearest to the causative de novo mutation.  5: 50/52 match of bss to the 3’ or 5’ ss of pseudoexons 
type II (Fig 5.2C). 6: 48/50 type II pss match intron bss with top 3 reads.  7: 20/20 match between bss 
and 3’ recursive splice sites identified in a genome screen.  8: 124/148 match between bss and 3’RS 
and 5’RS of DMD. 9: 72/72 match between bss and aberrant ss activated by mutations of the 
spliceosome.  

 

 

Pseudoexons that are created by mutations other than de novo splice sites (Figure 5.2C) showed the 

strongest match between their 3’ and 5’ splice sites with bss.  In these cases, the pseudosplice sites 

usually matched a 3’ and 5’ bss with a top three read compared to other bss within the same intron.   

Mutations that might impact splicing because they create or suppress splicing auxiliarly motifs are 
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among the most difficult to assess by in silico methods, largely because such motifs do not have 

strong consensus sequences.  The analysis by Alexieva et al (2022) provides the additional 

information that such mutations normally lie within or are close to pseudoexons that already have 

relatively high background activity. 

 

Large introns are removed in sections by a process called recursive splicing, which is a process that 

occurs in the nucleus in order to generate mature mRNA.  Figure 5.3 colums 7 and 8 show that 

recursive splice sites strongly match bss and furthermore match bss with relatively high reads 

compared to other bss.   The pss of type II pseudoexons (Figure 5.2C) also match bss with relatively 

high reads and Keegan et al have shown that such pseudoexons are likely to be generated from 

recursive splice sites.  Finally, Fig 5.3 column 9 shows that the vast majority of cryptic splice sites that 

are activated in cancer as a result of mutations of the splicing machinery match bss.    

 

Perhaps the most useful background splicing data for an experimentalist is the indication of multiple 

exon skipping (Table 5.7), which would be missed by the standard primers that are often used to look 

for single exon skiping or css activation.   In addition, background splicing information may also inform 

splicing therapy. Alexieva et al (2022) demonstrate how background splicing data can identify those 

rare cryptic splice sites that can be usefully targetted by antisense oligonucleotides (AOs).  The use 

of AOs to induce potentially beneficial exon skipping for the treatment of Duchene muscular 

dystrophy sometimes activates double exon skipping as an unwanted side effect (Aartsma-Rus et al., 

2005, Wilton et al., 2007). Table 5.7 shows that background splicing can predict mutiple exon skipping 

events caused by mutations and background splicing information may also predict multiple exon 

skipping by AOs (Alexieva et al., 2022).  
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Chapter 6-General Discussion 

It is now widely accepted that isomiRs are fully functional and that the small differences in sequence 

at the 5’ end of an isomiR can have a surprisingly large impact upon targeting, at least in vitro (Table 

1.2, Fig 1.7).  What is still unclear is whether or not the differences in targeting between a canonical 

and a derived 5’ isomiR are as important as the common targets (NeilsenGoodall and Bracken, 2012, 

Tomasello et al., 2021).  As discussed in Chapter 3 there are relatively few papers that have been able 

to establish a functional role for specific targeting by isomiRs.  Part of the reason for this concerns 

the availability of tools to modulate specific isomeric forms (NeilsenGoodall and Bracken, 2012), 

although the development of isomiR specific sponges should be helpful in that regard (Tan et al., 

2014).  

 

A remaining problem is one that is general to the miRNA field, namely the likely overlapping and 

redundant nature of miRNA genes.  Although miRNAs were discovered through clear-cut effects upon 

development in C.elegans (see Introduction), a systematic study of miRNA knock-outs in the same 

organism showed that the majority of 95 miRNA null mutants had no obvious phenotype (Miska et 

al., 2007).   The same paper also questioned the functional relevance of miRNA overexpression 

studies, where the implied involvement of an overexpressed miRNA in a physiological process was 

not supported by its subsequent knock-out.  Kilikevicius et al (2022) have stressed the importance of 

studying miRNAs that are expressed at levels that are likely to be of physiological relevance.  These 

are important reservations to bear in mind prior to investigating differences in function of a miRNA 

and a derived isomiR.  
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We found that the extreme differences in the ratio of canonical: isomiR levels for human miR-215-5p 

in liver and kidney compared to other tissues (Tan et al., 2014) (Introduction) was not evidently 

conserved in mice (Chapter 3) and although we identified human cell lines that showed reasonable 

differences in expression of some isomiRs  (Tables 3.1 to 3.3).  We decided to concentrate upon the 

miRNA cloning project.  This was largely because we found marked differences in the cloning 

efficiencies of different miRNAs by the standard Illumina method (Chapter 3), which clearly needed 

to be addressed.    

 

In agreement with Zhang et al (2013) we found that the poor cloning of miR-101-1-3p to the RA3 

adaptor (Fig 3.2) could be easily improved by adding two variable bases to the 5’ end of RA3 and by 

small changes to the ligation incubation (Fig 3.6).   We could not however improve the cloning of miR-

214 to the RA5 adapter by adding variable bases (Fig 3.2, 3.9, 3.10).  A solution to this problem was 

provided by Somagenics who kindly told us of their use of a combined RA3RA5 adaptor, which they 

said was much more efficient (Fig 4.1).  We quickly confirmed this to be the case by testing and 

showing efficient intramolecular ligation of oligonucleotides of the general sequence 214RA3RA5 by 

several single stranded RNA and DNA ligases (Figs 4.2, S1 to S10).  As discussed in Chapter 4 we then 

had to find a reversible block for the 3’ end of the combined adapter RA3RA5 and to overcome 

problems with the RT-PCR of circular molecules.  Because of these delays we were not able to perfect 

our miRNA cloning protocol nor test its efficiency of cloning or amount of bias. 

 

There is now a wide range of commercial kits available that use various ways of making miRNA 

libraries, all of which were developed to reduce cloning bias (BenesovaKubista and Valihrach, 2021).  

Strategies have also been devised for cloning those miRNAs that lack a 5’P or have a 2-O-Me group 

at the 3’ ribose (BenesovaKubista and Valihrach, 2021).  Bias in miRNA cloning protocols is assessed 

by cloning and then sequencing a miRNA reference library such as miRXplore (Fig 1.11, 4.14) and then 

comparing the sequencing results with the known amounts of miRNAs in the library.  The protocol 
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from Somagenics has shown the least bias in two comprehensive tests of miRNA cloning kits from a 

range of companies (Barberán-Soler et al., 2018, Herbert et al., 2020), although one of the two tests 

is a publication from Somagenics.   Another study did not notice any improvement with the 

Somagenics protocol although they had reservations about whether their test was fair 

(BenesovaKubista and Valihrach, 2021).  What is clear is that a considerable amount of biased cloning 

occurs for all of the various miRNA cloning methods including the Somagenics protocol 

(BenesovaKubista and Valihrach, 2021) and see section 1.10 and Chapter 4 Discussion.   

 

We note that the sequence of the combined RA3RA5 adapter published by Somagenics (Barberán-

Soler et al., 2018) does not have variable bases at either the 3’ end of RA5 nor the 5’ end of RA3.  We 

do not know if variable bases at the 3’ end of RA5 might improve matters but we would certainly 

expect an improvement in cloning efficiency of some miRNAs by having variable bases at the 5’ end 

of RA3, as shown by (Zhang et al., 2013) and confirmed by us in Chapter 3.   Fig 3.7 illustrates that 

having variable bases at the 5’ end of RA3 might be expected to hinder the ligation of the Illumina 

STP oligo, which is an important step that is used to block unused RA3 adapter from subsequently 

ligating to RA5 (Fig 3.2).  Somagenics use a related blocking method that also relies upon base pairing 

of a splint oligo to RA3 (Barberán-Soler et al., 2018).  In practice we found that variable bases at the 

5’ end of RA3 did not hinder the ligation of the Illumina STP oligo to NNRA3 (Fig 3.8) nor to the 

combined NNRA3RA5NN adapter that is used by Somagenics (Fig S15, Appendix 2).  Consequently, 

this is a potential improvement that could be easily introduced.   

 

The method we developed in Chapter 5 for analysing aberrant splicing events is quite distinctive to 

the in silico methods. We essentially use an empirical method that searches large spliced RNA 

database for background splice sites (bss) that normally are rarely used (Fig 5.1, Table 5.1).  However, 

as shown here and previously (Kapustin et al., 2011) these bss can become strong splice sites when 

a normal splice site is disrupted by mutation (Table 5.1).  We also show that bss are fundamental to 
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all known examples of aberrant splicing including cancer (Fig 5.3, Alexieva et al 2022).  Our method 

is particularly useful for predicting the effect of a splice site mutation with regards to cryptic splice 

site activation, exon skipping or even multiple exon skipping (see Chapter 5 Discussion). 

 

In silico methods seem better suited to predicting whether a variant of unknown significance (vus) is 

likely to disrupt splicing rather than predicting the exact effect of the mutation (JianBoerwinkle and 

Liu, 2014, Baralle and Buratti, 2017, Moles-Fernandez et al., 2018, DawesJoshi and Cooper, 2022).  

Our method can also contribute to assessing whether a vus might disrupt splicing.  We show that de 

novo splice sites and pseudoexons splice sites usually originate from bss (Fig 5.3), which would seem 

useful information to cross-reference.  The filtering system used by Snaptron (GT/GC and AG deletion 

end points) prevents us from analyzing all classes of de novo mutations, but the filtering system can 

in principle be changed.  We also found that the very large majority of pseudoexons of the type 

illustrated in Fig 5.2C are semi-dormant in that their splice sites are highly active bss prior to their 

further activation by mutations (D et al., 2022).  Consequently, any vus that lies within or close to 

such semi-dormant pseudoexons is more likely to be of significance.   

 

Dawes et al (2022) independently published the same approach to predicting 5’css (Fig 6.1), which 

we discuss below.   
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Figure 6.1 Illustration of BRCA1 cryptic splice site predictions by Splicevault-40k. 
https://kidsneuro.shinyapps.io/splicevault-40k 

 

 

The top half of Fig 6.1 illustrates one of the strong points of the paper (DawesJoshi and Cooper, 2022) 

in that it provides a web resource to look for the top four 5’css within 250 bases of any annotated 

5’ss on any gene. In Fig 6.1 we have chosen BRCA1 and the same donor site that we analyse in Table 

5.1A as a useful comparison.  It can be seen that there are 163 reads for annotated or normal splicing 

between the 5’ss 41222944 and the 3’ss 41219713 (Fig 6.1).  This is much lower than the read number 

shown in Table 5.1A (148299) possibly because Fig 6.1 shows reads per sample rather than total reads.  

Nevertheless Fig 6.1 detects the use of two background splice sites at positions +65 and +69 that are 

known to be activated by mutation of the 5’ss 41222944 (Table 5.1A), these are listed as +66 and +70 

in Fig 6.1.  The authors discuss that their method could be extended to 3’css and to exon skipping as 

we have shown (Alexieva et al., 2022).  In fact, the skipping information becomes available simply by 

not filtering it out (Table 5.1).  Another strong point of the paper is that the authors formally 

demonstrate that their method (and therefore ours) compares favourably to cryptic splice site 

https://kidsneuro.shinyapps.io/splicevault-40k
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predictions by a number of in silico methods including the deep learning tool SpliceAI (Jaganathan et 

al., 2019), which is considered to be the strongest of the in silico methods (DawesJoshi and Cooper, 

2022). 

 

We previously provided a web resource called cryptic splice finder (Kapustin et al., 2011), which was 

similar to Splice-Vault 40K but is no longer maintained.  Table 5.1 illustrates that the information 

provided by CSF or SpliceVault can also be obtained simply by downloading the splicing data for an 

individual gene into a spread sheet and then ordering the information as shown (Table 5.1) but it 

would of course be useful to obtain the exact same data more quickly through a web resource.  Other 

possible improvements to our method may result from the likely expansion of the GTEx RNA 

sequencing database, which we can also analyse (Alexieva et al., 2022).  This database catalogues the 

RNA splicing data for different tissue types, which will allow tissue of most relevance to the patient 

to be analysed.   

 

Future studies 

IsomiR analysis 

For future work we would use our same approach (Chapter 3) to analyse more recent miRNA 

databases as they are likely to be larger and of better quality.  The goal would be identified tenfold 

or more changes in expression of an isomiR between human cell lines, which ideally would also be 

replicated in mice.  This would be a good starting point for subsequent experimental projects that 

aim to test if the observed differences in expression of isomiRs between different cell types are of 

functional relevance.  Any experimental analysis should be conducted to the high standards 

described by (Chu et al., 2020, KilikeviciusMeister and Corey, 2022). 
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miRNA cloning  

We would want to optimise and then test our cloning protocol.  Our protocol is similar to the one 

used by Somagenics, which is so far the most successful of the various methods that are available 

(Chapter 6, Discussion).  Unlike Somagenics, we incorporated variable bases at the 5’end of the RA5 

adapter, which is a likely advantage that we would like to test.  The optimisations we require are 

discussed in Chapter 4 and concern the more efficient removal of the 3’P reversible blocker at the 

3’end of the RA3 part of our cloning vector and establishing a less complicated way of amplifying 

circular constructs by PCR. Once we have optimized our protocol we would test it by cloning and 

sequencing the miRXplore miRNA library, which is a commonly used method used to test cloning bias 

(BenesovaKubista and Valihrach, 2021).  We would also test if our method improved upon the 

Somagenics protocol.  

 

Another advantage of having our own protocol, rather than a kit, is the ability to modify it in order 

for example to further develop the pulldown technique described in Figs 4.16 and 4.17.  In principle 

this would allow single miRNAs to be analysed by cloning and sequencing, which should be cheaper 

and less time consuming than having to clone and sequence entire miRNA libraries. In addition, 

because we tested and developed each step of the cloning protocol for preparing miRNAs for 

sequencing, we can easily introduce and test further improvements.  

 

Splicing and genetic disease 

The main advance here would be to either establish our own database or to identify RNA sequencing 

data that is not pre-filtered as is the case for snaptron (Wilks et al., 2018).  Filtering is used to remove 

RNA transcripts that have deletions that are not caused by splicing.  However, the filter used by 

Snaptron also removes genuine RNA splicing that uses non-canonical splice sites.  We would prefer 

to use a different filter that we described in Kapustin et al (2011) where the only restriction is that 
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one end of the mRNA deletion should match an established splice site.  There is no restriction on the 

other end of the splice site, which means that this filtering method is well suited to detected aberrant 

splicing caused by splice site mutations (Fig 5.1). This method would, for example, allow us to test 

whether de novo splice site mutations that we describe as ‘created’ were already active prior to the 

mutation. 
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Appendix 1  

 

Appendix 1  

Enzymes for circularisation 

           Table 4.1 (Copied below) summarises the data that is presented in Fig 4.2 (Chapter 4)  

           and Figs S1 to S8 (see below) 
 

Copy of Table 4.1  

 
 

 
 Copy of Table 4.1 



 

 
 
 
 
 
 

203 

Fig S1 shows that RNA ligase 2 requires ATP in order to work (compare lanes 7 and 8) and also 

confirms that the expected inhibitory effect of readily available 3’ blockers 2’-O-Methyl Ribose 

C (2’OMe-rC) and 3’ Amino Modifier C3 (AmC3) upon circularisation (compare lanes 1 and 2 

with control lane 3).  Lane 6 shows that pre-adenylation can also cause circularisation.  

 

 

 

 
 

 

 

 

Figure S1 ATP-dependent RNA ligase 2 used to test with different substrate block end. Lane 

1, 100 ng of the NNRA3RA5-AmC3 treated with 10 U/µl of RNA ligase 2 at 37°C for 1 hour. Lane 

2, 100 ng of the NNRA3RA5-Ome-rC treated with 10 U/µl of RNA ligase 2 at 37°C for 1 hour. 

Lane 3, 100 ng of NNRA3RA5 (not blocked) treated with 10 U/µl of RNA ligase 2 at 37°C for 1 

hour. Lanes 4 to 6 are a repeat of lanes 1 to 3 but without RNA ligase 2 treatment.   Lane 7, 100 
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ng of 214RA3RA5 treated with 10 U/µl RNA ligase 2 at 37°C for 1 hour.  Lane 8, 100 ng of 

214RA3RA5 treated with 10 U/µl of RNA ligase 2 but without ATP.  Lane 9, 100 ng of 214RA3RA5 

untreated. All reactions except lane 8 contained 400 µM ATP. Red font indicates that the oligo 

is made of RNA.  

 

Main findings of Figs S2 to S7.   

 

Circligase II enzyme circularised the DNA molecule 214RA3RA5 irrespective of ATP, as expected 

(Fig S3 lane 2, Fig S5 lane 7, Chapter 4 Discussion).   Also as expected the DNA oligo 214RA3RA5 

was not circularised by RNA ligase 2 (Fig S2 lane 12, Fig S3 lane 3, Fig S4 lane 4).  The oligo RNA: 

DNA: RNA molecule 214RA3RA5 was circularised by RNA ligase 2 but only in the presence of 

ATP (Fig S1 lanes 7,8).  The ratio of linear to circular products in lanes 6 to 8 of Fig S2 shows 

that RNA ligases 1 and 2 could circularize 214RA3RA5 more efficiently than Circligase I.  

Circligase II could also weakly circularize 214RA3RA5 (Fig S3 lane 5, Fig S4 lane 8).  The cloning 

vector oligo NNRA3RA5 was circularised by all three enzymes (Fig S1 lane 3 and Fig S5, lanes 1-

4) and as expected circularization by RNA ligase 2 required ATP (Fig S5 lane 9, Fig S1 lane 3).  

Oligo 214RA5NN could only be circularised by the circligases (Fig S3 lanes 7,8) but not RNA 

ligase 2 (Fig S3 lanes 9).  Unexpectedly, Circligase I could circularise the DNA oligo214RA3RA5 

without ATP and also unexpectedly this circularization was on occasion inhibited by ATP (Figure 

S4, compare lanes 1 and 2).  Similar results are seen for the circularization of the DNA oligo 

NNRA3RA5 (Fig S6).  There was also evidence of oligo degradation by Circligase I on occasion 

(Fig S7, Fig S3 lane 4, Fig S4 lanes 6,7).    
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Lane 2 of Fig S2 shows that circularization of NNRA3RA5-2OMe by circligase I was not blocked 

by a 2OMe group compared to RNA ligases 1 and 2 (lanes 3 and 4).  

 

 

 

 

 

 

Figure S2 Circularization of NNRA3RA5-2OMe, 214RA3RA5 and 214RA3RA5. All lanes included 

ATP. Lanes 1 to 4, 100 ng of NNRA3RA5-2OMe: untreated (lane 1), treated with 100 U/µl 

Circligase I at 60°C for 1 hour (lane 2), treated with 10 U/µl RNA liagse 1 at 25°C for 2 hours 

(lane 3) and treated with 10 U/µl RNA ligase 2 at 37°C for 1 hour (lane 4).  Lanes 5 to 8 are the 

same as lanes 1 to 4 except that used 100 ng of 214RA3RA5 instead of NNRA3RA5-2OMe.  

Similarly, lanes 9 to 12 are a repeat of lanes 1 to 4 except that 100 ng of 214RA3RA5 was used.   
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Figure S3 Three different ligase enzymes used to test 214RA3RA5, 214RA3RA5 and 214-

RA5NN circular ligase.  Lanes 1 to 3, 100 ng of 214RA3RA5 treated with 100 U/µl circligase I 

plus 1 mM ATP at 60°C for 1 hour (lane 1), 100 U/µl circligase II at 60°C for 1 hour (lane 2), 10 

U/µl RNA ligase 2 at 37°C for 1 hour.  Lanes 4 to 5, 100 ng of 214RA3RA5 treated with 100 U/µl 

Circligase I with 1 mM ATP at 60°C for 1 hour (lane 4), 100 U/µl Circligase II at 60°C for 1 hour 

(lane 5), 10 U/µl RNA ligase 2 at 37°C for 1 hour (lane 6).  Lanes 7 to 9, 100 ng of 214-RA5NN 

treated with 100 U/µl circligase I with 1 mM ATP at 60°C for 1 hour (lane 7), 100 U/µl circligase 

II without 1 mM ATP at 60°C for 1 hour (lane 8), 10 U/µl RNA ligase 2 at 37°C for 1 hour (lane 9). 

Lanes 10 to 12, 100 ng of 214RA3RA5, 214RA3RA5 and 214-RA5NN only.  
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Figure S4 The 214RA3RA5 and 214RA3RA5 were used to test the circligase I, circligase II and 

RNA ligase 2 circular ligation efficiency.  Lanes 1 to 5, 100 ng of 214RA3RA5 treated with 100 

U/µl circligase I with or without 1 mM ATP at 60°C for 1 hour (lanes 1, 2), treated 100 U/µl 

circligase II at 60°C for 1 hour (lane 3), treated with 10 U/µl RNA ligase 2 at 37°C for 1 hour (lane 

4), untreated control (lane 5).  Lanes 6 to 10, 100 ng of 214RA3RA5 treated with 100 U/µl 

circligase I with and without 1 mM ATP at 60°C for 1 hour (lanes 6,7), treated with 100 U/µl 

circligase II at 60°C for 1 hour (lane 8), treated with 10 U/µl RNA ligase 2 at 37°C for 1 hour (lane 

9), untreated (lane 10).  Lane 11, ss DNA control treated with 100 U/µl circligase I and 1 mM 

ATP.   
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Figure S5 NNRA3RA5, 214RA5NN, 214RA3RA5 and 214RA3RA5 with three different ligase 

enzyme efficiency tests with or without ATP.  Lanes 1 to 4, 100 ng of NNRA3RA5 was treated 

with 100 U/µl circligase I (lanes 1, 2) or 100 U/µl circligase II (lanes 3, 4) with or without 1 mM 

ATP at 60  ̊C for 1 hour.  Lanes 5,6 100 ng of 214RA5NN was treated with 100 U/µl circligase I 

without 1 mM ATP buffer (lane 5) and circligase II with 1 mM ATP buffer (lane 6) at 60°C for 1 

hour. 100 ng of 214RA3RA5 and 214RA3RA5 (lanes 7,8) were treated with 100 U/µl circligase II 

with 1 mM ATP buffer at 60°C for 1 hour. Lane 9, 100 ng of NNRA3RA5 treated with 10 U/µl RNA 

ligase 2 without 400 µM ATP in the buffer at 37°C for 1 hour. 
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Fig S6 shows that the smaller DNA oligo NNRA3RA5 could be circularized by Circligase I in the 

presence or absence of ATP.   

 

 

 
 

 

 

Figure S6 NNRA3RA5 circular ligation by circligase I with or without ATP. 100 ng of NNRA3RA5 

treated with 100 U/µl circligase I with 1 mM ATP (lane 1), treated with 100 U/µl circligase I 

without ATP (lane 2). 100 ng of pre-adenylated NNRA3RA5 treated with 100 U/µl circligase I 

with 1 mM ATP (lane 3), 100 ng of pre-adenylated NNRA3RA5 treated with 100 U/µl circligase 

I without ATP (lane 4).  All reactions were at 60°C for 1 hour.  
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Fig S7 lanes 6 to 10 show that circligase II efficiency was not greatly affected by different bases 

at the 3’ end of RA5.  A comparison of lanes 1 to 5 with 6 to 10 indicates that circligase I might 

degrade oligos in the absence of ATP.  

 

 

 

 
 
 

 
 

 

 

Figure S7 214-RA5 used to test the ligation efficiency by using circligase I and II without ATP.  

Lanes 1-5, 100 ng of 214-RA5 with the indicated different bases at the 3’ end were treated with 

100 U/µl circligase I without 1 mM ATP at 60°C for 1 hour.   Lanes 6-10 are a repeat but with 

100 U/µl circligase II without 1 mM ATP at 60°C for 1 hour.  Lane 11 is a control without enzyme 

treatment.   
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Fig S8 shows that circularization of the cloning vector 214RA5NN by either circligase I or 

circligase II was largely complete within 5 minutes of treatment.  In this experiment there was 

no evident loss of oligo in the lanes treated with circligase I.   Circligase I is normally supplied 

with ATP (see Discussion).  Consequently, the buffer without ATP was made by us.  Further 

experiments would be required to clarify this.   

 

 

 

 
 

 

 

Figure S8 The time course for 214RA5NN with ATP by using circligase I and II.  Lanes 1, 2 and 

3, 100 ng of 214RA5NN was treated with 100 U/µl circligase I and 1 mM ATP buffer for 5, 15 or 

60 minutes. Lanes 4, 5, 6 and 7, 100 ng of 214RA5NN was treated with 100 U/µl circligase II 

with 1 mM ATP buffer for 5, 15, 60 and 120 minutes. 
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          2OMe block 

 

Figure S9 shows that a 2OMe group on the 3’ base of RA3RA5 blocks RNA ligase 2 but not 

circligase II.  This together with the results of Fig S2 (lanes 1 to 4) raises the possibility of using 

NNRA3RA5-2OMe or NNRA3RA5-2OMe as a miRNA cloning vector where the microRNA ligation 

is catalysed by RNA ligase 2 delta and circularisation is by a circligase.  This would require further 

experimental confirmation.  

 
 

 
 

 

Figure S9 The circligase II and RNA ligase 2 used to test circle ligase efficiency substrate with 

-2OMe block end.  Lane 1,2 100 ng of NNRA3RA5-2OMe and 100 ng of NNRA3RA5-2OMe were 

treated with 1 µl of 10 U/µl RNA ligase 2 with 10% (w/v) PEG 8000 at 37°C for 1 hour. Lanes 3,4 

100 ng of NNRA3RA5-2OMe and 100 ng of NNRA3RA5-2OMe were treated with 1 µl of 10 U/µl 

RNA ligase 2 without 10% (w/v) PEG 8000 at 37°C for 1 hour. Lanes 5 and 6, 100 ng of pre-

adenylated NNRA3RA5-2OMe was treated with 1 µl of 10 U/µl RNA ligase 2 with (lane 5) or 
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without (lane 6) 10% (w/v) PEG 8000 at 37°C for 1 hour. Lane 7, 100 ng of NNRA3RA5-2OMe 

was treated with 1 µl of 10 U/µl RNA ligase 2 at 37°C for 1 hour.  Lane 8, 100 ng of NNRA3RA5-

2OMe was treated with 1 µl of 100 U/µl Circligase II at 60°C for 1 hour. 

 

 

MicroRNA cloning  

 

Figures S10 to S12 are similar experiments to Fig 4.5 (Chapter 4).  Fig S10 (lanes 3 to 6) show 

that the RNA oligo mir-214 can be cloned into Ad-NNRA3RA5NN-3’P (using the protocol 

outlined in Fig 4.12).  Similarly, mir-214 can be weakly cloned into the DNA oligo Ad-

NNRA3RA5NN-3’P by circligase II (Fig S10 lane 8) but not RNA ligase 1 (Fig S10 lane 7).  

 

 

Fig S11 lanes 3 and 4 repeat the observation (Fig 4.5 lanes 5 to 7) that linear Ad-NNRA3RA5NN-

3’P can be ligated with miR-101-1-3p or mir-214 to form likely circular products, as indicated.  A 

comparison of lanes 3 and 5 show that the likely circular forms of NNRA3RA5NN-3’P and of mir-

214 + Ad-NNRA3RA5NN-3’P are more resistant to T7 exonuclease treatment, as would be 

expected for circular products.   

  

 

Fig S12 lanes 1 to 3 repeat the observation that mir-214 cloned into Ad-NNRA3RA5NN-3’P by 

RNA ligase 2 delta is more efficiently circularised with RNA ligase 2 rather than circligase II. 
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Lanes 5 to 8 repeat the circligase is best used for circularising mir-214 cloned into the DNA 

molecule Ad-NNRA3RA5NN.    

 

 

 

 

Figure S10 Circligase II, ligases 1 and 2 were used to test mir-214 ligated with Ad-

NNRA3RA5NN-3’P for circularised efficiency.  Lane 1, 60 ng of mir-214 linear without adding 

enzyme; lane 2, 60 ng of Ad-NNRA3RA5NN-3’P linear without adding enzyme. Lane 3, 600 ng 

of pre-adenylated NNRA3RA5NN-3’P was circularised with 600 ng of mir-214 by adding 200 ng 

of 5*STP with 200 U/µl RNA ligase 2 ∆ + 10 U/µl PNK and then 10 U/µl RNA ligase 2 enzyme; 

Lane 4, 600 ng of pre-adenylated NNRA3RA5NN-3’P was circularised with 600 ng of mir-214 by 

adding 200 ng of 5*STP with 200 U/µl RNA ligase 2 ∆ + 10 U/µl PNK and then 10 U/µl RNA ligase 
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1. Lane 5, 60 ng of 214RA3RA5 linear without adding enzyme; lane 6, 100 ng of 214RA3RA5 was 

circularised by using 10 U/µl RNA ligase 2. Lane 7, 600 ng of pre-adenylated NNRA3RA5NN-3’P 

was ligated with 600 ng of mir-214 by adding 200 ng of 5*STP with 200 U/µl RNA ligase 2 ∆ + 

10 U/µl PNK and then 10 U/µl RNA ligase 1 enzyme, Lane 8, 600 ng of pre-adenylated 

NNRA3RA5NN-3’P was ligated with 600 ng of mir-214 by adding 200 ng of 5*STP with 200 U/µl 

RNA ligase 2 ∆ + 10 U/µl PNK and then using 100 U/µl circligase II. Lane 9, 100 ng of Ad-

NNRA3RA5NN-3’P linear without adding enzyme. 5*STP is the same as the STP oligo used in 

Chapter 3 except that it has a 5’blocking group. 
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Figure S11 Mir-214/101 was circularized Ad-NNRA3RA5NN-3’P and used T7 exonuclease to 

clean the background.  Lane 1, 100 ng of mir-214 no treatment; lane 2, 100 ng of miR-101-1-

3p and 100 ng of NNRA3RA5NN-3’P no treatment.  Lane 3, 100 ng of pre-adenylated 

NNRA3RA5NN-3’P was circularised with 100 ng of mir-214 by using 200 U of 1 µl RNA ligase 2 
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∆ at 25°C for 1 hour + 20 units of PNK at 37°C for 30 minutes and then 1 µl of 10 U/µl RNA ligase 

2 enzyme at 37°C for 30 minutes; Lane 4, 100 ng of pre-adenylated NNRA3RA5NN-3’P was 

circularised with 100 ng of miR-101-1-3p by using 200 U/µl RNA ligase 2 ∆ at 25°C for 1 hour + 

20 units of PNK at 37°C for 30 minutes and then 10 U/µl RNA ligase 2 enzyme at 37°C for 30 

minutes as upper arrow indicates; lane 5, 100 ng of pre-adenylated NNRA3RA5NN-3’P was 

circularised with 100 ng of mir-214 by using 200 U/µl RNA ligase 2 ∆ at 25°C for 1 hour + 20 

units of PNK at 37°C for 30 minutes and then 10 U/µl RNA ligase 2 enzyme at 37°C for 30 

minutes, which was then treated with 10 U/µl T7 exonuclease was incubated at 25°C for 30 

minutes, finally made the clean faint NNA3RA5NN-3’P circle and mir-214 circle as arrows 

indicate. 
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Figure S12 Mir-214 was circularised with Ad-NNRA3RA5NN-3’P or Ad-NNRA3RA5NN-3’P by 

RNA ligase 2 or circligase II.  Lane 1, 600 ng of pre-adenylated NNRA3RA5NN-3’P was 

circularised with 600 ng of mir-214 by adding 200 ng of 5*STP with 200 U/µl RNA ligase 2 ∆ + 

10 U/µl PNK and then 10 U/µl RNA ligase 2 enzymes, Lane 2, 600 ng of pre-adenylated 

NNRA3RA5NN-3’P was circularised with 600 ng of mir-214 by adding 200 ng of 5*STP with 200 

U/µl RNA ligase 2 ∆ + 10 U/µl PNK and then using 100 U/µl circligase II. Lane 1, enzyme was 

inactivated only after adding 5*STP but lane 2 the enzyme was inactivated after each step. Lane 

3, 400 ng of pre-adenylated NNRA3RA5NN-3’P was circularised with 400 ng of mir-214 by 

adding 200 ng of 5*STP with 200 U/µl RNA ligase 2 ∆ + 10 U/µl PNK and then 10 U/µl RNA ligase 

2 enzymes, and lane 3 the experiment was inactivated after each step. Lane 4, 400 ng of pre-

adenylated NNRA3RA5NN-3’P was used by adding 10 U/µl PNK and then 10 U/µl RNA ligase 2 

enzymes, but the Ad-NNRA3RA5NN-3’P was not made a circle. Lane 5, 400 ng of Ad-

NNRA3RA5NN was ligated with 400 ng of mir-214 by using 200 U/µl RNA ligase 2 ∆. Lane 6, 400 

ng of Ad-NNRA3RA5NN was ligated with 400 ng of mir-214 by adding 200 ng of 5*STP with 200 

U/µl RNA ligase 2 ∆. Lane 7, 400 ng of Ad-NNRA3RA5NN was ligated with 400 ng of mir-214 by 

adding 200 ng of 5*STP with 200 U/µl RNA ligase 2 ∆ and then 10 U/µl RNA ligase 2 enzymes. 

Lane 8, 400 ng of Ad-NNRA3RA5NN was circularised with 400 ng of mir-214 by adding 200 ng 

of 5*STP with 200 U/µl RNA ligase 2 ∆ and then 100 U/µl circligase II as the upper band indicates. 

Lane 5,6,7, experiments did not make any circle except Ad-NNRA3RA5NN self-circles, and lane 

7 was inactivated after adding 5*STP, but lane 8 the experiment was inactivated after each step. 

Lane 7, mir-214 ligated Ad-NNRA3RA5NN did not convert into circle with ligase enzyme. Lane 9, 

100 ng of 214RA3RA5 linear without adding enzyme. Lane 10, 100 ng of 214RA3RA5 was 

circularised by using 10 U/µl RNA ligase 2 as the upper band indicates. Lane 11, 100 ng of mir-

214 linear without adding enzyme. 
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Exonuclease resistance of circular DNA.   

 

A comparison of lanes 3 and 5 of Fig S11 indicates that circular products are more resistant to 

exonuclease treatment, as expected.  A comparison of lanes 3 and 4 of Fig S13 shows that 

exonuclease I degrades linear NNRA3RA5NN-3’P, whereas a comparison of lanes 5 to 7 indicates 

that the circular form of NNRA3RA5NN-3’P is resistant to exonuclease I and to exonuclease T 

(T7 Exonuclease).  Fig S14 is a preliminary experiment which shows that the 5’ to 3’ exonuclease 

T cannot degrade the STP oligo (because it lacks a 5’P) nor 5*STP (this is the same as STP except 

that it has a 5’ block), whereas the 3’ to 5’ exonuclease I can degrade both STP and 5*STP as 

expected.    
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Figure S13 NNRA3RA5NN-3’P was used to test the exonuclease I and T7 Exonuclease clean 

the background efficiency.  Lane 1, 100 ng of NNRA3RA5NN-3’P was a linear without adding 

any enzymes; lane 2, 100 ng of NNRA3RA5NN-3’P was a linear without adding any enzymes. 

Lane 3, 100 ng of NNRA3RA5NN-3’P was treated with 10 U/µl PNK and 10 U/µl RNA Ligase 2 

enzyme, and the lane 4, 100 ng of NNRA3RA5NN-3’P was added one more step than lane 3 

treated with 20 U of exonuclease I incubated at 37°C for 45 minutes to make a clean 

background. The lane 5, 100 ng of NNRA3RA5NN-3’P was treated with 10 U/µl PNK and then 

10 U/µl RNA ligase 2 enzyme, which made it circle; the lane 6 and lane 7, 100 ng of 

NNRA3RA5NN-3’P was added one more step than lane 5, in lane 6 NNRA3RA5NN-3’P was 

treated with 20 U of exonuclease I incubated at 37°C for 45 minutes, and in lane 7 
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NNRA3RA5NN-3’P was treated with 10 U/µl T7 Exonuclease at 25°C for 30 minutes, finally made 

clean faint NNRA3RA5NN-3’P circle products. 

 

 

Mir-214 and Ad-NNRA3RA5NN/Ad-NNRA3RA5NN-3’P made circle products with circligase II or 

RNA ligase 2 enzyme and also used 214RA3RA5 as a control (Figure S12). We want to know 

which exonuclease I or T 7 exonuclease will degrade the STP or 5*STP oligos, and then I set up 

the experiment (Figure below). 

 

 

 

 

 
 

 

Figure S14 The Exonuclease I and T7 exonuclease were used to test clean up the STP and 

5*STP.  Lane 1,2, 100 ng of STP and 100 ng of 5*STP were degraded by adding 20 U Exonuclease 

I which make a clean background, but lane 3,4, 10 U/µl T7 exonuclease Incubate at 25°C for 30 

minutes did not degradate 100 ng of STP or 100 ng of 5*STP which is the same as no enzymes. 

Lane 5,6, 100 ng of STP and 100 ng of 5*STP linear were without any degradation enzymes. 
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5*STP oligo 

 

Fig S15 is related to Fig3.8 of chapter 3 and confirms that STP and a close derivative 5*STP are 

ligated equally well to Ad-NNRA3RA5NN-3’P. This is a prerequisite for step 3 of our miRNA 

cloning protocol illustrated in Fig 4.12 of Chapter 4. We do not know the nature of the extra 

bands in lanes 7 to 9, this was not pursued.   

 

 

 

Figure S15 The time course used to test 5*STP or STP ligated with Ad-NNRA3RA5NN-3’P 

efficiency.  Lane 1, 100 ng of 5*STP linear without adding enzyme; lane 2, 100 ng of STP linear 

without adding enzyme. Lane 3, 100 ng of Ad-NNRA3RA5NN-3’P linear without adding enzyme. 

Lane 4,5,6, 100 ng of 5*STP was ligated with 100 ng of Ad-NNRA3RA5NN-3’P by using 200 U/µl 
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RNA ligase 2 ∆ for time course experiment at 15 minutes, 30 minutes, 60 minutes. Lane 7,8,9, 

100 ng of STP was ligated with 100 ng of Ad-NNRA3RA5NN-3’P by using 200 U/µl RNA ligase 2 

∆ for time course experiment at 15 minutes, 30 minutes, 60 minutes. 5*STP is the same as STP 

(5’GAAUUCCACCACGUUCCCGUGG) except that it has a 5’block (5’ Inverted Dideoxy-T /5InvddT/ 

STP). 
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Appendix 2 

 

Table S1 A discussion of the shaded examples from Table 5.2 and a list of references for column 2 

of Table 5.2. 

 

Table 5.2 Row 5 

 

Chen et al 2006 PMID: 16619214; Thomassen et al., (2012) PMID: 21769658 and Colombo et al., 

(2013) PMID: 23451180 report that a mutation of the 5’ss 41256138 causes the activation of a 5’css 

41256200(hg19) at -62, this deletes 62 bases from the end of exon 7.   

 

 

 

 

 

The above information was used to make row 5 of Table 5.2 and shows all splicing events involving 

the partner 3’ss 41251898 of the mutated normal 5’ss 41256138.   This 5’ss also splices to an 

alternative 3’ss at 41251895, similar results to above (data now shown).  There are no background 

reads for the css at -62 in Snaptron SRAv1 although there is a single read for this event in the larger 

SRAv2 databse. 
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The main contradiction between experiment and background splicing in both SRAv1 and SRAv2 is 

that there are more background reads for single (3 reads) and double exon skips (2 reads) than for 

the experimentally identified css at -62.  The RT-PCR primers listed in Table S2 of Thomassen et al 

(2012) anneal to exon 5 and 11 so they would have seen the single and double skips of exon 7 and of 

exons 6 & 7 predicted by Snaptron if they had occurred.  Similarly Colombo et al 2013 used primers 

located in exons 5 and 8.  There is a report of both exon 7 skipping and activation of css-62 by this 

5’ss mutation (Steffensen et al., 2014), using minigene analysis.  Overall, the background splicing data 

underestimates the use of css -62 following mutation of the nearby 5’ss.  

 

Table 5.2 Row 9, bss (41242251) with 115 reads not detected by experiment.  

 

 

 

Thomassen et al., (2012) detected a skip as a result of a mutation of the 5’ss 41242960 and would 

likely have detected the css at 41242251 if it had been used at a reasonable frequency.   

 

Consequently, the background ss at +709 is probably a false positive, with regards to css potential.  

The intron is quite large (8368 bases) and so is likely to contain recursive splice sites (see text).   
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Table 5.2 Row 15 

 

 

 

PMID: 23239986 Wappenschmidt et al (2012) report skipping (41219624 to 41215391) following 

mutation of the 5’ss 41215890+1G to C.  Baert et al., 2018 PMID: 29280214 also report similar results.  

No groups have reported the activation of a css at -16 (179 reads), indicating that it is a false positive.   

 

Table 5.2 Row 16, bss (41215906) and double exon skip not detected by expt.   
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Wappenschmidt et al (2012) report that ivs19+2T>G causes exon skipping (Snaptron has 1 read for 

this, see above) but did not detect bss 41215906, which has 23 reads.  Use of this predicted css would 

also cause exon skipping plus the additional deletion of the last 16 bases of the upstream exon.  The 

primer used to detect the skip would also have detected the predicted css 41215906, if it had been 

used, so a possible false positive.  Also, Snaptron has 56 reads for the double exon skip between 

41219624 and 41209153.  The oligo listed as being used for the RT-PCR would not have detected this 

event (if it occurred).   

 

Table 5.2 Row 20  

 

 

 

Four groups report that mutations affecting the 5’ss 41199659 caused exon skipping but only Yang 

et al 2003 detected activation of a css at +5, although they had a stronger RT-PCR band for the exon 

skip.  The snaptron reads of 247 for the +5 css and 300 for the exon skip predicts similar activation of 

both splicing events.   Whiley et al 2011 studied a +5G>C mutation that would have destroyed the +5 

css.  Ladopolou et al 2002 studied the same G>A mutation subsequently analysed by Yang et al 2003 

and Rouleau et al 2010 studied a mutation 14 bases upstream from the end of exon 23.  Yang et al 

2003 analysed a homozygous mutation and showed that the G>A mutation did not entirely prevent 

normal intron removal. They were not able to resolve normal splicing from use of the +5css by RT-

PCR but did so by sequencing of isolated clones made from the RT-PCR band.  Both Ladopolou et al 

2002 and Rouleau et al 2010 had the added complication of studying a heterozygous mutation from 

patient material, which would have added to the difficulties (see above) of detecting activation of 

the +5 css.  
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Table 5.2 Row 21.  Single exon skip not detected despite having far more reads (2622) than the 

detected css (5 reads).  

 

 

 

Wappenschmidt et al (2012).  Mutation is -1G to C, which changes the 3’ css to GCTACTCTGGAG/TT.   

Perhaps in addition to inactivating the 3’ss this mutation also increases the strength of the css, which 

might be why it was detected over the intron skip?    

 

 

Table 5.2 Row 24.  Css -10 not predicted, plus a ss at -177 with 81 reads not seen. 
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Gutiérrez-Enríquez et al., (2017) and Chen et al 2006 report the activation of a 3’css ten bases 

downstream of 41256279 following its mutation (ivs6 -1G>T and ivs6-2delA).  Primers used were also 

capable of detecting a possible skip between 41256884 and 41251898. 

 

 

Css they see is quite close to the mutation, which may account for its strong showing?  Additional 

note:  this css matches a bss in the larger SRAv2 database with 3 reads (see below).  The bss at -177 

with 81 reads is a likely false positive.  

 

 

 

 

 

Table 5.2 Row 25. Single exon skip not detected despite having far more reads (83) than the 

reported css (4).   
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PMID: 10323242 A ten base deletion (41251922 to 41251912) activates the 3’css 41251967.  The 

primers that were used for RT-PCR would not have detected a possible exon skip between 41256138 

and 41249307.  

 

 

Table 5.2 Row 31, possible false positive bss with 3 reads at 41209360 not detected. 

Wappenschmidt et al (2012) PMID: 23239986 report strong exon skipping (41215349 to 4120315) 

and weaker activation of the 3’css 41209140 due to a mutation of the 3’ss 41209153-1 G to T.   

 

 

 

 

 

The strongest effect was exon skipping which agrees with the Snaptron reads.  Bss 41209360 has 

more reads than bss 4129140 (which was activated as a weak css) but is further away from the 

mutated intron ss.  Possible that the mutation may also have strengthened bss 4129140.  Note: bss 

41209150 is on the + transcript and therefore not relevant. 
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Table 5.2 Row 35, possible false positive bss with 26 reads not detected.  Baert et al., 2018 PMID: 

29280214 report the activation of 3’css 41197809 following mutation of 3’ss 41197820 (-1G>A).  The 

bss that matches the 3’css has 5 reads whereas another bss at -474 with 26 reads was not reported.   
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