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Abstract 

Large Language Models (LLMs) have the potential to revolutionize a key aspect of the scientific 

process—hypothesis generation. Banker et al. (2023) investigate how GPT-3 and GPT-4 can be used to 

generate novel hypotheses useful for social psychologists. Although timely, we argue that their approach 

overlooks the limitations of both humans and LLMs and does not incorporate crucial information on the 

inquiring researcher’s inner world (e.g., values, goals) and outer world (e.g., existing literature) into the 

hypothesis generation process. Instead, we propose a human-centered workflow (Hope et al., 2023) that 

recognizes the limitations and capabilities of both the researchers and LLMs. Our workflow features a 

process of iterative engagement between researchers and GPT-4 that augments—rather than displaces—

each researcher’s unique role in the hypothesis generation process.  

Keywords: Large Language Models, GPT, artificial intelligence, hypothesis generation, human-

computer interaction  
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AI has the potential to revolutionize all aspects of scientific work (Hope et al., 2023), including 

hypothesis generation. To generate hypotheses, researchers rely on analogic reasoning – the 

recombination of existing information in novel ways, a capacity that some assert is exhibited by large 

language models (LLMs) like GPT (Webb et al., 2023). The debate surrounding the exact capabilities of 

these models is ongoing, and the importance of scrutinizing LLMs’ utility in social scientific research 

generally and psychological hypothesis generation specifically has never been clearer or more timely. To 

this end, Banker et al. (2023) use GPT-3 and GPT-4 to illustrate how LLMs “can be used as an aid to 

generate research hypotheses for social psychology” (p. 1). In support of their claim, the authors report 

that social psychologists rated GPT-generated hypotheses as equal or superior to human-generated 

hypotheses on dimensions of clarity, originality, impact, plausibility, and relevance.  However, in this 

comment we recognize the challenges inherent to responsibly and practically incorporating LLMs into the 

hypothesis generation process. We therefore propose a human-centered workflow that will help 

researchers leverage the capabilities of LLMs while mitigating the risks that they present (Hope et al., 

2023).   

Banker et al.’s (2023) approach raises two potential challenges to incorporating LLMs into the 

hypothesis generation process. First, both LLMs and humans have important limitations which can 

negatively impact the machine-assisted hypothesis generation process. For example, GPT models tend to 

present inaccurate or fully made-up information in convincing ways (i.e., to “hallucinate”; Ji et al., 2023). 

Humans, on the other hand, are prone to confirmation bias (Nuzzo et al., 2015) and tend to cognitively 

disengage when interacting with more sophisticated AI systems (i.e., “falling asleep at the wheel”; 

Dell’Acqua et al., 2021). As a result, using GPT models for hypothesis generation without appropriate 

guardrails could lead naïve researchers to waste time and resources pursuing irrelevant research avenues. 

Second, machine-assisted hypothesis generation that is not informed by researchers’ inner worlds (e.g., 

values, goals) and outer worlds (e.g., discipline-specific controversies) may produce suboptimal 

hypotheses. For example, Banker et al. (2023)’s approach in Study 2 implies that social psychological 

scientists have a unanimous desire for “counterintuitive, yet plausible” hypotheses (p. 15). However, some 
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have argued that the pursuit of counterintuitive findings has contributed to low rates of replicability in 

psychology generally (Hoogeveen et al., 2020) and social psychology specifically (Wilson & Wixted, 

2018). It is thus unlikely that all social psychological scientists will find value in such hypotheses. 

Although Banker et al. (2023) briefly acknowledge that LLMs cannot replace the researcher (p. 2), their 

demonstration presents LLM-assisted hypothesis generation as a process largely dissociated from the 

inquiring researcher's goals, values, and context. 

We believe that LLMs like GPT-4 can aid in the hypothesis generation process, but only if 

researchers are aware of and take steps to address the above-mentioned issues using best practices for 

interacting with LLMs (Shieh, 2023; Si et al., 2022). Here, we provide a practical workflow (see Figure 1) 

for researchers interested in adopting a more human-centered approach to machine-assisted hypothesis 

generation (Hope et al. 2023). In this workflow, the researcher takes an active role in iteratively providing 

input to and evaluating output from the LLM.   

Figure 1.  

Workflow for human-centered hypothesis generation with GPT-4. 

 

In the first step of the workflow (1), the researcher initiates a dialogue with GPT-4 using a prompt 

that is informed by both their desired output and whatever details from their inner world (e.g., research 

interests and goals) and outer worlds (e.g., debates in the field, resource constraints) that they deem 

relevant for hypothesis generation (see Table 1). In the second step of the workflow (2), GPT-4 responds 

with tailored and contextualized hypotheses, which the researcher critically evaluates in the third step (3). 
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During this evaluation, the researcher may cross-check GPT-4's suggestions with scientific databases or 

with their own knowledge. This exercise may reveal that a certain hypothesis has already been explored or 

is unlikely to be true. The researcher might decide that they simply are not interested in some of the GPT-

generated hypotheses, or that they would like to have more information on other hypotheses. Informed by 

this evaluation vis-à-vis their inner and outer worlds, the researcher then re-engages with GPT-4 in (1) 

with a prompt reflecting their new insights. This iterative process of engagement, evaluation, and re-

engagement continues until the researcher’s hypothesis generation goals have been met, and they move on 

to their next task. Throughout the process, the researcher documents and subsequently reports how they 

used GPT-4 in the hypothesis generation process.  

Table 1.  

Prompt Elements for Hypothesis Generation with GPT-4 

Prompt Element Description and Examples  

Request  

Number and type of 

hypotheses  

___ number (e.g., 5) of ___________ (e.g., directional, 

counterintuitive, testable, plausible, falsifiable) hypotheses 

Additional information 

 

Theoretical rationale, explanation of fit with one’s research 

interests/program, keywords to use in a database search  

Inner world details  

Topical and/or 

methodological interests 

Verbal descriptions of topical interests (e.g., self and identity, 

collective action) and methodological interests (e.g., surveys, 

experiments), potentially with supplementary information provided 

(e.g., paper abstracts, introductions)b 

Values Scientific or societal values (e.g., fairness, reproducibility, 

generalizability, novelty, precision, internal validity) 

Current goals Specific short- or long-term goals concerning a specific research 

question, study, paper, or research program (e.g., developing study 3 

in a paper on collective action to preserve cultural heritage) 

Outer world details  

Study context Stage of project (e.g., early, late), type of publication and intended 

journal/outlet (e.g., empirical article for JPSP) 

Resources Assets (e.g., access to samples, datasets, or collaborators) and 

constraints (e.g., budget) 

Knowledge landscape Recent trends (e.g., collective action is moving online), current 

debates (e.g., mechanisms linking social identity to collective action) 

Discipline-specific issues  Current methodological, conceptual, or theoretical concerns in the 

field (e.g., importance of non-WEIRD samples) 
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Note. Non-exhaustive list of elements researchers can include in their prompts to GPT-4 for hypothesis generation, 

with examples. aResearchers should be mindful of copyright and privacy issues when inputting data to GPT-4. 

This human-centered workflow for machine-assisted hypothesis generation capitalizes on GPT-

4’s capabilities for session-based memory (i.e., to maintain conversations) and rapid learning from few 

examples (Brown et al., 2020). It also recognizes that GPT-4’s training data is opaque and time-limited, 

and its output is non-replicable and unstable (Chen et al., 2023). These features underscore the need for 

continuous evaluation, verification, and documentation by the researcher. Furthermore, the workflow 

provides GPT-4 access to each researcher’s inner and outer worlds via strategic prompting (see Si et al., 

2022), which should produce hypotheses that are more tailored to and thus more valuable to each 

researcher.  

In sum, we illustrate how GPT-4, the state-of-the art LLM, can be embedded within the scientific 

pipeline to augment—rather than displace—the researcher’s role in hypothesis generation. We see fertile 

ground for future scholarship demonstrating the complementarity of LLMs and humans in other parts of 

the research pipeline. In our view, however, such work must take seriously the limitations and capabilities 

of both the human and the machine.   
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