
1.  Introduction
Carbon Capture and Storage (CCS) is one of the key methods to reduce atmospheric emissions of CO2 and 
thereby mitigate climate change (IPCC, 2005). In CCS, anthropogenic CO2 is captured and injected into deep 
porous underground reservoirs (e.g., saline aquifers), where it can be contained for long periods by various trap-
ping mechanisms (Orr Jr, 2018). The injected CO2 plume will gradually migrate upwards due to buoyancy forces. 
At the trailing edge of the plume, however, a fraction of the injected CO2 is trapped when water re-enters the 
system as immobile isolated blobs or ganglia due to pore-scale capillary forces (Rasmusson et al., 2018; Tanino 
& Blunt, 2012). This mechanism is called residual trapping, quantitively defined by the residual saturation (Sgr), 
and serves as a key mechanism for secure geological CO2 storage (Gershenzon et al., 2014; Krevor et al., 2015; 
Qi et al., 2009).

In the long term, the residually trapped CO2 will eventually dissolve into the resident fluid (brine), where there 
is sufficient contact with fresh brine. This process, which is further accelerated by the density contrast between 
the fresh and aqueous solution of CO2, enhances long-term storage. However, in regions where a large amount 
of residually trapped CO2 is contained, and the aqueous brine phase is already saturated with CO2, contact with 
fresh brine is limited. Moreover, the mixing is prolonged due to the lower density contrast. Therefore, it is crucial 
to understand how secure the residual trapping is in these regions on various time scales.

Up to now, the short-term (tens of years) effectiveness of CO2 residual trapping has been extensively studied at 
various relevant spatial scales. In contrast, its long-term stability is not yet very well understood due to the lack of 
data. Determining the long-term stability of CO2 residual trapping requires a deep understanding of the relevant 
processes and conditions under which the trapped CO2 can be remobilized.

Pressure depletion is one of the processes by which the remobilization of residually trapped CO2 can take place. 
We assume that CO2 has been injected into an aquifer and allowed to become residually trapped at the tail of the 
plume. In the event of pressure depletion, residually trapped CO2 expands, and consequently the CO2 saturation 
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increases. In addition, CO2 also exsolves from the aqueous phase, thereby adding to the volume of the gas-phase 
CO2 (Huber et al., 2018; Zuo et al., 2012). Eventually, the trapped CO2 ganglia grow and can then reconnect to 
become mobile again. Causes for a decline in reservoir pressure could be any type of leakage (a leaky wellbore 
or a fracture) or simply dissipation of pressure build-up near a wellbore (Jiang et al., 2014; Shi et al., 2013). 
Common examples of leakage are due to impairments in the wellbore cement or downhole completion equipment 
or a fracture, which can occur due to underground movement along an existing fault line. Figure 1 provides a 
schematic of how trapped CO2 may remobilize if the reservoir pressure drops.

The effect of pressure depletion on the remobilization of trapped gas, also referred to as depressurization, was 
first studied within the oil and gas industry in the context of minimizing the gas-oil ratio during oil production 
in gas condensate reservoirs and for natural gas storage (Ahmed et al., 1998; Drummond et al., 2001; Fevang 
& Whitson,  1996; Fishlock et  al.,  1988; Naylor et  al.,  2000; Raghavan & Jones,  1996). These investigations 
showed that during pressure depletion, the gas (or CO2) flows only once its saturation reaches a so-called critical 
value (denoted by Sgc) which can be higher than the residual saturation Sgr (Egermann et al., 2010; Egermann & 
Vizika, 2000; Fishlock et al., 1988). In other words, a higher CO2 saturation is needed to remobilize the gas phase 
than if gas is added by injection. In addition, the subsequent gas relative permeability in such cases is substan-
tially reduced compared to that during waterflooding to trap gas (Egermann et al., 2010; Zuo et al., 2012, 2013).

In the past, the critical gas saturation was probed at the laboratory scale (on centimetre-sized rock samples) using 
complex experimental procedures. In these protocols, the remobilization of the gas is typically inferred from flow 
measurements. These experiments can give misleading results due to pore-scale viscous fingering caused by the 
low viscosity of the gas phase, which lead to an underestimate of Sgc. Moreover, in these experiments the salient 
pore-scale physics of the trapped gas remobilization remains unknown.

In recent years, advances in micro tomography (often called micro-CT) have allowed the direct pore-scale meas-
urement and determination of critical gas saturation at pressure and temperature conditions representative of 
deep underground reservoirs, and several investigators have addressed the phenomenon for oil and gas systems. 
Al-Masri and Shapiro (2021) designed an apparatus with X-ray micro-CT with an inline viscometer apparatus 
and were able to measure critical gas saturation and relative permeability for low permeability rocks under pres-
sure depletion. Berg et al. (2020) determined Sgc for a hydrocarbon model system in sandstone by direct measure-
ments using micro-CT imaging. Similarly, Egermann and Vizika (2000) measured Sgc under different operating 
conditions. Reported laboratory scale values of the critical gas saturation range from 0.5% to 50% depending on 
factors such as rock and fluids properties and the experimental procedure.
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Figure 1.  Simple schematic representing residual trapping and trapped gas remobilization under pressure depletion. The possible causes of pressure depletion could 
be a leaky wellbore, a fracture, or simply pressure dissipation once the injection has stopped. A combination of these is also possible. Left: CO2 is residually trapped. 
Right: The pressure decreases once injection ceases. CO2 saturation increases through expansion and exsolution.
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To complement experimental studies, researchers have suggested the use of pore-scale modeling as an effective 
way to investigate pore-scale processes. Among the available methods, pore network modeling (PNM) is an 
efficient tool to explore the flow properties within geometrically and topologically representative networks of 
rock samples at the pore-scale (Blunt, 2001; Ramstad et al., 2019). Typically, a pore network model consists of a 
network of interconnected pores, which represent the larger voids of the pore space. The connection pathways are 
referred to as throats and represent the narrower regions between the pores.

The first pore-scale model of depressurization was developed by Li and Yortsos  (1995a,b). They provided a 
detailed analysis of bubble nucleation, growth and reconnection, albeit on a simple network. McDougall and 
Sorbie (1999) extended this research to develop a pore-scale simulator that can accommodate an irregular 3D 
lattice. Following that work, several groups have further developed pore-network simulators of the depletion 
process, most of which were applied for enhanced oil recovery (Bagudu et al., 2018; Bondino et al., 2002, 2003; 
Ezeuko et al., 2010). However, in a few studies, CO2 has been considered as the gas phase. For instance, Bagudu 
et al. (2015) used PNM to investigate the CO2 migration processes driven by capillary and gravity forces while 
considering CO2 dissolution. They estimated Sgc under different depletion conditions; however, they did not 
consider the remobilization of residually trapped CO2.

While gas remobilization during pressure depletion is relatively well studied for oil and gas recovery, it has 
received little attention in the context of CCS. Recently, this phenomenon was observed when interpreting the 
results of a deep CO2 field injection experiment at Heletz, Israel, the so-called Heletz Residual Trapping Experi-
ment II (RTE II) (Niemi et al., 2020). The results of the tracer experiment (Joodaki et al., 2020) as well as analysis 
of the CO2 self-release period using a coupled wellbore-reservoir simulator (Basirat et al., 2020), could only 
be interpreted by introducing the concept of critical saturation into the models (Moghadasi et al., 2020). These 
model interpretations highlighted the importance of gas remobilization in CCS. However, the pore level physics 
of the residual gas remobilization and factors determining the critical gas saturation are not yet well understood 
in the context of CO2 remobilization.

An additional mechanism that potentially renders the residually trapped CO2 unstable is Ostwald ripening: differ-
ences in local capillary pressure lead to slight variations in solubility. The resultant concentration gradients drive 
a diffusive flux of dissolved gas to equilibrate the capillary pressure. Larger bubbles can grow in size and eventu-
ally become remobilized (de Chalendar et al., 2018; Li, Orr, & Benson, 2021). While this process was considered 
in the original work of Li and Yortsos (1995a,b) it is only more recently that the impact of Ostwald ripening in the 
context of CCS has been studied. Garing et al. (2017) used a series of multi-scale micro-CT images to show that 
Ostwald ripening in homogenous rocks does not play an important role in the remobilization of residually trapped 
gas. However, they noted that Ostwald ripening can cause gas remobilization in heterogenous rocks, in which the 
differences in capillary pressure between different portions of the rock are significant. Xu et al. (2019) developed 
a simplified model and demonstrated that residual trapping might not be stable due to the bubbles being redistrib-
uted through gravity-induced Ostwald ripening. However, their work neglected the effect of CO2 dissolution on 
brine density. Most recently, Mehmani and Xu (2022) developed a fully implicit pore network model to simulate 
Ostwald ripening that could predict the equilibrium distribution of gas bubble volumes observed in micro-fluidics 
experiments. They showed that the effect of Ostwald ripening is slower in heterogeneous porous media because 
the average distance between bubbles increases as the system reaches equilibrium, thereby increasing the time 
scale at which the molecular diffusion is effective.

Although the previous experimental and modeling research has shed light on the various aspects of gas remo-
bilization in porous media in CCS, they have focused on only one mechanism at a time. In contrast, in reality, 
several mechanisms coincide and may all contribute to trapped gas remobilization. Due to this fact, the studies to 
date fall short in addressing the risks/effects associated with the dynamics of remobilized gas, which contributes 
significantly to the long-term safety of geological CO2 storage.

To fill this knowledge gap, this work is dedicated to study the pore-level mechanisms associated with the remo-
bilization of trapped CO2 as a consequence of pressure decline in the aquifer. For this purpose, the pore-network 
simulator numSCAL, originally developed at Heriot-Watt University (Boujelben, 2017), is modified to account for 
all the processes involved in trapped gas remobilization, including Ostwald ripening. A series of simulations with 3D 
networks based on Bentheimer and Heletz sandstones are conducted. The significant advantage of the PNM devel-
oped in this work is that it allows us to not only investigate the interplay between different remobilization mechanisms, 
but also the individual effects of each mechanism. This would be a challenging task in laboratory or field settings.
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In the following sections, the text is organized as follows: we first present an overview of the theoretical background 
of gas (re)mobilization under depletion conditions (Section 2). We then present a summary of the pore-network simu-
lator (Section 2.1). This is followed by a presentation of the models used in this study along with simulation results 
(Sections 2.2, and 3). The final section, in turn, presents the discussion and conclusions of the work (Sections 4 and 5).

2.  Model Description
We use a universal pore-network simulator, numSCAL (Boujelben, 2017). Although numSCAL in its earlier form 
can model the depletion process, the applications were limited to enhanced oil and gas recovery. Moreover, the 
simulator did not account for residual gas in the network, which can become mobile during a secondary drainage 
induced by pressure depletion. Furthermore, the phenomenon of Ostwald ripening was not implemented in this code 
originally. To address these issues, major modifications were incorporated into the simulator as described below.

2.1.  Code Implementation

As a primary modification, the pressure-dependent thermodynamic properties of a system containing brine-CO2 are 
incorporated into the numSCAL simulator (see Supporting Information S1). Another development is the ability to 
account for the existence and remobilization of initially present residually trapped gas. To account for this, prior to the 
pressure depletion simulation, the model first simulates primary drainage—the injection phase—during which the gas 
is injected, and water/brine is displaced. Next, waterflooding is simulated, representing the post-injection migration 
of CO2 in a storage aquifer, by which the gas becomes residually trapped. Prior to simulating the depletion process, 
a clustering algorithm is applied on the network, to identify the residual gas clusters. Then, the properties of each 
cluster are assigned such that local capillary equilibrium is initially satisfied throughout the whole network—this is 
the Ostwald ripening process. Finally, as the last step, pressure depletion is modeled.

The depletion process in numSCAL is implemented in three steps, which take place sequentially as the pressure 
decreases gradually. These steps are gas diffusion, gas growth, and gas migration. The thermodynamic properties 
of both fluids are dynamically updated. The basic algorithms associated with each process are summarized in 
Tables 1–3. Pressure depletion continues until a spanning gas cluster forms, which is a cluster connected to both 
the inlet and outlet of the network (see Figure 2). The gas saturation at this point defines the critical gas saturation 
(Sgc). This is a valid definition at small scales or when viscous and gravity gradients are not high enough to trigger 
trapped gas mobilization, as in this study (Li & Yortsos, 1995a, 1995b). However, at larger scales and under larger 
viscous and gravity gradients, this definition becomes impractical since spanning gas clusters might not even 
form under such conditions (Amili & Yortsos, 2006; Tsimpanogiannis & Yortsos, 2004). To identify the growing 
gas clusters, a clustering algorithm is applied, which checks the individual growth of each gas cluster as well as 
the coalescence of multiple gas clusters. As the clusters merge together, the multiple clusters are considered as 
one and the total mass of gas in combined clusters is distributed between the pores on a volume-weighted basis.

In the following, the major steps implemented in the depletion module are explained in more detail.

Figure 2.  Schematic representation of residual gas evolution during pressure depletion: from 1 to 3, initially, several residual 
gas clusters (red) exist in the network. As pressure declines, the clusters occupy neighboring pores and therefore grow in size. 
A network-spanning gas cluster indicates the onset of remobilization.
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Gas diffusion: As long as capillary equilibrium is satisfied the concentration difference is the force that drives 
the mass diffusion from pore to pore and across the gas-liquid interfaces (see Figure 3). The concentration gradi-
ent, in turn transfers the exsolved gas toward the trapped gas bubbles, which act as gas sinks. In the presence of 
residually trapped gas, these clusters are assumed to be the only gas sinks. The gas fluxes are determined accord-
ing to Fick's first law:

𝐽𝐽𝑖𝑖𝑖𝑖 =
𝐷𝐷(𝐶𝐶𝑗𝑗 − 𝐶𝐶𝑖𝑖)

𝐿𝐿
� (1)

where Jij denotes the mass flux from pore i to pore j, D is the diffusion coefficient, Ci and Cj are the gas concen-
trations in pore i, and j respectively, which are determined based on the gas solubility as a function of pressure. L 
is the effective diffusion length, which is equal to the distance between the centers of pores i and j.

In the numerical code, the gas concentrations are updated by applying a discrete form of Fick's second law apply-
ing the mass conservation at each time step:

𝐶𝐶𝑛𝑛𝑛𝑛𝑛𝑛
𝑖𝑖 = 𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜

𝑖𝑖 +
(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖(∆𝑡𝑡) − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑜𝑜𝑜𝑜𝑜𝑜(∆𝑡𝑡))

𝑉𝑉
� (2)

where (massin(𝐴𝐴 ∆𝑡𝑡 ) – massout(𝐴𝐴 ∆𝑡𝑡 )) is the net sum of diffusive fluxes across the ends of a pore with volume V. 
Table 1 gives an overview of the algorithm used to determine gas diffusion.

Diffusion algorithm

1. Choose initial diffusion time a

If diffusion time < depletion time step b

  - For every pore i:

    → Apply Fick's law: calculate the inflow and outflow of dissolved gas

    → Update gas concentration in pore i

  - Check the conservation of mass in the network

    → If the mass is not conserved, repeat the iteration step with the halved diffusion time

  - diffusion time is increased by diffusion time step

Repeat the process until the end of simulation

 aThe choice of the initial diffusion time involves a series of calculations estimating the required diffusion time for each 
element, the minimum of which is chosen as the initial diffusion time.  bdepletion time step = depletion time (simulation 
time)/depletion steps. The depletion time step should be finely discretized by choosing large depletion steps (1,000–10,000).

Table 1 
Algorithm for Determining Gas Diffusion

Figure 3.  Schematic pore network illustrating the diffusion driven by concentration gradients. The gas-filled and water-filled 
elements are shown in red and blue, respectively.
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The flux between two neighboring pores takes place across the cross-sectional area of the connecting throat. 
Therefore, the mass diffusing in time 𝐴𝐴 ∆𝑡𝑡 into a pore from a neighboring pore, is calculated by:

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖(∆𝑡𝑡) − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑜𝑜𝑜𝑜𝑜𝑜(∆𝑡𝑡) =
∑

𝑖𝑖∈ℵ

𝐽𝐽𝑖𝑖 × 𝐴𝐴𝑡𝑡𝑡𝑡 × 𝑡𝑡𝑑𝑑� (3)

where 𝐴𝐴 𝐴 is the set of neighboring pores and Ati is the cross-sectional area of the connecting throat.

As mentioned earlier, diffusion can also be induced by differences in capillary pressures between gas ganglia (de 
Chalendar et al., 2018). In this process, called Ostwald ripening, gas molecules are redistributed—from ganglia 
with higher capillary pressures to the ones with lower capillary pressures by molecular diffusion through the 
aqueous phase—until an equilibrium state of capillary pressure is established. Figure 4a shows two neighboring 
gas bubbles with unequal capillary pressures. As shown in this figure, the curvature of the interface is smaller in 
the pore to the right-hand side. According to Laplace's law, the capillary pressure of the bubble to the left is higher 
than that of the bubble to the right where due to Henry's law there is a lower solubility of gas in the aqueous phase. 
As a result, gas molecules are transferred from the bubble on the left with higher capillary pressure and solubility 
to the one on the right, until the capillary pressures are equal (i.e., when the interfacial curvatures of both surfaces 
are equal). As mass is transferred, the bubble on the left shrinks while the bubble on the right grows. To account 
for this effect in the modified version of numSCAL, interface gas concentrations are calculated using the pressure 

Figure 4.  (a–b) Schematic illustration of Ostwald ripening in the pore space where there is a diffusive flux from the bubble on the left to the right to equilibriate the 
capillary pressure. (c) The boundary conditions at the aqueous phase-gas interfaces.
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inside the bubble, which also takes into account the capillary pressure. This capillary pressure gradient can be 
then translated into a concentration gradient using Henry's law. Fick's first law can thus be applied to estimate the 
amount of mass flux between two gas bubbles with unequal capillary pressures.

Figure 4c illustrates the boundary conditions at the gas-aqueous phase interfaces of two bubbles connected via a throat. 
In this figure, the pressure inside the bubble (Pa,b) is the sum of aqueous-phase pressure (Pl) and capillary pressure 
(Pc a,b). Note that here the aqueous phase pressure is the same across the throat connecting the two gas bubbles, hence 
the difference in interfacial gas concentration (𝐴𝐴 𝐴𝐴𝑏𝑏

𝑔𝑔𝑔𝑔
− 𝐶𝐶𝑎𝑎

𝑔𝑔𝑔𝑔
 ) is a function of the difference in capillary pressures only.

Gas growth: The growth of gas clusters is capillary-controlled. To model this, the volume of each gas cluster is 
fixed while the corresponding internal gas pressure increases due to both the increase of gas mass through diffusion 
and the reduction of pressure in the network due to gas compressibility. The gas is allowed to instantly invade the 
neighboring pore, and therefore expand, once the internal gas pressure exceeds the entry capillary pressure of the 
connecting throat. A summary of the algorithm implemented in the code to determine gas growth is given in Table 2.

The internal gas pressure is calculated according to the number of moles of gas in a fixed volume of each cluster, 
which is in turn determined by the volume of elements (pores and throats) occupied. The invasion criteria can be 
expressed by (Blunt, 2017; Øren et al., 1998):

𝑃𝑃𝑔𝑔 −
[

𝑚𝑚𝑚𝑚𝑚𝑚
(

𝑃𝑃
𝑖𝑖𝑖𝑖
𝑐𝑐

)

+ 𝑃𝑃𝑎𝑎

]

= 𝑚𝑚𝑚𝑚𝑚𝑚
(

∆𝑃𝑃 𝑖𝑖
𝑐𝑐

)

> 0� (4)

where Pg is the internal pressure of the gas phase, Pa is the aqueous phase, and Pc i is the static equilibrium 
capillary entry pressure in throat that connects pore i to the neighboring pore j, which can be calculated using 
equations given in Supporting Information S1. Pg in Equation 4 can be calculated using:

𝑃𝑃𝑔𝑔 = 𝑍𝑍(𝑃𝑃 𝑃 𝑃𝑃 ) 𝑛𝑛(𝑡𝑡)𝑅𝑅𝑅𝑅 ∕𝑉𝑉 (𝑡𝑡)� (5)

where Z is the gas compressibility factor, n is the current number of gas moles, R is the universal gas constant, T 
is temperature, V is the current gas volume, and t is time.

In addition to the above, snap-off in throats is also modeled: this is where water fills the throats potentially discon-
necting gas that resides in the neighboring pores. The pressure threshold associated with this event is known as 
the snap-off capillary pressure, and it refers to the minimum capillary pressure that the fluid-fluid interface can 
withstand without rupturing (Blunt, 2017). The relevant mathematical formulation can be found elsewhere (refer 
to Blunt, 2017).

Gas migration: As the size of gas clusters increases, buoyancy forces can become large enough to overcome 
local capillary forces. As a result, the gas clusters migrate upwards while volume must be conserved. Therefore, 
the re-imbibition of water, at the bottom of the gas cluster, must be considered. The displacement at the drainage 
front is determined by the following equation:

∆𝑃𝑃 𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀
= ∆𝜌𝜌𝜌𝜌𝜌 −

2𝜎𝜎 𝜎𝜎𝜎𝜎𝜎𝜎 𝜎𝜎

𝑟𝑟𝑖𝑖
� (6)

Growth algorithm

1. Identify and label gas cluster

2. Calculate the gas pressure for each cluster. An iterative method is applied to estimate the Z factor.

3. At each depletion time step, loop all over the water-filled pores (the wetting phase) adjacent to a gas cluster

  - Find the connecting throat j with the minimum entry capillary pressure Pc

  - If the internal pressure of the adjacent gas cluster > Pc

    • Fill the pore j with gas

    • Update the gas cluster volume

    • Update the mass in each bubble belonging to the gas cluster

Repeat the process until the end of simulation

Table 2 
Algorithm for Determining Gas Cluster Growth

 19447973, 2023, 6, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022W

R
033686 by Im

perial C
ollege L

ondon, W
iley O

nline L
ibrary on [09/08/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Water Resources Research

MOGHADASI ET AL.

10.1029/2022WR033686

8 of 16

where Δρ is the density difference between gas and liquid, h is the height from the bottom of the gas cluster to 
the neighboring pore i. Re-imbibition of water (the aqueous wetting phase) is modeled following the work of 
Lenormand and Zarcone (1984). More details are given in Supporting Information S1. The implemented algo-
rithm to determine gas migration is described in Table 3.

2.2.  Network Models and Their Properties

In the current study, 3D networks were constructed based on X-ray CT scans of Bentheimer and Heletz sand-
stones (Niemi et al., 2016; Pore-Scale Modeling Research Group; Tatomir et al., 2016). The Bentheimer network 
consists of 9484 pores and 21,405 throats, with a porosity of 21.6%, and a permeability of 3,249 mD. The Heletz 
sandstone is comprised of 18,564 pores and 36,196 throats, with a porosity of 18.2%, and a permeability of 
694 mD. Figure 5 shows the extracted pore networks of Bentheimer and Heletz sandstones. Properties of these 
networks are given in Table 4.

Migration algorithm

1. At depletion time step, loop all over the water-filled pore adjacent to a gas cluster

  - Find the connecting throat j with the minimum entry capillary pressure Pc

  - If Pc < 0

    → Fill the pore j with gas

    → Update the gas cluster volume

    → Update the mass in each bubble belonging to the gas cluster

2. At depletion time step, loop over all the gas-filled pores of to the invading gas cluster

  - Find the connecting throat j with the maximum entry pressure

    → Re-imbibe pore j with the water (wetting phase)

  - Repeat, until re-imbibed volume = initially displaced volume

Repeat the process until the end of simulation

Table 3 
Algorithm for Determining Gas Migration

Figure 5.  Pore network structure: (a) Bentheimer sandstone, (b) Heletz sandstone. Here, spheres and cylindrical lines schematically represent the pores and throats, 
respectively.
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2.3.  Computational Parameters

In the simulations, one of the main objectives was to analyze the difference between the critical and residual 
saturation (Sgmob = Sgc−Sgr). We refer to the pressure at which mobilization occurs as the critical pressure (Pcrt). 
The rest of computational parameters used in the simulations are summarized below.

All depletion simulations are performed at an initial pressure of 24 MPa, at a constant temperature of 60°C, which 
represents a typical aquifer at an appropriate depth for CO2 storage (Niemi et al., 2017). The ultimate pressure 
decline is set to 15 MPa for all simulations. Although this range may not be observed in reality—at the field 
scale—it was chosen to determine gas relative permeability over a wide range of saturation.

For 3D networks, gravitational effects are taken into account with a gravitational acceleration of 9.8 m/s 2. The 
thermodynamic properties of the system containing CO2 and brine/water are determined by accurate correlations 
available in the literature and are presented in Supporting Information S1. The diffusion coefficient is set to 
3.5 × 10 −9 m 2/s, neglecting minor changes with respect to pressure (Azin et al., 2013; Cadogan et al., 2014; Z. 
Li, Orr, & Benson, 2021; Lu et al., 2013). The resident brine is considered as a 5% NaCl in water, with proper-
ties corresponding to a brine fully saturated with CO2. The contact angle is chosen to be 0 indicating a strongly 
water-wet system.

It should be noted that the gas in the current study is supercritical CO2, so the terms gas and CO2 are often used 
interchangeably throughout the text both referring to supercritical CO2. Also note that the initial water saturation 
(Swi), used as an endpoint to both primary and secondary drainage processes, is set to 0.2. This value was chosen 
to match the core data from Heletz sandstone.

We do not allow new ganglia to nucleate, which can then act as the sites for further nucleation and diffusion. 
This means that the residually trapped gas clusters are considered to be the only gas sinks to/from which the 
gas can diffuse. Although this assumption simplifies the model, it is in accordance with earlier findings. Li and 
Yortsos (1995a) found out that the most plausible mechanism for nucleation in porous media is heterogenous in 
nature: new bubbles most likely form on the pore walls that contain trapped gas. In other words, the pre-existing 
gas ganglia swell during pressure depletion but new ganglia do not form.

Since we do not have new nucleation sites, and we always allow the system to reach equilibrium for each incre-
ment of pressure decline, the results are independent of the rate of pressure decline: we assume that it is suffi-
ciently slow to allow the concentration to reach equilibrium at the pore scale.

We ignore viscous forces for two reasons: (a) we are principally looking at pressure depletion post injection, 
where there is little viscous flow; and (b) it has been confirmed both analytically (for idealized simple network 
geometries) and experimentally (for more complex systems) that the behavior under low rate and stepwise pres-
sure depletion conditions is predominantly capillary-controlled (Kamath & Boyer,  1995). To neglect viscous 
forces, we impose null pressures at the inlet and outlet of the network as external boundary conditions. The sides 
are assigned to no-flow conditions.

To ensure computational stability and to accurately capture ganglion growth, the pressure increment is 
finely discretized. In terms of the processes that are modeled within each pressure step, diffusion is the 
most time-consuming process, as it requires very small time steps in an explicit scheme for stability. The 
code initially applies a large timestep for diffusion; however, if the scheme becomes unstable, the timestep 
is halved and the calculation is repeated. More details can be found at Boujelben (2017). Additionally, the 
clustering algorithm is optimally decoupled from the diffusion process, which results in higher computational 
efficiency overall.

Network name Porosity % Permeability mD Voxel resolution μm Network dimension (x, y, z) mm

Bentheimer 21.6 3,249 3.0035 3.0035 × 3.0035 × 3.0035

Heletz 18.2 694 9 2.0909 × 2.0329 × 1.8676

Table 4 
Properties of Networks From X-Ray CT Images
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3.  Results
Primary drainage and imbibition processes are first simulated. The residual 
gas saturations at the end of imbibition were found to be 0.58, and 0.49 for 
Bentheimer and Heletz networks, respectively. The high values of residual 
saturation are associated with the assumption of a zero contact angle and the 
heterogeneity of the network.

Figure 6 shows that the mobilization saturations are similar for both networks, 
with values of Pcrt in the range of 18.5–19.0 MPa. As before, the results show 
some sensitivity to Oswald ripening; however, the effect is not significant. 
The same simulations were also repeated in the absence of the gravitational 
force (i.e., g = 0 m/s 2). However, no significant differences were observed, 
thus the results are not shown here for space considerations.

As noted above, the mobilization saturation Sgmob obtained with both networks 
are similar, despite the fact that the networks represent distinct macroscopic 
properties—they differ in porosity, permeability, and coordination number. 
We therefore performed an analysis on their corresponding pore-size distri-
bution (PSD), throat-size distribution (TSD), throat-to-pore aspect ratio 
(AsR), and coordination number (CN). For each throat of radius Rt, which 

connects two pores (p1 and p2) with radii of R1 and R2, respectively, AsR is obtained by Rt/min {R1, R2}; therefore 
AsR ∈ (0, 1). The results are presented in Figure 7: the PSD in Heletz network is narrow, while Bentheimer 
network has a wider PSD. Both networks represent a TSD that is weighted toward values less than 30 μm. On the 
other hand, they are very similar in terms of AsR and CN. It can, therefore, be hypothesized that flow dynamics 
under pressure depletion are probably governed by AsR and CN.

Figure 8 shows the simulated gas relative permeability as a function of gas saturation for the entire simulated 
period including the depletion stage and the previous primary drainage and imbibition. First of all, it can be 
seen that for both networks, the imbibition curve is slightly higher than the drainage relative permeability, over 
a range of saturations. This behavior can be attributed to the competing trapping mechanisms at the beginning 
of imbibition (Spiteri et al., 2008). Focusing on the depletion process, the relative permeability to gas remains 
zero until the gas saturation reaches Sgc, and it then increases rather slowly for the saturations exceeding Sgc. 
This behavior is in agreement with the findings in literature and our previous work (Egermann & Vizika, 2000; 
Fishlock et al., 1988; Moghadasi et al., 2022). The end point gas relative permeabilities during depletion (i.e., the 
maximum gas relative permeability) are significantly reduced for both networks, compared to primary drainage. 
The lower relative permeabilities on reconnection seen here can be explained by the poor connectivity of the gas 
through the heterogeneous pore space. In Figure 9, the gas phase occupancy within the Heletz network is visu-
alized at the onset of depletion, when the gas is completely trapped, and when it first flows, once a spanning gas 
cluster is formed. It is evident that a significant portion of the gas remains trapped (shown in red, Figure 9b) even 
after remobilization, and only a single spanning gas cluster is developed (shown in green, Figure 9b). Further-
more, Figure 9c illustrates that the spanning cluster consists of two distinct clusters connected by a throat of small 
radius, which explains the low gas permeability of the reconnected gas phase.

4.  Discussion
In this study, the evolution of gas mobilization during pressure depletion was investigated by means of pore 
network modeling with data from Bentheimer and Heletz rocks. Overall, the results showed delayed gas remo-
bilization during pressure depletion: the gas remained immobile beyond values of the residual saturation. The 
difference, the mobilization saturation, was approximately 0.06 for both of the rocks investigated. This is in agree-
ment with our earlier results from field conditions (Moghadasi et al., 2022) as well as data from oil-gas systems.

Accounting for Ostwald ripening tends to increase the mobilization saturation, but the effect was small. Gas phase 
reconnection is to some extent delayed by Ostwald ripening. In the context of geological CO2 storage this means 
that the remobilization of residually trapped CO2 is more restricted, and the trapped CO2 remains trapped for higher 
saturations. Furthermore, the insignificant effects of the gravity force indicated that gravitational remobilization of 
the residually trapped CO2 is exceptionally difficult, which is in agreement with the findings of Andrew et al. (2014).

Figure 6.  Mobilization saturation (Sgmob) for Bentheimer and Heletz pore 
networks: with and without Ostwald ripening (OR).
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Figure 7.  Pore space analysis of Bentheimer and Heletz sandstones. Pore-size distribution (PSD), throat-size distribution (TSD), throat-to-pore aspect ratio (AsR), and 
coordination number (CN).

Figure 8.  Gas relative permeability (krg) versus gas saturation (Sg): (left) Bentheimer pore-network, (right) Heletz 
pore-network. (PD: primary drainage, Imb: Imbibition, SD: secondary drainage).
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Figure 9.  Visualization of gas-phase occupancy in the Heletz pore-network: (a) when originally trapped (the beginning of depletion simulation), (b) when the gas is 
first flowing (remobilization), (c) spanning gas cluster (shown in green)—connected to both inlet (bottom) and outlet (top) of the network.
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Looking at the gas relative permeabilities of both networks, a couple of features could be identified. Of particular 
importance are the trends observed for the depletion relative permeability. For both networks, the relative perme-
ability to gas increases slowly even for the saturations beyond the critical saturation. The maximum gas relative 
permeability is also reduced significantly compared to that achieved at the end of primary drainage. This means 
that even when reconnected, the gas can only flow slowly.

A second important observation is that the imbibition relative permeability is slightly higher than the correspond-
ing drainage curve over a range of saturations. This behavior, which is a characteristic of a strongly water-wet 
medium, can be explained as follows. The CO2, as the non-wetting phase, fills the largest pores while water, as 
the wetting phase, resides at the narrowest throats and corners of the pores. Toward the end of drainage, many 
CO2 filled pores are only connected to a single pore that is also occupied by CO2. These dead-end pores do not 
contribute to the flow, though may host a large volume of the non-wetting phase. During imbibition pore-filling 
is most favored in pores that have neighboring CO2 filled pores—the dead-end pores occupied by CO2 (Spiteri 
et al., 2008). Although this results in a significant reduction in CO2 saturation, it leads to a small decrease in 
CO2 relative permeability. Thereafter, snap-off dominates leading to significant trapping, with a large reduction 
in CO2 relative permeability (Spiteri et al., 2008). This type of competition gives the hysteresis trend seen in 
Figure 8. Another characteristic feature that can be seen in Figure 8 is that the imbibition krg declines to zero 
sharply close to Sgr, as the final connected pathways of the gas are disconnected (Blunt, 2017).

The results are assumed to be insensitive to the rate at which pressure declines: (a) we assume that the rate is suffi-
ciently slow to allow the concentration to reach equilibrium at the pore scale; and (b) we do not allow the nuclea-
tion of new bubbles in our model for the reasons described in Section 2.3. As reported in earlier studies (Kamath 
& Boyer, 1995), low pressure decline rates have no substantial effect on Sgc. However, there are a number of 
studies that have reported an increasing or even a non-monotonic trend of Sgc versus increasing pressure decline 
rate, particularly where the rate is high. This discrepancy can be attributed mainly to the way we interpret and 
determine Sgc (Li & Yortsos, 1995a, 1995b; Tsimpanogiannis & Yortsos, 2004).

5.  Conclusions
In this work, the remobilization of residually trapped gas due to pressure depletion is studied using pore network 
modeling, in the context of geological CO2 storage. Our results provide important insights into the physics rele-
vant to remobilization phenomenon, the main points of which can be summarized as follows.

•	 �Both the mobilization saturation (Sgmob) and the rate of the relative permeability increase after remobilization 
and are affected by the depletion process, through an interplay between the various pore-scale mobilization 
mechanisms, namely diffusion, gas growth, and migration.

•	 �Ostwald ripening affects gas phase reconnection, and in turn the critical gas saturation, but the effect is 
small. Higher Sgmob values considering Ostwald ripening suggest that the process of gas phase reconnection is 
delayed due to the redistribution of gas bubbles. This is a safety enhancing phenomenon in the context of CO2 
storage. The effects of Ostwald ripening on the depletion gas relative permeability are insignificant.

•	 �The gravitational force had a negligible effect on the remobilization of the residually trapped CO2, meaning 
that while residual trapping could be thermodynamically unstable, it is hydrodynamically stable.

•	 �Under depletion conditions, the gas relative permeability increases very slowly, even for saturations beyond 
the critical gas saturation. This observation adds to the security of geological CO2 trapping in cases where the 
mobilization of trapped CO2 under depletion conditions is of concern.

Although we attempted to address the most important mechanisms involved in this phenomenon, certain assump-
tions were also made. Considering this and the fact that remobilization of residually trapped CO2 under pres-
sure depletion is not very well understood, we suggest that further research focuses on investigating the role of 
pressure depletion rate, high viscous and gravity forces, as well as the effects of geometrical network properties, 
initial water saturation, and contact angle on remobilization. The results of the current study are consistent with 
our earlier field-scale observations from Heletz CO2 injection experiments, both in terms of the value of the 
remobilization saturation and the general behavior (Moghadasi et al., 2022). This reveals important implications 
of our results for security assessment of residual trapping in CO2 storage.
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Data Availability Statement
Pore-network simulator used in this study, numSCAL, was originally developed at Heriot-Watt University, UK. 
A basic version of numSCAL is available at https://github.com/ahboujelben/numSCAL-basic. The repository 
also provides an introduction on the code, licensing, resources and prerequisites. An access to the full version can 
be obtained by contacting Prof Steven McDougall at Hertiot-Watt University. Micro-CT image and network of 
Bentheimer sandstone is deposited at Pore-Scale Modelling Research Group at Imperial College webpage and are 
available via https://www.imperial.ac.uk/earth-science/research/research-groups/pore-scale-modelling/micro-ct-
images-and-networks/. Dataset for Heletz sandstone is available in a data repository (Zenodo) via https://doi.
org/10.5281/zenodo.7675085.
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