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Abstract

Convection of a fluid between parallel plates driven by uniform internal heating is a
problem where the asymptotic scaling of the mean vertical convective heat transport
W was largely unknown. This thesis proves upper bounds on W with respect
to the non-dimensional Rayleigh number R. Here R quantifies the destabilising
effect of heating compared to the stabilising effect of diffusion. By the background
field method, formulated in terms of quadratic auxiliary functionals, linear convex
optimisation problems are constructed whose solutions provide upper bounds on
W. The numerical optimisation carried out with semidefinite programming guides
the mathematical analysis and subsequent proofs.

The quantity W has different physical implications based on the three thermal
boundary conditions studied: perfect conductors, an insulating bottom and perfectly

conducting top, and poorly conducting boundaries. In the first setup, (wT") quantifies
the flux of heat out of the top and bottom. Whereas in the latter two cases, (wT')
quantifies the ratio of total heat transport to the mean conductive heat transport.
Critical to the proofs is the use of a minimum principle on the temperature. Finally,

we also prove bounds in the scenarios of infinite Prandtl numbers and free-slip

boundaries.
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Chapter 1

Introduction

The philosophers have only interpreted the world, in many ways;

the point is to change it !

KARL MARX - THESIS ON FEUERBACH

One of the main interests of 21st-century science are the effect of chaos in nature.
The origins of the discovery of chaotic systems go hand in hand with the study
of the nonlinear dynamics and chaos in fluids known as turbulence. The effects
of turbulence appear across the natural sciences and engineering, aiding in the
prediction of geophysical phenomena, the engineering of planes and infrastructure in
society. In recent years, the paradigmatic character of research into chaos has been
multidisciplinary. All paradigm shifts have come about by not only combining ideas
from within research fields but by merging the knowledge acquired from experiments,
simulations and rigorous mathematics from across disciplines. Leaps forward in
computational architecture make simulations increasingly accessible and yet one is
usually unable to span the entire space of possibilities such that mathematically
provable statements are highly desirable.

Turbulence and the associated chaotic behaviour of incompressible fluids are
notoriously difficult to analyse mathematically. In particular, these systems are

described by nonlinear partial differential equations (PDEs) whose states live in an
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CHAPTER 1. INTRODUCTION

infinite-dimensional phase space. As such, closed-form solutions are only available
in a relatively small number of special cases. As opposed to individual trajectories,
the mathematical analysis of fluids involves considering the class of solutions that
could exist for a given PDE. While many general results exist to guarantee the
existence and uniqueness of large classes of ordinary differential equations, this is
not the case for nonlinear PDEs, which most often are treated on a case-by-case
basis. The Navier-Stokes equations represent a particularly challenging special case
for analysis. The existence of smooth solutions for all times of the 3D Navier-Stokes
equations remains unsolved within the millennium prize problems outlined by the

Clay mathematical institute.

1.1 Background field method

In contrast to probing the nature of the solutions to the governing equations we
can look for rigorous bounds on the time-averaged properties of turbulence. The
challenge is in determining the functional dependence of the mean quantities on
relevant nondimensional parameters, such as the Reynolds number or the Rayleigh
number, which characterise the dynamics of the flow. The governing equations may
be discretised and numerical methods used to simulate a flow. However simulations
are statistical estimators for the possible state as a finite time or ensemble average
and are limited to low Reynolds/Rayleigh numbers in comparison to flows observed in
nature. In comparison, bounds can provide rigorous statements about turbulence for
values of the control parameters that cannot be probed computationally. In particular,
rigorous bounds are sought that come directly from the equations governing the flows
without recourse to physically reasonable, but unproven assumptions.

For the case of turbulent convection, one way to study mean quantities rigorously
was pioneered by Malkus, Priestley, Howard and Busse [9, 69, 98, 121]|. Based on

the premise that turbulence might maximise the transport of heat or momentum,

13



CHAPTER 1. INTRODUCTION

bounds can be obtained using variational techniques. The idea is simple: rather than
optimizing the mean quantity of interest like the heat transport over solutions to the
flow’s governing equations, one optimizes it over a larger set of incompressible flow
fields that satisfy only integral constraints in the form of energy and flux balances,
which are weaker but more tractable. In particular, the physical intuition behind
the work of Howard [69, 70] was to consider static boundary layers which conduct
heat. Then, an optimisation is carried out to permit the boundary layers to be as
thick as possible while balancing convection and diffusion in the turbulent state.
This method of bounding required the construction of intricate flow fields even when
assuming horizontally periodic domains.

The optima of the Malkus, Howard and Busse [10, 70, 98] approach are still hard
to evaluate, but in the 1990s Doering and Constantin [20, 28-30] demonstrated that
conservative one-sided estimates (lower bounds for minima and upper bounds for
maxima) can be obtained with a technique referred to as the background method.
By use of a decomposition idea first introduced by Hopf [67] to extend Leray’s
weak solutions to bounded domains [95], the background method decomposes a
flow variable into a fluctuating component and a steady background field. The
background field need only satisfy the boundary conditions and incompressibility
but is otherwise arbitrary. This reduces the bounding problem from a variational
problem over the state variables into one of constructing a background field of, in
most applications, one dimension. It transpires that the quantity of interest can
be bounded as a function of the background field, which varies with the system’s
control parameter, provided a specific quadratic form that depends on it is positive
semidefinite. This extra condition is referred to as the spectral constraint.

In general, optimizing the background field and other optimisation parameters to
produce the best possible bound is a dual problem (in the sense of convex duality)
to the Malkus-Howard—Busse approach described above [79-81| and is generally

difficult to solve. Suboptimal background fields can usually be constructed using
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CHAPTER 1. INTRODUCTION

Table 1.1: A nonexhaustive summary of flows to which the background method has been applied.

Flow Analysis Computations

[21, 22, 30, 32, 78, 81, 115]
Rayleigh—Bénard convection [35, 72, 116, 119, 165, 168, 172]
[17, 40, 59, 112, 117, 166, 167]

[34, 72, 119, 159, 169]
[26, 40, 117, 140, 141],[120]*

Bénard-Marangoni convection [43, 65] [44]
Porous-media convection [31] [114, 157, 158, 160]
Internally heated convection [1-3, 57, 89, 97, 164, 166] 1, 2]
Double-diffusive convection [4] none
Horizontal convection [129] none

[28, 29, 78, 99, 107]

Parallel shear flows 136, 66, 79, 82, 110]

[47, 92, 108, 109, 120, 137]

Taylor—Couette flow [18, 27, 56, 88] [27]

Pressure-driven channel flow [20, 86] none
Precessing flow [77] none
Flows in unbounded domains [90, 142] none

fComputations for Couette flow in [120] imply optimal bounds for Rayleigh-Bénard convection [81, §4].

only elementary calculus and functional inequalities, and often yield useful bounds.
For these reasons, the background method has enjoyed tremendous success since its
introduction in the 1990s (see Table 1.1 for a non-exhaustive list of flows to which it
has been applied) and, to this date, it remains one of the key tools for rigorous flow
analysis.

Simple constructions of background fields can, with relative algebraic ease, yield
non-trivial bounds on the quantity of interest. The main task for a given flow is to
construct background fields that capture the true asymptotic scaling of the system as
observed empirically. Taking the canonical case of Rayleigh-Bénard (RB) convection,
rigorous bounds have been continuously improved by increasingly sophisticated
background field constructions in the finite and infinite Prandtl number cases [111].

Recently, theoretical work has demonstrated that the background method and
alternative bounding methodologies [116, 128] can be formulated systematically
within a more general framework for bounding infinite-time averages called the
auziliary functional method [14, 15, 42]. This method is known to yield sharp bounds

for well-posed ordinary and partial differential equations under suitable technical
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CHAPTER 1. INTRODUCTION

conditions [126, 144]. The main advantages of this interpretation of the background
method [1, 2, 40, 60| as compared to the original formulation of the method by Doering
and Constantin [20, 28-30] are that (i) it allows for the consideration of generalized
perturbation energies and background fields, (ii) it can be used easily to bound
mean quantities not equivalent to the dissipation rate, and (iii) it always reduces
the search for a bound to a convex variational principle. Additionally, this convex
variational principle can be simplified using symmetries and, sometimes, improved
by incorporating additional constraints such as maximum/minimum principles. The
use of symmetries and especially the incorporation of additional constraints play a
pivotal role in the bounds obtained in this thesis.

In the task of constructing background fields, computational methods can be
of use. Even though no algorithm can produce rigorous bounds for all possible
values of a flow’s governing parameters, numerical approximations of the best bound
available to the background method can reveal the optimal scaling. If they do not,
computations can guide improved analysis. This was recently demonstrated for
Bénard-Marangoni convection at infinite Prandtl number [43, 44| and for internally
heated convection in this thesis.

Calculating the best upper bound that the background method has to offer requires
solving a minimization problem. When these problems are analytically challenging
they can be tackled numerically. This issue has historically been addressed using
delicate numerical schemes based on continuation and bifurcation analysis [34, 108,
109, 114, 119, 120, 137, 169]. Two simpler alternatives have emerged that do not
require continuation and have been applied successfully to a variety of flows. One
approach [2, 44, 45, 47, 48, 50, 140, 141] discretizes the minimization problem into
a semidefinite program (SDP)—a convex optimization problem where matrices
with affine dependence on the optimization variables are constrained to be positive
semidefinite. This SDP can then be solved using algorithms with polynomial-time

complexity [105, 106, 113, 150, 163]. The other approach [27, 92, 157-159] applies the
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CHAPTER 1. INTRODUCTION

steepest gradient method to the saddle-point formulation to derive time-dependent
versions of the Euler—Lagrange equations, which can be timestepped until convergence

to a stationary solution. This thesis utilises the former strategy.

1.2 Thermal convection

The fundamental physical process studied in this thesis is convection. The term
‘convection’ was first introduced by William Prout in 1834 though it was after Henri
Bénard’s experiments on thermal instability in 1900 that Lord Rayleigh paved the
way for a theoretical study of RB convection in 1920 [13]. While, mathematical
studies are recent convection is of significance by virtue of its prevalence in the
physical world.

In nature, on length scales larger than that of humans the preeminent process
affecting our lives is that of buoyant convection. Specifically, buoyant convection is
the overturning of a fluid due to rising lower density and falling higher density fluid
in order to minimise the potential energy in a system. Stable stratification occurs
when lower density fluid sits above higher density fluid. In the adverse scenario,
where some mechanism can cause lower density fluid to inhabit the space below
higher density fluid, instability can occur, and the fluid moves. One mechanism that
creates such an instability is the heating of a fluid from below. The motion generated
by this convection can lead to turbulence.

Convection causes transport and turbulence from the atmosphere to the oceans
and down to the core of the Earth. In the atmosphere, solar radiation is trapped
following absorption by gases either directly, after re-emission, or reflection off the
planet’s surface [145]. Atmospheric convection creates large-scale weather patterns
and forces winds that drive surface waves across the planet’s bodies of water. Heating
of the oceans by the same radiation also causes thermohaline circulation. More

precisely, thermal convection occurs as the upper layers of oceans absorb heat, partly
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CHAPTER 1. INTRODUCTION

evaporating to change the salinity of the water. Variations in salinity create variations
in density generating chemical convection. Both processes combine to drive planetary
thermohaline circulation [148].

Another geophysical environment in which convection is critical is the Earth’s
interior. The liquid outer core generates the magnetic fields protecting life on Earth
from the solar wind and cosmic rays. The expansion of the solid inner core generates
chemical variations in the outer core. Giving rise to chemical and thermal convection
that maintain the planetary dynamo [24, 133]. In addition to the core, convection
also plays a role in the Mantle. The bulk of the planet’s interior is the Mantle, where
convection, albeit on larger timescales, is critical to planetary dynamics. Mantle
convection sustains the temperature difference across the liquid outer core, and drives
tectonic activity. However, the majority of the heat in the Mantle comes from the
radioactive decay of isotopes |5, 103].

Convection of fluids is prevalent across geophysical scales. A key question is how
the thermal energy enters the system to create the necessary density variations. The
fluid in question could either (i) be heated from the boundaries as in RB convection
(ii) be heated from within as in internally heated (IH) convection, or (iii) be heated
by a combination of boundary and internal heating. The case (i) for a fluid confined
between two parallel plates and horizontally periodic has been well studied and is
the canonical setup for convection. Historically RB convection has been extensively
studied through experiments, numerical simulations, and mathematical analysis.
Instead, this thesis is concerned with cases (ii) and (iii) where heating is driven by

an internal heat source and possibly combined with boundary heating.

1.2.1 Internally heated convection

IH convection in a bounded domain between parallel plates is an alternative flow to
RB convection and has qualitatively different features. The dynamics of IH convection

also apply to flows driven by means other than temperature, such as density variations
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CHAPTER 1. INTRODUCTION

due to electromagnetic forces or chemical concentration differences [58]. TH convection
therefore warrants study in its own right to enhance the fundamental understanding of
buoyancy-driven turbulence, yet has received relatively little attention in comparison
with RB convection.

The first theoretical investigation into the linear stability of IH convection came
with the seminal work of Roberts in 1967 [124]. The linear stability analysis of IH
convection was prompted by the first experiments involving a fluid layer heated
internally only a year earlier [146]. The first experiments and numerical simulations
were for configurations where the lower boundary is a thermal insulator while the
upper boundary is maintained at a constant temperature |6, 16, 134, 139]. The
scenario of isothermal boundaries has since been researched in experiments [84] and
simulations both in 2D and 3D [57, 61] (see [58] for an extensive review). Two
other variations of IH convection that have been the subject of investigation are
that of non-uniform IH convection [83, 101, 122, 135, 138] and IH convection within
self-gravitating spheres [11, 12, 73, 123, 125].

[H convection is described by the Navier-Stokes equations with forcing due to
buoyancy. In writing down a system of PDEs to describe the motion of a fluid
driven by internal heating, the Boussinesq approximation is employed [132] . Initially,
consider a Newtonian fluid confined between two parallel plates separated by a
vertical distance d. The fluid has density p and py at a reference temperature Ty,
dynamic viscosity u, thermal conductivity k, thermal expansion coefficient «, specific
heat capacity c,, and is heated uniformly at a volumetric rate H. To simplify the
discussion we assume that the layer is periodic in the horizontal (z and y) directions

with periods L,d and L,d. The dimensional equations governing the dynamics, where
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CHAPTER 1. INTRODUCTION

hats denote dimensional variables, are

A

V-a=0, (1.2.1a)
£o <3tﬁ +u- @'&) + Vp = puAa — pges (1.2.1b)
po (T +14-VT) =V - (kVT) + H, (1.2.1c)

where © = (4, 0,w) and Af = V - (Vf) is the Laplacian operator on f. As part of

the Boussinesq approximation the following linear equation of state is assumed

p—po=o(Ty—T). (1.2.2)

To make the problem nondimensional the length scale is given by d, the time scale
by d*/k and the temperature scale by d?H/k pc,, where k = k/pc, is the thermal
diffusivity. Then with (1.2.2) and the assumptions of the Boussinesq approximation,
the equations governing the motion of the fluid in the nondimensional domain

Q=10,L,] x[0,L,] x[0,1] are [58]

Veou=0), (1.2.3a)
ou+u-Vu+Vp=PrAu+ PrRTe;, (1.2.3b)
OT +u-VT = VT + 1. (1.2.3c)

As a note the nondimensional temperature is in fact a temperature difference from a
reference value, while the pressure term coincides with pressure variation for domains
of height much less than the characteristic scale height [132]. The dimensionless
Prandtl and Rayleigh numbers are defined as

v

5
pro= g 9Hd
K

= 5
PCpVK

(1.2.4)
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T=0 T=0 0. T = —1
(a) (b) (c)
Ly L | \ [ \
T T T=0 0,7 =0 2,7 =0

Figure 1.1: IH convection between (a) perfect thermal conductors, (b) perfectly conducting top
and insulating bottom, (¢) poor thermal conductors. In all panels, IH represents the uniform unit
internal heat generation. Red lines denote the conductive temperature profiles (---) and indicative
mean temperature profiles in the turbulent regime (—).
The former measures the ratio of momentum and heat diffusivity and is a property
of the fluid, while the latter measures the destabilising effect of internal heating
compared with the stabilising effect of diffusion and is the control parameter in this
thesis.

The possible boundary conditions considered in this thesis for the velocity are
no-slip and free-slip, and for the temperature is isothermal, insulating bottom

isothermal top and insulating bottom fixed flux at the top. For reference later these

are respectively

u|.—g01} = 0, (1.2.5a)

Ww].=10,1} = Oxt|:={0,1} = O:v|.={0,13 = 0, (1.2.5b)
T|.=r013 =0, (1.2.5¢)

0.T|.—0 = T|.=1 = 0, (1.2.5d)

0.T|.—o = 0, 0.T|.—1 = —1. (1.2.5e)

The three thermal boundary configurations are sketched in Figure 1.1 with the
corresponding conductive temperature profiles and illustrative sketches of the mean
temperature profiles in the turbulent regime. Later chapters will refer to the thermal
boundary conditions by their physical representations. Specifically, isothermal

boundary conditions correspond to perfect thermal conductors, zero flux conditions
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CHAPTER 1. INTRODUCTION

to perfect thermal insulators, while a fixed flux condition (as in (1.2.5¢)) corresponds
to a poor thermal conductor.

In RB convection, due to continuous heat injection at the bottom boundary warm
fluid wants to move up while cold fluid moves downwards and the net heating is zero.
In contrast for IH convection the net heating is positive everywhere, which given the
preferred direction in the system due to gravity, creates a fundamental difference
between the bottom (stably stratified) and top (unstably stratified) thermal boundary
layers (see Figure 1.1)[63]. Furthermore the asymptotic scaling of the upper bounds
on heat transport in RB convection is the same for all thermal boundary conditions.

This is not the case for internally heated convection.

1.2.2 Integral relations

Significant insight can be gained into the dynamics of internally heated convection
as described by (1.2.3) by relatively simple manipulations. Let (f) denote the time-
and volume-average of some quantity f in Q. The result of taking (w - (1.2.3b)),

given either no-slip or free-slip boundaries is that

(T = }%(|Vu|2). (1.2.6)

The relation (1.2.6) states that the mean vertical convective heat transport, which
converts potential energy into kinetic energy, is equal to the viscous dissipation of

the fluid on average. In dimensional units (1.2.6) becomes

ga <wT> = v([Val?), (1.2.7)

and the left-hand side of (1.2.7) is the buoyancy flux. Since the viscous dissipation is a
non-negative quantity, the implication of (1.2.6) is that (w7') > 0. This lower bound
is sharp as it is always saturated by pure conduction and this flow state is attracting

for R below the energy stability limit. The lower bound need not necessarily be

22



CHAPTER 1. INTRODUCTION

attained for R above the energy stability limit. In IH convection, unlike RB, the
energy and linear stability limits are not equivalent such that subcritical convection
can occur for all possible thermal configurations (1.2.5¢)-(1.2.5e).

The demonstration of a uniform upper bound on (w7T') is also relatively trivial.
Let (f)n denote the horizontal time average of f. Then, taking the horizontal
time average of (1.2.3c), given impermeable boundaries, integrating in the vertical

direction from 0 to z gives

(WI)p = (0.1 — (0.1 |s=o)n + 2. (1.2.8)

This identity can further be integrated in z from 0 to 1 to obtain

1

(wT') = —(0,T|.=0)n + 3 (for (1.2.5¢)), (1.2.9a)
[T = —(Toco)n + % (or (125d)),  (1.2.9b)
W) = @i~ Tl — BTl + 5. (for (1250, (1299

There are three relations in (1.2.9) for the three possible thermal boundary conditions.
It is the case that for (1.2.9a) and (1.2.9b) where the upper boundary is isothermal,
we can invoke a minimum principle on the temperature (a rigorous statement and
proof of which is given in Lemma 2.3.1), which states that 7" > 0 within the domain.
The implication for (1.2.9a) is that since T'|,—o = 0, if T" is to be non-negative for all
z € (0,1) then 0.T|,—¢9 > 0. In the case of (1.2.9b) the implication on the minimum

principle is that T'|,—o > 0. Both of these inequalities immediately imply that

W) < (1.2.10)

N | —

There is no minimum principle on 7' for the boundary conditions (1.2.5¢), however

an upper bound on (wT") was demonstrated analytically [58] by use of the Poincaré
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and Cauchy-Schwarz inequalities to be

+ . (1.2.11)

However, as will be demonstrated in chapter 7, this uniform upper bound can be
exactly halved (cf. Theorem 7.1.1).

The parameters that determine the value of W are R, Pr, the aspect ratio and
initial conditions. This thesis aims to answer the question can a nontrivial relation

of the form

(wl') < 5 = f(R), (1.2.12)

l\DIr—A

be a priori determined from the governing equations?
A quantity of interest for which R-dependent bounds exist is m, equivalent to

the thermal dissipation and can be shown by evaluating (7" - (1.2.3c)). Specifically

1) = (VIT?), (1.2.13)

as with (wT) clearly (T) is non-negative. For a physical intuition in dimensional

units (1.2.13) states

i <T> - <yvjﬂ\2>, (1.2.14)

PCp
where the left-hand side is the temperature change due to internal heating and the
right-hand side the thermal dissipation. Laboratory experiments [74, 75, 85, 93]
and direct numerical simulations [39, 62, 63, 118, 136, 147, 170] indicate that the
dimensional mean temperature increases sublinearly with the heating rate, which,
in nondimensional terms, implies that m decreases with R. Scaling arguments for
Rayleigh-Bénard convection [64] can be applied to the top boundary layer of TH
convection [23, 62, 152] and one implication is that (T') ~ Pr=3R™3 when Pr < R4

and (T") ~ R™7 otherwise. The dependence of these predictions on the Rayleigh
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number agrees with rigorous lower bounds on (T") for both finite and infinite Pr

[97, 164] up to logarithmic corrections.

It was demonstrated that (T') < 5 for isothermal boundaries while (T) < 3

when the lower boundary is insulating [58, 62|. For all boundary conditions it has
been proven that m > cR_%, where ¢ is some constant independent of Pr, the
aspect ratio or initial conditions [97]. In the limit of infinite Prandtl number, the
lower bound on (T') was demonstrated to be (T) > ¢(R log R)_%, while if the no-slip

boundaries are replaced with free-slip (T') > ¢R~1 [164, 166]. Beyond experiments

and simulations, rigorous results exist about the scaling behaviour of (T') with R,

however no such results exist for (wT'). There is no a priori relation between the

quantities (wT') and (T') in IH convection. This thesis, for the first time demonstrates

that bounds can be proven on (wT') from the governing equations, without recourse
to ad hoc assumptions or heuristic arguments.

The numerical value of % for the uniform upper bound on (wT') emerges from
the choice of nondimensionalisation, instead a bound on W has clear physical
implications for any given thermal boundary condition. For isothermal boundaries,
the mean conductive heat flux is zero, so no well defined Nusselt number, Nu, exists.
Instead, m is a measure of the asymmetry of the heat leaving the domain due to
convection. Indeed, upon computing (z - (1.2.3c)) one can show that the horizontally

averaged heat fluxes through the top and bottom boundaries, denoted by Fr and

Fp respectively, can be expressed as

Fri=—0.(T),|.=1 = = + (wT), (1.2.15a)

Fpi= 0.(T),|sm0 = = — (WT). (1.2.15b)

Indeed the volume averaged heat flux vertically upwards is given as (J) = (wT),

re-illustrating that (wT') represents the role played by the velocity field, driven to

motion by internal heating, to transport heat.
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When the lower boundary is an insulator, the mean conductive heat flux is
positive, and the effects of convection on the enhancement of heat transport in the
system can be described using a Nusselt number. This is defined as the ratio of the
mean total heat flux to the mean conductive heat flux and can be expressed in terms

of (wT) as

_ (J) _ ) >_ 9wl -1
Nu_ucond)_ o _(1 27 T>> , (1.2.16)

where (Jeona) = (0T)p, = (T|,=0)n — (T|.=1)n = is the conductive heat flux. That a

well defined Nusselt number exists for configurations (1.2.5d) and (1.2.5¢) allows for

a useful comparison with RB convection.

1.3 Outline

The main aims and objectives of this thesis have been mentioned at relevant places
within the introduction and are stated once more here. R-dependent upper bounds
on the quantity W are proven for IH convection by use of the background field
method assisted by computational optimisation.

The bounds proven in this thesis are highlighted in Table 1.2. In addition to
the analytic bounds, numerical optimisation is carried out for a selection of cases in
Table 1.2 to obtain the best bounds within the framework of the background method.

The outline of the thesis is as follows. First, chapter 2 introduces the modern
formulation of the background method, stating and proving the minimum principle,
and stating the optimisation problem in generality for IH convection. In chapter 3
the boundary conditions considered are no-slip and isothermal ((1.2.5a) & (1.2.5¢))
where numerical and analytical bounds are derived with and without utilising
the minimum principle, these appear in two publication [2, 89]. Then chapter 4
analyses no-slip insulating bottom and isothermal top boundary conditions, proving
bounds numerically and analytically without a minimum principle and an analytical

bound when the minimum principle is utilised, the analytical bound appears in the
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Table 1.2: A summary of the R-dependent upper bounds on (wT') proven in this thesis, where any
¢ corresponds to constants independent of R or Pr with the respective values given in the respective
sections. For entries where a bound is said to be not known, there is no proven R-dependent bound.

Thermal b.c. Tz =0 T)=1 =0 0.T|,=1 =—1
T’z=0 - O 8ZT]Z:0 - O 8ZT]Z:0 - O
Uniform bound | 1 1 1 (l + L)
2 2 22 3
1
z 1 (1 1 -z 1 (1 1 1
No-slip ch3i . 2 <§+731>_CR T3 <5+73> —el
3 3
T —cRse 2R 1 RT5e 2
Free-slip % — ¢R™ % not known not known
Pr = 0o (no-slip) % —cR™? % —cR™* not known
Pr = oo (free-slip) | L — ¢R—2 not known not known

TBounds proven where the minimum principle is not utilised, such that at finite R, (wT') > 1/2 and hence
suboptimal relative to the uniform upper bound.

publications [89]. In chapter 5 analytical bounds for the boundary conditions of

the previous two chapters are considered when in the limit of infinite Pr, the work

appears in the publication [3|. With chapter 6 analytical bounds for isothermal

and free-slip boundaries are proven. Afterward, chapter 7 demonstrates numerical

and analytical bounds for no-slip boundaries where fixed flux thermal boundary

conditions are prescribed, published in [1]|, before presenting preliminary ideas in

chapter 8 where the same boundary conditions are used but with instead non-uniform

heating or cooling throughout the domain. Finally, chapter 9 provides concluding

remarks on the bounds proven with thoughts for future work and reflections on the

scaling laws obtained.

1.4 Notation

As is standard R" is the n-dimensional Euclidean space. The real and imaginary

parts of complex-valued quantity a are denoted Re(a) and Im(a), respectively and
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a* is the complex conjugate of a. Any vector quantity is denoted with lower-case
boldface.

Given an open bounded set as 2 C R” the compact set Q is its closure. Give
a positive integer ¢, C™(Q, R?) is the space of m—times continuously differentiable
functions mapping Q to R?. Given 1 < p < oo, LP(Q, R?) is the usual Lebesgue space
of p-integrable vector-valued functions, while L>°(€2, R9) is the space of essentially
bounded functions. The standard Lebesgue norms of f € LP(2,R?) and g €
L*(£2,R?), denoted by || f|zr(q) unless Q = [0,1], then for brevity we write || f]|,

and ||g||s which are

||f||m<m:[/9 Z|fi<m>|pd”m] - llglle = max [esssupgxm)].
i=1 Y

€N

For ¢ > 1 the (-th derivative of a function f(z;) is denoted O 1 f = f(2)
then primes are used to denote derivatives (e.g. f’). Let f = f(x,t) be a real-valued
function of a time variable ¢ € [0, +00) and working in Cartesian coordinates such
that z; = (z,y,2) = @, with (z,y) € R? and z € (0,1) and the standard velocity
vector u = (u,v,w). Overbars denote infinite time averages, angled brackets denote
volume averages while a subscript h denotes a horizontal average. More precisely in

Q =0, L,] x[0,L,] x [0,1] where L, is the length scale in x, L, is the length scale

in y then,
1 Ly Ly
= dyd 1.4.1
<f>h LxLy/O 0 f(xvyv Z,t) yawz, ( a)
1
= d 1.4.1b
= [ (1.4.1b)
{f) = limsupl/ (f)dt. (1.4.1c)
T—=oo T Jo

Functionals are denoted with calligraphic letters with arguments given in curly

brackets. The functional F acting on wu is denoted F{u}. The functional derivative
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of F at v is the functional ‘;—f : V — R such that

%{u} — lim F{v+ hu} — F{v}

h—0 h ’

provided the limit exists and is finite. If V' is a Hilbert space and % is a bounded
linear functional, then %—f can be identified with V' by the Riesz representation

theorem.
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Chapter 2

Bounding via auxiliary functionals

Fluid dynamicists are divided into,
hydraulic engineers who observe what cannot be explained,

and mathematicians who explain things that cannot be observed.

CYRIL HINSHELWOOD

This chapter introduces the approach known as the background method, by which
we prove the results in Table 1.2. A recent extensive review of the method is given
in [41], while its connection to other approaches to derive a priori estimates in
fluid mechanics is given in [14]. We refer to these papers for a general discussion of
the background method. Here we focus only on its application to the problem of
convection driven by uniform internal heating and, in particular, on the bounding of
the nondimensional vertical convective heat flux W As discussed in chapter 1,
this quantity has a different physical meaning depending on the thermal boundary
conditions of the particular example considered. Any modifications necessary for

the individual cases considered in this thesis are explained at the beginning of the

corresponding chapters (see chapters 5 to 7).
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2.1 Preliminaries

The aim of this chapter is to formulate optimization problems whose solutions yield
a priori upper bounds on (wT'), and which are derived by considering necessary
conditions that are satisfied by all solutions of the Boussinesq equations. Using the

nondimensionalisation from chapter 1, these are

V-u=0, (2.1.1a)
du+u-Vu+Vp=PrAu—+ PrRTes, (2.1.1b)
T +u-VT = AT + 1, (2.1.1¢c)

for an incompressible fluid between parallel plates occupying the domain €2 =
[—Lg, L] x [—Ly, L] x [0,1]. We remind the reader that the Prandtl number Pr is
the ratio of kinematic viscosity and thermal diffusivity, while the Rayleigh number
R measures the strength of the thermal forcing compared to diffusion; see (1.2.4) in
chapter 1 for more details.

As mentioned in chapter 1, we consider different sets of boundary conditions for
the temperature as well as the velocity. For this reason, it is convenient to define
various function spaces, each of which encodes a particular choice for the boundary
conditions. Let H?(2) be the usual Sobolev space of square-integrable functions on
Q2 with square-integrable (weak) pth order derivatives. We introduce two spaces of

incompressible velocity fields satisfying the no-slip and free-slip boundary conditions,

respectively:
U = {u € HX(Q) | V-u = 0, u is periodic in z,y, (1.2.5a)}, (2.1.22)
Uy : = {u € HX(Q) | V- u =0, u is periodic in z,y, (1.2.5b)}. (2.1.2b)

31



CHAPTER 2. BOUNDING VIA AUXILIARY FUNCTIONALS

Similarly, we will use three different temperature spaces, which encode whether the

top and bottom boundaries are insulated or isothermal:

T = {T € H'(Q) | T is periodic in z, v, (1.2.50)}, (2.1.3a)
To: = {T e HY(Q) | T is periodic in z,y, (1.2.5d)}, (2.1.3b)
T = {T e H'(Q) | T is periodic in =, y, (1.2.5e)}. (2.1.3¢)

Strictly speaking, 73 is not a linear space but rather an affine space, because it is
defined using inhomogenous boundary conditions.

Finally, as we will see in §2.3.1 below, it will sometimes be convenient to restrict
our attention to temperature fields that are nonnegative on 2. For this, we define
the sets

T ={TeT|T(x)>0ae xcQ}, ic{l,23} (2.1.4)

2.2 Upper bounds via the auxiliary function method

Having defined the setup, let us now derive an optimisation problem giving an upper
bound on (wT"). We start in §2.2.1 with a general strategy based on so called auziliary
functions, and then make a particular choice of quadratic auxiliary functions in §2.2.2.

This restriction leads to an approach which is equivalent to the background method.

2.2.1 General auxiliary functions

An a priori upper bound on (wT') can be derived with the use of an appropriately
chosen functional V. Indeed let (w(t),T'(t)) be a solution to (2.1.1) satisfying one of
the described set of boundary conditions discussed in chapter 1 , i.e., u € U; and
T € 7T; for some 7,j. Then, provided that a functional V : U; x 7, — R remains

bounded along solutions of (2.1.1), the fundamental theorem of calculus guarantees
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that

%V{u(t), T(t)} = limsup 1 /OT %V{U(t)a T(t)}dt

700 T

= lim sup V{u(r),T(7)} — V{u(0),T(0)}

T—00 T

— 0. (2.2.1)

We call V an auxiliary functional.

In the above equation, calculation of the time derivative of V{w(t), T'(¢)} using the
governing equations gives another functional on the relevant velocity and temperature
spaces, and we denote this functional LV (see §2.2.2 for an explicit example). Using

this notation and (2.2.1) we can then write

(wt)T(t)) = (wt)T(t)) + LV{u(t),T(t)}. (2.2.2)

In other words, we can construct infinitely many quantities that have the same time
average as (wT').

At this point we consider two key simplifications. First, we estimate the average
over time of (2.2.2) from above by the pointwise-in-time maximum of (w(¢)T'(t)) +
LV{u(t),T(t)} along the solution of the governing equations in (2.1.1). Then, since
such solutions can rarely be explicitly constructed, we estimate this maximum by the
maximum value that (wT") + LV{u, T} can take over all velocity and temperature
fields inside a set A for which solutions of (2.1.1) are known to belong, at least for
sufficiently large times ¢t > 0. Precisely, it is assumed that A is an absorbing set for

the dynamics governed by (2.1.1). It then follows from the above discussion that

(wt)T(t)) < (us;l)I;AﬂwT} + LV{u,T}}. (2.2.3)
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Since this argument holds for every functional V satisfying (2.2.1), we can in principle
optimize its choice to arrive at the minmax upper bound

(wt)T(#)) < inf sup {(wT)+ LV{u,T}}. (2.2.4)

V (u,T)eA

It is reasonable to wonder how conservative the estimates we have performed
to derive this last inequality are. It turns out that optimizing V' can yield sharp
bounds for well-posed ODEs and PDEs with compact absorbing sets A [126, 144].
Solving the minmax problem (2.2.4), however, is generally a very hard task. For this
reason, in this thesis we restrict the attention to a tractable but suboptimal family

of quadratic functionals V.

2.2.2 A family of quadratic auxiliary functions

A tractable family of functionals V was implicitly introduced by Doering and Con-

stantin in a series of papers [19, 28-30]. The analysis in these works uses quadratic

2> : (2.2.5)

where o and § are tunable non-negative numbers and ¢(z) is a tunable function

functionals V of the form

_ ] _« B ()
V{u, T} = <2Rpr|u|2 +3 ‘T -

satisfying the same boundary conditions as the temperature at the top and bottom
boundaries. The parameters a and [, often referred to as the balance parameters,
determine the relative weight of a term proportional to the kinetic energy |u|* and a
term similar to a “thermal energy” measured with respect to a background temperature
field p(2)/B. For simplicity, we will abuse the established terminology and simply
refer to p(z) as the background field. The goal throughout this thesis will be to choose
a, f and (z) to ensure that the right-hand side of (2.2.4) is finite and, ideally, as
small as possible. These choices, of course, will depend on the boundary conditions

imposed on w and 7', and on the parameters R and Pr.
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The first step to evaluate the bound in (2.2.4) with V in (2.2.5) for given choices
of a, f and (z) is to calculate the Lie derivative of V over solutions of the governing
equations (2.1.1), which we previously denoted as £V. When T', and consequently
©(z), satisfies the boundary conditions in (1.2.5¢) or (1.2.5d) (i.e., '€ Ty or T € T3),

one finds after appropriate application of integration by parts in (2.2.5) that

LV{u, T} = — <%\Vu]2 4 BIVT — (o — gp’(z))wT>

—((Bz = ¢(2))0.T + ¢(2)) . (2.2.6)

When T € T3, instead, it is more convenient to work with perturbations v from the

conductive temperature profile —22% 4 %, rather than with the full temperature 7.

2
The calculation is analogous and the result will be given in chapter 7, which is the
only place where the boundary conditions in (1.2.5¢) are studied.

Returning to the case in which either 7" € T; or T' € T3, and using (2.2.6), the
upper bound in (2.2.4) becomes

(w(t)T(t)) < inf sup { — <%]Vu|2 + BIVT)? — (a+ 1 — gp’(z))wT>

,8,¢(2) (u,T)eA

— (B2 = (AT +0(2)) }. (22.7)

The right-hand side can be rewritten as the equivalent constrained minimization

problem

inf {U|S{u,T}20 V(u,T)eA}, (2.2.8)

U,a,8,¢(2)

where

S{u, T} = (Z[Vul + BIVTT = (a +1 - ¢/ ()T

+{(Bz — ¢ (2)0.T + ¢(2)) + U. (2.2.9)
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This minimization problem (2.2.8) is still challenging to solve in general, and
its solution depends crucially on the choice of absorbing set A. In the next section,
we will consider two particular choices of absorbing set. The first is to consider
all velocity and temperature fields satisfying the incompressibility and boundary
conditions, i.e., A = U; x T; for choices of i, 7 € {1,2}. The second choice will appeal
to a “minimum principle” to restrict the attention to nonnegative temperature fields,

ie., we set A =U; X 7?“.

2.3 An improved optimization problem

In this section initially we assume that A = U; x T; for i,5 € {1,2}. It is not a
priori clear that parameters (U, p(z), a, B) exist for which the optimisation problem
in (2.2.8) is feasible. However, observing the structure of S in (2.2.9), a necessary
condition is that the parameters (o, 3, ¢(z)) are chosen such that the quadratic part
of § is positive semidefinite since A is a linear space. This necessary condition is

typically referred to as a spectral constraint.

Definition 2.3.1 (Spectral Constraint). The parameters (a, 3, ¢(z)) is said to satisfy

the spectral constraint if
<%|Vu|2 Y AIVTE — (e 41— Lp’(z))wT> >0, Y(u,T)€A. (2.3.1)

For sufficiently small R when u = 0 and since (8 is non-negative the condition
(2.3.1) can be satisfied when ¢(z) is the conductive temperature profile. In fact,
when ¢(z) is the conductive temperature profile (2.2.9) is exactly the energy stability
condition, and the flow is known to be stable at sufficiently small R > 0 [58]. Then,
intuitively it can be expected that above energy stability the positive |Vu|? remains

sufficiently large to control the indefinite term proportional to wT'.
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The optimization problem (2.2.8) remains difficult to solve and can be further
simplified. Let us define

o(z) =71(2) + 2z — 1. (2.3.2)

Where 7(z) appears, we will, with slight abuse of notation, also refer to it as the
background field. For clarity the boundary conditions on 7(z) are that if A = U; x T;
defined in (2.1.3a) then

7(0)=1, 7(1)=0, (2.3.3)

7(0)=-1, 7(1)=0. (2.3.4)
The functional S in (2.2.9) after substituting (2.3.2) becomes

S{u, T} = <%|VU|2 +BIVT — (o — T'(z))wT>
1

+{(Bz—T7'(2) = 1O, T +7(2)) +U — 5 (2.3.5)

In §2.4 below we will make use of (2.3.5) to derive explicit expressions for the extremal

values of U (and the best upper bound on (wT')) given optimisation parameters
(o, B,7(z)) which satisfy the spectral constraint. Before doing this, we will first

analyse the case where additional information on the positivity of the temperature

can be used to improve the eventual bound on (wT).

2.3.1 Utilising the minimum principle

One common strategy when using the background method has been in searching for

additional pieces of information that can improve the asymptotic behaviour of the

bounds. As discussed in chapter 1, the uniform upper bound (wT') < % (in the cases

that T' € T; for i € {1,2}) follows from the fact that a minimum principle for 7" holds.
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Interestingly, it turns out the optimisation problem (2.2.8) can also be improved
by utilising this additional piece of information. To use this fact, we assume that
A in (2.2.8) is of the form A =U; x T;" for i,j = {1,2} which corresponds to only
enforcing the constraint in (2.2.8) for temperature fields that are non-negative.

We will demonstrate that the search over a smaller set can give an improved
bound on W As discussed in chapter 1, for all configurations of uniform internally
heated convection where the upper boundary is a perfect thermal conductor, there

exists a minimum principle on T". We now prove this result. To do so it is convenient

to define the negative parts of T" as

T (x,t) := max{—T(x,t),0}. (2.3.6)

That a minimum principle holds follows if we can show that T vanishes for

sufficiently large times.

Lemma 2.3.1 (Minimum principle). Suppose T' solves the heat equation (1.2.3c),
where w satisfies V-u = 0 and w-n = 0 and the boundary condition T|,—; = 0.
Then

(T_(t)*) < (T-(0)*) e, (2.3.7)

for some > 0. In particular if T'(x,0) > 0 then T(x,t) > 0 for all t > 0.

Proof. The proof is analogous to arguments for Rayleigh-Bénard convection [52,
Lemma 2.1|. With the negative part of T given by (2.3.6), T_ is nonnegative
on the fluid’s domain 2. Multiplying the advection-diffusion equation (1.2.3c) by
T and integrating by parts over the domain using the boundary conditions and

incompressibility yields

| ~

% (T?) = — (VT?) — (T_). (2.3.8)

o,

t
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Since T_ vanishes at the top boundary, it follows from the Poincaré inequality that
<VTE> > <TE> for some constant > 0. Moreover since (7_) > 0, then it follows

from (2.3.8) that
1d

ST < (T2, (239)

Gronwall’s lemma [33] then yields
(T_(t)%) < (T-(0)%) e, (2.3.10)

so T_ tends to zero in L?(Q) at least exponentially quickly. This implies that
T(x,t) > 0 almost everywhere on the global attractor and that 7'(x,t) is nonnegative

at all times if it is so at t = 0. O

Remark 2.3.1. This result says that 7" > 0 on the global attractor for all initial
temperature fields that are non-negative and therefore on trajectories of interest

when trying to maximize (wT).

By choosing a restricted space A = U; x 7;* in (2.2.8) we can enforce the minimum
principle Lemma 2.3.1 when solving the optimisation problem to bound W To
actually solve the optimization problem (2.2.8) with this restricted choice of A, it
will be useful to introduce the notion of a positive linear functional. A functional

B :T; — R is said to be positive if B{T} > 0 whenever T" € 7;* . To make use of

the notion of B{T'} note that if B is positive and the constraint
S{u, T} > B{T}, V(uw,T) e U; x T;, (2.3.11)

holds, then S{u, T} > 0 for any (u,T) € A = U; x T;7. In other words, checking
feasibility of (2.2.8) for such a restricted choice of A can be performed using a positive
linear functional B and imposing the constraint (2.3.11).

Furthermore, (2.3.11) is less restrictive than the constraint S{u, T} > 0 since

B is not necessarily positive for T € 7;\77r Consequently whenever the minimum
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principle applies, we have that

(wT') < Bi?Tf} {U|S{u,T} > B{T}, Y(u,T) eU; x T;} (2.3.12)
U,o,8,7(2)
< ; igf( ){U|S{'u,,T} >0, V(u,T) e U; x T;}. (2.3.13)

Enforcing (2.3.12) in principle improves the bound that can be placed on (wT).
The following result gives a convenient form of a positive functional B sufficient

to prove the results in Table 1.2, the proof of which is given in appendix A. A more

technical argument can be used to demonstrate that we need not take any other B

to demonstrate the desired results, based on a convex duality argument [3].
Lemma 2.3.2. Let A : (0,1) — R be a square-integrable function. The bounded
linear functional B : T; — R for j € {1,2} given by

B{TY = — (A(2)2.T) — MO)(T|.—o)n, (2.3.14)

is positive if and only if A(z) is nondecreasing.

If X\ were differentiable, one could integrate the right hand side of (2.3.14) by
parts to obtain

B{TY = (N(2)T) , (2.3.15)

which is positive for any T € 7}+ and any nondecreasing A. Consequently, \' can
be viewed as a standard Lagrange multiplier for the condition 7'(x) > 0. Working
with (2.3.14) simply removes the differentiability requirement from A. In this thesis

we will often refer to A\ as the Lagrange multiplier enforcing positivity.
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Given Lemma 2.3.2 the optimisation problem exploiting the non-negativity of

temperature fields can be rewritten by substituting (2.3.14) into (2.3.12) to obtain

< i =0)h =
Wy < nf {U[S@.T)+AEIT) + AO(T]mos > 0

Y (u,T) € Ui % 7;}. (2.3.16)

The optimisation problem to be solved will be (2.3.16), in all instances where the upper
boundary is isothermal. In this case the functional S{w, T}+(\(2)0.T)+N(0)(T'|.=0)n

after rearranging becomes

<%|V’u,|2 +BIVT? — (a— T’(z))wT>

(B2 = 7(2) £ A(2)OT 4 7(2) + U — % +(AO) + D(Tloo)n. (2.3.17)

This thesis is concerned with solving optimisation problems for bounding (wT') with
numerical techniques to guide mathematical proofs. This task can be simplified
by exploiting the horizontal periodicity of w and 7. We next demonstrate how

periodicity can be used to obtain explicit expressions for the upper bounds.

2.4 Explicit bound for the minimization problem

The problem (2.3.16) applies for the thermal boundary conditions of (1.2.5¢) and
(1.2.5d) in which the upper boundary is isothermal. We now present explicit expres-
sions for the upper bounds on (wT') with respect to 3, 7(z) and A(z). It will be
demonstrated that without making a choice of background profile, a does not appear

in the explicit expression of the upper bound. The two different expressions in the

proposition below are for T" € 7; and T € T respectively.

41



CHAPTER 2. BOUNDING VIA AUXILIARY FUNCTIONALS

Proposition 2.4.1. (i) (Isothermal boundary conditions) Suppose that (c, B, p(z))
satisfy the spectral constraint of definition 2.5.1, with A =U; X Ty fori € {1,2}. Let
©(2) = 7(2) + 2 — 1 where 7(2) has boundary conditions (2.3.3) and let X : [0,1] = R
be such that (\) = —1. Then

e (3) o0

- T(Z)> : (2.4.1)

for any solution (u,T) to (2.1.1) satisfying (u,T) € U; x T.

(ii) (Insulating lower boundary) Suppose that (o, 5, p(2)) satisfy the spectral
constraint of definition 2.3.1, with A = U; x Ty fori € {1,2}. Let p(z) =7(2) +2—1
where 7(z) has boundary conditions (2.3.4) and let A : [0,1] — R be such that
A0) =—1. Then

(WT) < %‘F <%|Bz—¢’(z) + ()| —7’(2)>, (2.4.2)

for any solution (u,T) to (2.1.1) satisfying (u,T) € U; x Ts.

Proof. The proposition will be proven by appealing to the optimization problem
(2.3.16) and, in particular, making use of the horizontal periodicity of w and T to
simplify it. This initial manipulation is common to the proof of parts (i) and (ii) of
the proposition.

By periodicity of 4 and T" in « and y we can take the following Fourier decompo-
sition

T(Z’, Y, Z) ei(kzerkyy). (243)

'U/(.I',y72> k I&’k(z)
The sum is over wavevectors k = (k,, k,) compatible with the horizontal periods
L, and L,. We denote the magnitude of each wavevector by k = /kZ + k2. The
complex-valued Fourier amplitudes satisfy the complex-conjugate relations t_p = Uy,

and T_j, = T}, as well as the boundary conditions in (1.2.5¢) in the case of (i) or
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(1.2.5d) in the case of (ii). After inserting the Fourier expansions (2.4.3) into (2.3.17)
and applying Young’s inequality and using the incompressibility condition to write
the horizontal Fourier amplitudes @ and 0y in terms of g, the functional S{u, T} +
(A(2)0,T) + X(0)(T|.=0)n can be estimated from below, remembering that wy = 0

and dropping positive 4 and 07 for all k terms, as
S{u, T} + (M2)0.T) + AT |.—ohn > SofTo} + > Sdtin. Ti}, (2.4.4)
k
where

So{Tu} = (BT + (B2 — 7/(2) + N3+ 7(2) ) + U = 5 + (A0) + 1)(Tlecobn
(2.4.5)

and

Q

. 1 ) .
Se{g, Tr} = <§ (ﬁ w;;|2 + 2 |w,g|2 + k2 |wk|2>

FBITLE + BRATL = (a = 7/(2))anT ) . (24.6)

For both parts of the proposition, the bound U on (wT') is obtained by minimising
over «, 5, 7(z) and A\(z) under the constraint that the left hand side of (2.4.4) is
non-negative. The lower bound in (2.4.4) implies that this constraint can be satisfied
if we impose the stronger condition that the two terms on the right hand side of
(2.4.4) are individually non-negative. For both parts (i) and (ii) the assumption
that the spectral constraint (2.3.1) is satisfied implies that Sy > 0 for any k # 0.
Checking constraint feasibility and identifying the optimal U is then reduced to
considering whether Sy > 0. We now consider parts (i) and (ii) separately.

Proof of (i): In the case of the isothermal boundary conditions (1.2.5¢) where
Tp(0) = 0 which implies that

So{To} 1= (BT + (82 — 7(2) + ATy +7(2) ) + U — 2. (2.4.7)
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The smallest U for which S, is nonnegative for any admissible T} is therefore

U= % sup { — <5’T6|2 + (B2 —7'(2) + )\(z))Té + T(z)> } (2.4.8)
7:0(1):07
Tp(0)=0

The optimising temperature field in (2.4.8) can be found by solving the Euler-
Lagrange equations for T} subject to the boundary conditions on 7(2) in (2.3.3),

To(0) = Ty(1) = 0 and using the assumption (\) = —1 gives

Ty(z) = —— 22 24 2 (2.4.9)

Substituting (2.4.9) into (2.4.8) and rearranging gives the desired bound on (wT).
Proof of (ii): By assumption that A(0) = —1 the expression (2.4.5) is given by
(2.4.7) even in the case where the lower boundary is insulating. In this case the

smallest U for which S is nonnegative for any admissible 7} is therefore

1 . .
U=-+ sup { — <51T512 4 (Br —7'(2) + AT+ T(z)> . (2.4.10)
2 =0,

T4(0)=0
The optimising temperature field in (2.4.8) can be found by solving the Euler-Lagrange
equations with the boundary conditions on 7(z) (2.3.4) and T(0) = Tp(1) = 0, to
obtain

T'(2) = A(2)

i) = TG

z
7 5 (2.4.11)

Substituting (2.4.11) into (2.4.10) and rearranging gives the desired bound on (wT).
[

Remark 2.4.1. Velocity and temperature fields with a single nonzero Fourier mode
are admissible in the optimization problem (2.2.8), so the right-hand side of (2.4.4)
is nonnegative if and only if each term is nonnegative. Moreover, the real and

imaginary parts of the Fourier amplitudes wy and Tr give identical and independent
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contributions to Sk, meaning that we may assume them to be real without loss of

generality.

Remark 2.4.2. We may replace the minimization problem in (2.3.16) with

inf U
U, (2),A\(2),0,8
subject to  Sp{Tp} >0 VT, € T;, je€{1,2}, (2.4.12)

Sk{wk,Tk} >0 V(ﬁ)k,Tk) < A, Vk 7§ 0.

Any choice of U, 7(z), A(z) , a and [ satisfying the constraints yields a rigorous

upper bound on the mean vertical convective heat flux (wT').

Remark 2.4.3. If as an initial attempt, an upper bound is sought without utilising
the minimum principle, the optimisation problem is given by (2.3.13). The problem

(2.3.12) can be relaxed to (2.3.13) with the choice A = —1 throughout the domain.

Remark 2.4.4. For T € 7Ty, the uniform upper bound (wT) < = can be recovered

1
2
within our approach by taking o« = 0, 7 = 0, ¢ = z — 1 and letting 8 — 0. The

auxiliary functional in (2.2.5) becomes

Vi{u, T} = (1 - 2)T), (2.4.13)

which corresponds to the flow’s potential energy measured with respect to the upper
boundary. Whereas for T' € T3 even when using (2.4.13) the uniform upper bound

requires the use of the minimum principle.

2.5 Discussion

The final section of this chapter is dedicated to a discussion on the application of
the background method presented. A number of the steps taken in constructing

an optimisation problem to bound (wT') could have been generalised. The reasons

why such generalisations were not used will be explained, in addition to means of
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0
I
PDlélf;ols <U)T> ‘
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attractors -

sup (wT) ‘
PDE sols
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background field method

<

inf <wT>‘ <

attractors

.B8,0(2) (u,T)eh

inf  sup (wT)+ LV{u,T}

I
Table 1.2

Figure 2.1: Illustrative diagram of the hierarchy for the analysis of the asymptotic behaviour of
(wT) in TH convection. The leftmost blue rectangle is the minimum over all solutions to (2.1.1).
This is bounded from above by the min. and then max. over the attractors of (2.1.1) in the
turbulent state. Both of which are bounded from above by the maximum over all possible solutions
to (2.1.1). The final inequality, in a red rectangle, is the relaxation to the background field method,
where one minimises over optimsiation parameters and maximises over (u,T) € A where LV is the
Lie derivative of the functional V in (2.2.5) over (2.1.1).

supplementing the analysis for variations of the problem of uniform internally heated
convection.
In the context of proving upper bounds, Figure 2.1 shows the hierarchy of bounds

for (wT) and where the background method lies in these ideas. Furthest left in the
figure is the minimisation of m over all solutions, which is zero since this is equal
to the value achieved by the steady conductive solution. This is bounded from above
by the minimum then maximum over the attractor/s of (2.1.1) in the turbulent
state. All of which is bounded from above by the maximum over all solutions to
(2.1.1). The final blue rectangle is a difficult problem to solve and can be simplified
by expanding the maximisation to be over divergence free velocity fields, satisfying
an energy relation and (2.1.1c). This is the optimal wall-to-wall transport method.
However the relaxation we make from the final blue rectangle is the background field
method as outlined in this chapter. The optimisation is a minmax problem over
tunable balance parameters and background fields and for an appropriately defined
set A for the velocity and temperature field. However, there are particular choices in

the background method approach outlined in the previous sections which we now

discuss.
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The first possible generalisation is in the quadratic functional (2.2.5). One could
imagine replacing the |u|?> with a more general term of the form |u — 1p(x)|?, where
1 can be viewed as background velocity field. To understand why we do not use
such a field 9 in our analysis we can observe that the Boussinesq equations (2.1.1)

are invariant under horizontal translations and under the “flow reversal” operation

u(x,t) Gu(Gzx,t) -1 0 0
Tx,t)| ™ | T(Gz,t) |- G=1|0o0 -1 0o]- (2.5.1)
p(x, 1) p(Ga, 1) 0 0 1

Any bound which can be proven with a given V can also be proven with a ) that
is invariant under G. For (2.2.5) to be invariant under horizontal translations
the background fields @ and ¢ must depend only on the vertical coordinate z.
Since 1 must be incompressible we have ¥ = (¢1(2),12(2),0). Invariance under
the transformation in (2.5.1) requires ¥ (x) = Gy (Gx), i.e., P1(z) = —11(z) and
1o(z) = —1by(z). This can be true only if b = 0, demonstrating that the generalized
background velocity field may be taken to vanish identically.

Secondly, within the quadratic auxiliary functional (2.2.5) there is no w7 term. It
is known that when applying the background method to double-diffusive convection,
a cross term is necessary to prove any bound at all [4]. Consequently, it is natural to
ask if a wT term in (2.2.5) could also assist and improve the bounds we are able to
prove in this thesis. It can be demonstrated that for Rayleigh—Bénard convection
a cross-term does not help when trying to bound the mean vertical convective
heat flux with the background field method [41]. If instead a poloidal and toroidal
decomposition is carried out for Rayleigh—Bénard convection then bounds can be
proven while enforcing additional constraints on the admissible flow states for a

different flow quantity to the Nusselt number [141].
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In chapter 5 and chapter 6 bounds on (w7T') are proven with a background method
that is augmented with additional information. While the two class of problems
addressed in those chapters constitute different flows, of infinite Prandtl number
convection and free-slip convection in two or three-dimensions, it is nevertheless
interesting that additional information is incorporated into the method. In the
case of infinite Prandtl number convection, the functional (2.2.5) is changed to
reflect the new governing equations and a pointwise relation between the velocity
and temperature are utilised to prove qualitatively different bounds on W for all
R. In the case of free-slip boundaries, the functional in (2.2.5) is altered and the
background method utilises information available in the vorticity equation for two
dimensions, or in a pseudo-vorticity in three dimensions.

One final comment is that for Rayleigh—Bénard convection, the balance parameters
« and [ can be taken to be independent of the Rayleigh and Prandtl numbers without
worsening the dependence on the Rayleigh number of the bound on the convective heat
transport. One major difference when bounding W for internally heated convection

is that, as we shall demonstrate in this thesis, careful choices of R-dependent balance

parameters can lead to bounds with a better asymptotic behaviour for large R.
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Perfectly conducting boundaries

Begin with the simplest examples.
The art of doing mathematics consists in finding that special case which

contains all the germs of generality.

DAviD HILBERT

To investigate heat transport due solely to convection driven by internal heating,
the natural boundary conditions to take are that of isothermal boundaries held at the
same temperature. Without loss of generality we choose the boundary temperature
to be zero. All the results in §3.2 and §3.3.1 appear in publication [2]|, whereas
§3.3.2 appears in [89]. The physical correspondence of this boundary condition is
to perfect thermal conductors. Heat generated within the domain drives convection
which determines the heat loss out of the top and bottom boundaries. As discussed
in the introduction, in this boundary configuration W is a measure of the vertical

asymmetry of heat transport due to convection and is related to the heat fluxes

through the top and bottom by the exact relations

. 1

Fr=—+ (wT), Fp = 5 (wT). (3.0.1)

N —

A Nusselt-like quantity can be defined in this configuration by considering the

qualitative behaviour of the mean temperature (7'). The average outward conduction
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above and below the plane over which (7)), is maximised is equal to 2(T");, [62]. If

one assumes that at high R the temperature field is well mixed, then (T) scales

in the same way as the maximum of (T'),. The ratio of the total (predominantly

convective) heat flux to the conductive heat flux is therefore 1/(2(T);) ~ 1/(T). It
is for this reason that all prior analysis was carried out on (T). As there is no a
priori relation between m and W, upper bounds on (w—T> were not known prior
to this thesis.

In this chapter we first setup up the problem in §3.1, before demonstrating
numerically the optimal bounds for the W initially without and then with a

minimum principle enforced §3.2 and §3.3 respectively. In each subsection inspired

by the numerical results we prove two theorems.

3.1 Setup

The kinematic and thermal boundary conditions considered in this chapter are

T|z:{0,1} =0, (3.1.1b)

where u € U; and T € T; as defined in (2.1.2).

For any value of R and Pr, the Boussinesq equations for uniform internally
heated convection (1.2.3a—c) admit the steady solution, u = 0, T' = $z(1 — z), which
represents a purely conductive state. This solution is attracting for any values of the
horizontal periods L, and L, when R < 26926 [58| and is linearly unstable when R
is larger than a critical threshold Ry & 37325 [25], the exact value of which depends
on the horizontal periods. Sustained convection ensues in this regime, but has also
been observed at subcritical Rayleigh numbers [147]. Our goal is to characterize the

mean vertical convective heat flux through the layer, (wT'), as a function of R. We

prove the following two theorems.
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Ry

Figure 3.1: Representative plots of the three analytical upper bounds on (wT), first the uniform
in R upper bound of % (==+), then the bound proven in Theorem 3.1.1 (=) and finally the bound
proven in Theorem 3.1.2 (=—). R; denotes the Rayleigh number above which Theorem 3.1.2 becomes
the best provable upper bound on (wT')

Theorem 3.1.1 (Isothermal). Suppose that w and T solve (1.2.3) subject to the

no-slip isothermal boundary conditions in (3.1.1). For all sufficiently large R > 0

(wT) < cR5.

Ut

(3.1.2)

Remark 3.1.1. It is shown in §3.2.2 that the theorem holds with ¢ = 274

Upper bounds on (wT") imply bounds on the heat flux out of the top and bottom

boundaries.

Corollary 3.1.1. For all sufficiently large R

1 1 1
Fr<g+eRs and Fp2 g - cR3. (3.1.3)

The bound in Theorem 3.1.1 is derived without the minimum principle (Lemma 2.3.1).

Enforcing this additional information leads to an improved bound at large R values,

1

5 from below. Figure 3.1 shows representative plots of the

which asymptotes to
three bounds, the horizontal dashed line denoting the previously known uniform in
R upper bound, while the two curves show the upper bounds proven in this chapter.

There is a R; above which for all R, the bound enforcing the minimum principle is

the best available result. More precisely, in §3.3.2 we prove the following theorem.
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Theorem 3.1.2 (Isothermal enforcing 7' > 0). Suppose that w and T' solve (1.2.3)
subject to the boundary conditions (3.1.1). There exist constants ci,ca > 0 such that

for all sufficiently large R > 0,

(wT) < = — ¢,R5 exp (—c2R?). (3.1.4)

N —

Remark 3.1.2. It is shown in §3.3.2 that the theorem holds with ¢; = 27335 and

¢y = 2723% for any R > 4.

Corollary 3.1.2. For all sufficiently large R,

Fr<1-— clR% exp (—ch%> and Fp > CQR% exp (—CQR%>. (3.1.5)

3.2 Optimal bounds at low R

Initially we ignore the minimum principle for the temperature field, so the analysis
can be seen as a ‘“classical” application of the background method. In §3.3, instead,
we improve the analysis by taking the minimum principle into account through a
Lagrange multiplier.

In this section we take A = —1 in (2.4.1). For the case of equal and isothermal

boundaries, the upper bound on (wT') follows from solving (2.3.16) with A = —1.

The expression for S{u, T’} becomes
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The best upper bound U on (wT') that can be proven with the approach described

in chapter 2 is

(W) < inf AU S{u,T} > 0V(w,T) € A}, (3.2.2)

where A = U; x T;. The right-hand side of (3.2.2) is a linear optimisation problem
because the optimisation variables, U, 7(z), o and /3, enter the constraint S{u, T} > 0
and the cost U linearly. If the spectral constraint from definition 2.3.1 is satisfied for
the boundary conditions of (3.1.1), then it is possible to bound (wT') from above in
terms of the optimisation parameters.

Finally, the explicit expression for the bound on (wT') from (2.4.1), becomes

<wT> < U(Ck,ﬂ,T) = % + <£‘6(Z - %) - 7—,(2) - 1|2 - T(Z)> . (323)

The proof of the explicit upper bounds on (wT) from (2.4.1) passes the variables

(u,T) into Fourier space where by incompressibility the boundary conditions are

We(0) = ), (0) = 1 (1) = W}, (1) = 0, (3.2.4a)

Tr(0) = Tjo(1) = 0. (3.2.4b)

For computational ease and to prove the bounds on (wT") in §3.2.2 & §3.3.2 we
utilise a stronger version of the spectral constraint S > 0 where Sk, is given in (2.4.6)
(with a comparison presented in appendix D). Given the boundary conditions on wy
(3.2.4), we have the interpolation inequality

||

<7 + k2|wk|2> > (2]wg,]?) . (3.2.5)
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By use of (3.2.5) we can estimate (2.4.6) from below. This implies that for all @, T

subject to (3.2.4)
- “ 4 ~ ~
Sz (1) = (IO 4 BITP - (0= P@WT) (320

then the constraint S > (0 is sufficient to enforce S, > 0. Since this condition is

independent of k& we drop the subscript to ease notation for the rest of this chapter.

The optimisation problem for the bound on (wT) can then be stated as,

inf U
Ur(z),a,0
subject to  So{Tp} >0 VT : (3.2.4b), (3.2.7)

S{w, T} >0 Vi, T : (3.2.4a,b).

While the estimate S, > S simplifies analysis and computations, it worsens
the optimal bound on W that can be proved. However, this worsening is only
quantitative, while the scaling with R remains unchanged. Also, considering the
simplified spectral constraint S > 0 allows for significant computational savings
when optimizing bounds numerically, because it removes the need to consider a
large set of wavenumbers and improves the implementation of simple piecewise-
linear basis functions (appendix C). This allows for discretization of (3.2.7) and its

generalization (3.3.3) derived in §3.3 below on very fine meshes, which is essential to

resolve sharp boundary layers in 7 accurately.

3.2.1 Numerically optimal bounds

The best upper bounds on (wT') implied by problem (3.2.7) can be approximated
numerically at any fixed Rayleigh number either by deriving and solving the cor-
responding nonlinear Euler-Lagrange equations [120, 158, 159], or by discretising

it into a semidefinite programme (SDP) [44, 46, 47, 140, 141|. Here, we choose the
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Figure 3.2: (a) Optimal bounds on (wT') obtained by solving the wavenumber-dependent prob-
lem (2.4.12) with horizontal periods L, = L, = 2 (--=) and the simplified problem (3.2.7) (—). Also
plotted are experiments by [85] (x), 2D DNSs by [62] (a) and 3D DNSs by [63] (u). Circles mark
values of R at which optimal profiles 7(z) are plotted in panel (b). The dashed horizontal line (-==)
is the uniform bound (wT) < 1/2. (b) Optimal profiles 7(2) at R = 10* (—), 10° (—) and 10¢ (—).
(¢) Optimal balance parameters o (=, left axis) and S (--=, right axis) as a function of R.

latter approach because it preserves the linearity of (3.2.7); details of our numeri-
cal implementation are summarised in Appendix C. Numerically optimal solutions
to (3.2.7) for 10> < R < 107 are presented in §3.2.1, while suboptimal but analytical
bounds are proved in §3.2.2.

Figure 3.2 compares the numerically optimal upper bounds U on the mean vertical
heat transfer (wT) to experimental [85] and DNS data [62, 63]. The bounds were
calculated by solving the minimization problem (3.2.7) for a fluid layer with horizontal
periods L, = L, = 2, and with the simplified problem (3.2.7), which is independent
of wavevectors and, therefore, of L, and L,. As expected, the bounds obtained
with (2.4.12) are zero when the Rayleigh number is smaller than the energy stability
limit Rp =~ 29723, which differs slightly from the value 26 927 [58] due to our choice

of horizontal periods. They then increase monotonically with R, showing the same

qualitative behaviour as the bounds computed with the simplified problem (3.2.7),
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which reach the value of £ at R = 259032. Both sets of results exceed the uniform
upper bound W < % for sufficiently large Rayleigh numbers.

Numerically optimal profiles of 7(z) for the simplified bounding problem (3.2.7)
at selected Rayleigh numbers and the variation of the optimal balance parameters o
and § with R are illustrated in Figures 3.2(b) and 3.2(¢) respectively. As expected
from the structure of the indefinite term (a — 7/(2))wT of the functional S, the
derivative 7 in the bulk of the domain approaches the value of o as R is raised
and leads to the formation of two boundary layers. Moreover, the asymmetry of the
boundary layers reflects qualitatively the asymmetry of the IH convection problem
we are studying, which is characterized by a stable thermal stratification near the
bottom boundary (z = 0) and an unstable one near the top (z = 1). However, note
that while 7 is related to the background temperature field, it is not a physical
quantity and need not behave nor scale like the mean temperature in turbulent
convection.

Other insightful observations can be made by considering the critical temperature
fields Tp, which minimize the functional SO{TO} for the optimal choice of 7, ar, 5 and U.
These critical temperatures can be recovered upon integrating (2.4.9) with boundary
conditions Ty = 0, and are plotted in Figure 3.3 for a selection of Rayleigh numbers.
As one might expect, when R is sufficiently small such that U = 0, TO = %z(l —2)
coincides with the conductive temperature profile. With the onset of convection and
increasing R, boundary layers form at z = 0 and z = 1 and the maximum of |7

decreases. The profiles are also consistent with the uniform rigorous bound (T") < -

12
[58]. However, for sufficiently high Rayleigh numbers they are evidently not related
to the horizontal and infinite-time averages of the physical temperature field, because
they become negative near z = 0. Interestingly, as shown in Figure 3.3(d)&(e), this

unphysical behaviour first occurs away from the boundary at R = 256 269, while

the numerical upper bound on (w7T') reaches the value of % only at 259 032, when

T/(0) = 0. The latter is not surprising because the identity TO)=1— , derived
0

1
2
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Figure 3.3: Top: Critical temperature Ty (z) recovered using (2.4.9). Colors indicate the Rayleigh
number. Panels (a) and (¢) show details of the boundary layers. Middle: Detailed view of Ty for
R = 256269, 257500, and 259032. Dashed lines (--=-) are tangent to Ty at z = 0. In (d), Ty is
nonnegative and has minimum of zero inside the layer. In (e), Tp is initially positive but has a
negative minimum. In (f), T}(0) = 0 and there is no positive initial layer. Bottom: Upper bounds
U on (wT). Circles mark the values of Ra considered in (d-f) and U = 1/2 at R = 259032.
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from (3.0.1) upon recognizing that Fp = T’(O), implies that an upper bound of %
on (wT) is equivalent to a zero lower bound on T/(O), which is obtained when 7}(0)
vanishes. It is therefore clear that the bounding problems (2.4.12) and (3.2.7) fail
to improve the uniform bound (wT’) < 1 [62] at large R due to a violation of the

minimum principle for the temperature, which was not taken into account when

formulating them.

3.2.2 Analytical bound

The numerical results in the previous section demonstrate that optimising 7(z), a and
[ cannot improve the uniform bound W < % at arbitrarily large R. Nevertheless,
it is possible to derive better bounds analytically over a finite range of Rayleigh
numbers by considering piecewise-linear profiles 7(z) with two boundary layers, such
as the one sketched in Figure 3.4. Even though the numerically optimal profiles in

Figure 3.2 show no symmetry with respect to the vertical midpoint z = %, we impose

anti-symmetry and take

( a—+1
— — <z <
1 <25 a)z, 0<z2<9
7(2) = 1 az+%(1 — ), 0<z<1-9¢ (3.2.8)
a+1
— 1-— 1—0<2<1
(45t -a)a-a, 1-i<est

where ¢ is a boundary layer width to be specified later. This considerably simplifies
the algebra, at the cost of a quantitatively (but not qualitatively) worse bound on
(wT). Our goal is to determine values for &, o and § such that 7(z) satisfies the
constraints in the reduced optimisation problem (3.2.7), while trying to minimise its
objective function. A R dependent variation of the parameters follows from enforcing

the spectral constraint.

We begin by finding a simple sufficient condition that ensures S > 0 (3.2.6).
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0 1
Figure 3.4: General piecewise-linear 7(z), parametrized by the boundary layer widths ¢ and €, the

bulk slope « and the boundary layer height o. In our proof, we set e = ¢ and o = % -« (% — (5) to
obtain a profile that is anti-symmetric with respect to z = 1/2.

Lemma 3.2.1 (Sufficient condition for spectral constraint). Let 7(z) be given by

(3.2.8). Suppose that
8vap
(a+1)VR

Then the spectral constraint S > 0 in (3.2.6), is satisfied.

5= (3.2.9)

Proof. Given 7(z) from (3.2.8) where 7/(z) = « for z € (§,1 — 9), then the sign-

indefinite term in (3.2.6) is

<(a - T'<z))wkfk> - /[O é]u[l—a](& — ()T dz. (3.2.10)

To estimate the integral over [0, 0], we apply the fundamental theorem of calculus,
the boundary conditions (3.2.4) and the Cauchy—Schwarz inequality to obtain the

estimates

iy (z) = / B(6) dE < VZ [ o, (3.2.11a)
Ti(2) < vz | T3 (3.2.11b)

Due to the choice of 7(z), a — 7’ is the same in both boundary layers and estimates

analogous to (3.2.11) hold at the upper boundary where 1 — z replaces z. We pick
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up a factor of 2 and using the estimates (3.2.11), the sign-indefinite term becomes

) )
2 [0 =P EDlintidds <20 =7 Glumos | lin]Tilds
0 0
5 A~
< 2o — (=)l ~(0s) / R TARAR

= 6*lJor — 7' (2) | Lo 0.8) 1 12| T 2- (3.2.12)

Substituting this estimate into S given by (3.2.6) yields

4o

s> = I0&ll5 = 0%la = 7' ()| 0.0 | DR ll2 1 Till2 + BITRI3: (3.2.13)

The right-hand side of the last inequality is a homogeneous quadratic form in the

variables ||@}||2 and ||T}||2, which is nonnegative if the discriminant is nonpositive.

When 7 is as in (3.2.8), the condition for positivity is

64a

52 1)2 <
(a1 <2

(3.2.14)

which holds for § in (3.2.9). O

Proof of Theorem 3.1.1

For any choice of «, f and ¢ satisfying the assumptions of Lemma 3.2.1, substituting

7(z) (3.2.8) into (3.2.3), gives an explicit bound on (wT') in terms of the parameters.

We have that

W) < +<$\ﬁ(z—%)—T’(Z)—1!2—T(2)>

B (a+1)2 (a+1)?
- Bt e (3.2.15)

DN | —
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Setting 0 according as (3.2.9), gives

T - B (@+DVR (a1

48 64+/ a3 4B
64 N (a+1)*VR

48 " 64y ap?

The values of o and 5 minimising the right-hand side of (3.2.17) solve

IN

i(oé +1)*(5a — 1) = 0,
1284/a3 33
L 9(a+1)*VR 0
8/ afd ’
and can be found explicitly as
1 9 1
a=g and B = ERE.

Substituting these values into (3.2.17) results in

This proves Theorem 3.1.1.

(3.2.16)

(3.2.17)

(3.2.18a)

(3.2.18b)

(3.2.19)

(3.2.20)

Remark 3.2.1. The bound in (3.2.20) plotted as a solid line in Figure 3.5, is smaller

than the uniform bound of § up to R = 2'% = 32768, which is approximately 1.22

times larger than the energy stability threshold.

Remark 3.2.2. The right-hand side of (3.2.16) can be optimised numerically for o

and (. This gives an improved bound as compared to the fully analytic result shown

with the dot dashed blue line in Figure 3.5.
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Figure 3.5: Comparison between the semi-analytical bounds computed with (3.2.16) and (3.2.18a,b)
(=+=), the explicit bound (3.2.20) (=), the numerically optimal bounds obtained in §3.2.1 with (2.4.12)
(===, Ly = L, = 2) and with (3.2.7) (), and experimental and DNS data (see Figure 3.2 for a
key of the symbols). A dashed vertical line (---) indicates the smallest energy stability threshold,
R ~ 26926, while a dashed horizontal line (---) indicates the uniform upper bound (wT) < 1.

3.3 Bounds utilising the minimum principle

The upper bounding principle derived in §3.2 can be improved by imposing the
minimum principle from Lemma 2.3.1, which guarantees that temperature fields
solving the Boussinesq equations (1.2.3a—c) are nonnegative in the domain 2 at large
time.

The major variation from §3.2 is that we optimise over A(z) instead of fixing

A = —1. The explicit expression for the bound given by Proposition 2.4.1 is

T} <U =3+ (L8 -5 - 7(2) + A@)[ = 7(2), (3.3.1)

IN2)) = 7(1) — 7(0) = —1. (3.3.2)
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The optimisation problem to be solved both numerically and analytically in this
section is
inf U
U,a,8,7(2),A\(z)
subject to  So{Tp} + <)\(2)T6(z)> >0 VT, : Th(0) = 0 = Ty(1),
S{w, T} >0 V&, T: (3.2.4a,b),

A(z) nondecreasing and (\) = —1.

If one does not simplify the spectral constraints, one obtains a very similar problem
where S is replaced by the k-dependent functional appearing in (2.4.12). This
problem gives a quantitative but not qualitative improvement to the bound on W
but has a higher computational complexity than (3.3.3).

The analysis and computations of §3.2 demonstrate that if one wants to improve
on the uniform bound W < % at large R, one must invoke the minimum principle
for the temperature explicitly to avoid unphysical critical temperatures To. As
discussed in §2.3.1, upper bounds on W that take this principle into account can

be found by solving (3.3.3). Numerically optimal solutions to (3.3.3) are presented
in §3.3.1.

3.3.1 Numerically optimal bounds

Problem (3.3.3) was discretised into an SDP and solved with the high-precision
solver SDPA-GMP [171] for 2.0 x 10> < R < 3.4 x 10°. The MATLAB toolbox
SPARSECOLO [54] was used to exploit sparsity in the SDPs. At each Rayleigh number,
we employed the finite-element discretisation approach described in Appendix C on a
Chebyshev mesh with at least 6000 piecewise-linear elements, increasing the resolution
until the upper bounds changed by less than 1%. Achieving this at R = 3.4 x 10°

required approximately 12200 elements. The numerical challenges associated with
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Figure 3.6: (a) Optimal bounds U on (wT') computed by solving (3.3.3), which incorporates the
minimum principle for temperature (=). Also plotted (=:=) are the bounds computed without the
minimum principle (A(z) = —1). (b) Detail of the region inside the red dashed box (---) in panel (a).
(c) Difference between our optimal bounds and the uniform bound (wT") < 1/2, shown in all panels
as a dotted line (~+). In (b) and (¢), a circle at R =~ 256 269 marks the point at which A(z) begins
to vary from —1, while stars (x) mark the Rayleigh numbers at which 7 are plotted in Figure 3.7.

setting up the SDPs accurately in double-precision using SPARSECOLO on even
finer meshes prevented us from considering a wider the range of Rayleigh numbers.

Figure 3.6 compares numerical upper bounds on the heat transfer obtained with
(solid line) and without (dot-dashed line) the minimum principle for the temperature,
that is, by optimising A(z) or by setting A\(z) = —1 in (3.3.3), respectively. The
results for the latter case coincide with those described in §3.2.1 and are shown in
Figure 3.2.

The choice A(z) = —1 is optimal for R < 256 269. For higher R, the numerical
upper bounds on <w—T) with optimised A(z) are strictly better than those with
A(z) = —1 and, crucially, appear to approach the uniform bound % from below as
R is raised. Note that although the deviation from % is small at the highest values
of R that could be handled, it is much larger than the tolerance (1072°) used by
the multiple-precision SDP solver SDPA-GMP, giving us confidence that it is not a
numerical artefact. Moreover, the deviation from % of the numerical bounds, shown
in Figure 3.6(c), appears not to decay as a power law. If the optimal bound available
within our bounding framework has the functional form % — ¢ R™*, the range of
Rayleigh numbers spanned by our computations is too small to accurately predict

the exponent and the prefactor, in any case it is clear that the decay is much faster

than predicted by the heuristic arguments in appendix B.
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Figure 3.7: (a) Optimal 7(2) in the entire domain, plotted for 0 < 7 < 0.006 for visualization
purposes. At all Ra values, 7(0) = 1. (b) Logarithmic plot of 7(z), highlighting the behaviour
near z = 0. Coloured lines correspond to the Ra highlighted in Figure 3.6, for R = 2.6 x 10° (),
2.8 x 105 (—), 3.0 x 105 (=), 3.2 x 10° (=). Dashed lines (---) mark the boundaries of the sublayers
(0,80), (80,61) and (81,02), and the sublayer edges are labelled explicitly for R = 3.2 x 10°. (¢)
Variation with Ra of the optimal balance parameters o (=) and g (--=) for (3.3.3). (d) Ratio of
balance parameters, b/a, when the Lagrange multiplier is active.

Optimal profiles 7(z) for selected Rayleigh numbers are shown in Figures 3.7(a,b)
and differ significantly from the corresponding profiles in Figure 3.2(b) obtained
when the minimum principle for the temperature is disregarded. When the minimum
principle is enforced, 7(z) appears to approach zero almost everywhere as R is raised,
but always satisfies 7(0) = 1. This leads to the formation of a very thin boundary
layer near z = 0, which at high R consists of three distinct sublayers identified by
two points, z = dp and z = 47, at which 7(z) is not differentiable. These are indicated
by gray dashed lines in Figure 3.7(b). In the first sublayer, from z =0 to z = dp, T
is observed to vary linearly. The second sublayer, §y < z < 41, is observed only for
R > 2.6 x 10° and we observe that 7 ~ z~! approximately. The third sublayer, from
z = 07 to the point z = J, at which 7(z) attains a local minimum, does not have
a simple functional form. In the bulk, 7(z) increases approximately linearly with

slope very close to «, and the condition 7(1) = 0, which emerges as a result of the

optimization, is attained through a small boundary layer of width € near z = 1. We
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choose the boundary of this layer as the point z = 1 — ¢ at which 7(z) has a local
maximum.

Figure 3.7(c) shows the variation of the balance parameters with R. Below
R = 256269, both coincide with the values plotted in Figure 3.2(¢). At higher R, the
minimum principle for the temperature becomes active and both balance parameters
start to decay rapidly. It would be tempting to conjecture that o ~ § ~ R™? for some
power p but, given the small variation of §/« evident in Figure 3.7(d), we cannot
currently exclude that subtly different scaling exponents or higher-order corrections

do not play an important role in obtaining an upper bound on (wT") that approaches

% asymptotically from below.

—107° ey ”md — . 3.0 x 10°
3 2.9 x 10°

-10° -
~< 1 2.8 x 10°
s 1 2.7 x 10°

710 -
0 ] — 2.6 x 10°

1076 1074 1072 0% p

z

Figure 3.8: Variation of A(z) shown on a logarithmic scale to highlight the non-zero region of
the Lagrange multiplier ¢'(z), from R = 2.6 — 3.0 x 10°. The colorbar here applies for all 7, A and
To . The edges of the boundary sublayers (0, do) and (dg, 1) for the largest R value are explicitly
labelled.

x 1077
1 2.8 106
(a) (b) 25
2.75h
10-8
20,51 e 2.7}
S
/ 1010
2.65
~\ ;
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Figure 3.9: Variation with R of the critical temperature profiles, Tg, plotted for 0 < z < 3.5 x 1073,
(a) Plots of individual Ty from R = 2.62 — 2.69 x 10°. (b) Contour plot of Tp vs R. Solid white
lines mark the boundary sublayer dy < z < §;, within which ¢’ > 0 and T, = 0. Values of Ty below
107!2 are assumed to be numerical zeros.

Figure 3.8 shows the structure of A(z), whose (distributional) derivative represents

the Lagrange multiplier enforcing the minimum principle. The multiplier, therefore,
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is active in regions where A(z) is not constant. The choice A\(z) = —1 is optimal for
R < 256269. At higher Rayleigh numbers, the multiplier becomes active between
z = §p and z = §;, which is what causes the second boundary sublayer in 7(z). In
the immediate vicinity of the bottom boundary (0 < z < §y), A is constant and
it appears that A(z) — 7/(z) = §/2 (cf. Figure 3.10(¢)). Indeed, inspection of the
cost function in (3.3.3) suggests that A\(z) — 7/(z) = (1 — 2)/2 should be optimal,
but we could not identify the very small z-dependent correction in our numerical
results. In the second sublayer (dy < z < 07), where the Lagrange multiplier is active,
A(z) ~ —z72 Again, this is consistent with the minimization of the cost function
in (3.3.3), as one expects A(z) to cancel the very large contribution of 7/(z) near the
bottom boundary.

Further validation of our numerical results comes from inspection of the critical
temperatures Tj(z), which can be recovered using (2.4.9) and are shown in Fig-
ure 3.9(a,b) for selected values of R. As expected, the critical temperatures are
nonnegative for all z and vanish identically (up to small numerical tolerances) in
the region §y < z < 47, where A(z) is active. We note that, for a given Rayleigh
number, this region is strictly larger than the range of z values for which the critical
temperatures in Figure 3.3(¢) are negative, indicating that the minimum principle
alters the problem in a more subtle way than simply saturating the constraint 7" > 0.

To analyse the results further we define the diagnostic function

xX(2) =7(2) = A2), (3.3.4)

— 1 1 1 x2)\° 72
(wT>§§+ﬁ<Z(z—§— 5 ) ~ 75 > (3.3.5)

Panels (a), (¢) & (d) in Figure 3.10 suggest that x(0)/8 — —3 and x(1)/8 — —g as

R — oo. In fact, profiles x(z)//3 for different Rayleigh numbers collapse almost exactly

67



CHAPTER 3. PERFECTLY CONDUCTING BOUNDARIES
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Figure 3.10: (a) Profiles x(z)/b for 2.6 x 10° < R < 3.0 x 10°. (b) Detailed view of x(z)/b in the
bulk. (c,d) Variation of y(0)/b and x(1)/b with Ra. (e) Contributions to the integral of /b in the
regions (0,85) (—), (80, 61) (—), (61,02) (—), (62,1 — ) (—) and (1 —&,1) (—), as a function of R.
throughout the layer, but subtle corrections are present; for instance, Figure 3.10(b)
demonstrates that, in the bulk, the mean value of x(z)//5 decreases with R. It is
also evident that y(z) is not exactly constant throughout the bulk, but increases by
approximately 1074, Since A(z) is constant in this region, we conclude that 7/(z) is
not constant, but displays subtle and thus nontrivial variation.

Figure 3.10(e) illustrates the variation with R of contributions to the integral
of 7(z)/B from regions (0,dy), (09, 01), (01,02), (02,1 —¢) and (1 —&,1). The largest
contribution comes from the bulk (d; < z <1 —¢), but it slowly decreases with R.
The same is true of the contribution of the top boundary layer (1 —e < 2 < 1) and
the outermost boundary sublayer near z = 0 (§; < z < §3). Only in the first two
boundary layers near z = 0 does the value of the integral increase with R, suggesting
that the integral of 7(z)/f near the boundary layer may become the dominant term
as R — oco. While the range of Rayleigh numbers covered by our computations is

too small to confirm or disprove this conjecture, it is certain that the integral of
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7(z)/ must remain large enough to offset the positive term in (3.3.5) in order to

obtain a bound on (wT') smaller than 1/2.

Finally, Figures 3.8 and 3.10 suggest that, for sufficiently large R,

(

T(2)+ 5, 0<2< 4,
Mz) = —qoz72, 0o < z < 6y, (3.3.6)

T+, 5 <2<,

\

for some positive constant ¢y, and that o, 7, gy ~ . The next section investigates

whether such ansatz can lead to upper bounds on (wT') that are strictly smaller than

1/2 at all Rayleigh numbers.

3.3.2 Analytical bound

! z P
1) 1—-¢1 100

Figure 3.11: Sketch of the piecewise 7(z) and A(z) in (3.3.7) and (3.3.8).

In appendix E we present the general conditions under which standard analytical
constructions (piecewise linear 7) that attempt to make our numerical results rigorous
are guaranteed to fail. In the remainder of this section we demonstrate that a choice
of 7(z), v, B and A(z), inspired by the numerical optimisation can be used to prove
Theorem 3.1.2.

We aim to choose the parameters to have the smallest bound on (w7") while

satisfying the spectral constraint in (3.2.6). This will require the use of a Hardy-type
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inequality. The choice of profiles are

( z
1— 2 <z<2
s 0 <z <206,
@, 200 < z <4,
T(z) =4 * (3.3.7)
o+ a(z —9), §<z<1-—c¢,
1 —e—
P kel Gl N PR
\ 5
and
(_ L 0<:<200
—m, Z X 400,
M) =4 -2 awi<z<a (333)
z
o
— <z<1
1T 5 0<z

Both piecewise functions 7(z) and A(z) are entirely determined by the bottom
boundary layer width § € (0, %), the top boundary layer width ¢ € (0,3) and
o€ (0, %) the value of the profile at the inner sublayer at the bottom. The piecewise
function 7(z) is constructed so as to have a bottom boundary layer divided into two
parts, an inner sublayer where 7/(2) is a negative constant and an outer sublayer

where 7/(2) ~ z7L.

We set 7/(z) = A(z) in the region of [0, 4] exactly so as to
negate the otherwise 1/0 the contribution from the positive L2 term in (3.3.1). The
inverse-z scaling of 7(z) in the outer part of the lower boundary layer is one of the
key ingredients in proving Theorem 3.1.2. The linear inner sublayer, instead, is
used to satisfy the boundary condition 7(0) = 1. In the bulk of the layer we have

7([0,1 — €]) = a, so the indefinite sign term is zero in S (3.2.6). Thus, we only need

to control the indefinite sign term in the boundary layers.
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Lemma 3.3.1. Let 7(2) and \(z) be given by (3.3.7) and (3.3.8). Suppose that

d,e < %, o,a <1 and that

a=+V2c06In (%) — 20, and (3.3.92)

8= 6o5ln (%) (3.3.9b)
Then,

Ula, B,0,e,0) < % — %5 In (%) (3.3.10)

Proof. We begin by estimating the first integral in (3.3.1) by using the AM-GM
inequality, and 7 and A as given in (3.3.7) and (3.3.8). The assumptions § < %
and € < ¢ 1mply 1 —e—-0<1and ;75 <2 and the assumption o, < 1 implies

a+o < a+ 20,80

1
26

/ |7'( 2)|*dz

5
4
ﬁ4+ a+20) N (a4 0)?

1 1 , 2 B / 2
E<|E(2_§)_T(2)+>\(2)l> < §< >+ (I7'(2) = A(2)|*)

< 311
-2 26 20¢ (3:3.11)

B 3(20+a)
< — 4+ — 3.12
- 24 + 45¢e (3:3.12)

Next we estimate from below the integral of 7(z),

’ 1
(1(2)) > / 7(z)dz = 0dIn (—) (3.3.13)

200 20

The inequality holds since 7(z) > 0 on [0, 1]. Substituting (3.3.12) and (3.3.13) into

(3.3.1) gives

1 B8  320+a) 1
< g2 TR 3.
US5+5+ =i 051n(20_> (3.3.14)
The result then follows from using (3.3.9). O
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Next we turn to sufficient conditions that ensure the non-negativity of S in (3.2.6).
For this we require a Hardy inequality for weighted integrals, the proof of which can

be found in the appendix.

Lemma 3.3.2 (Hardy inequality). Let f : [0,00) — R be a function such that

f, ' € L*(0,00) and such that f(0) = 0. Then, for any ¢ >0 and any v > 0,

YR T
/0(z+e)2d2§4/0 |f'|°dz. (3.3.15)

Lemma 3.3.3. Let 7(2) be given by (3.3.7) and let «, 0, ¢,0 satisfy the conditions

of Lemma 3.3.1. Suppose further that,

8 afs 2 Jaf
— d 0= — —. 3.3.16
c+aV R an 9V R ( )

E =

Then the spectral constraint S > 0 in (3.2.6) is satisfied.

Proof. Initially we recall the simplified functional in (3.2.6), where @ and T are

subject to the boundary conditions (3.2.4). Substituting for 7(2) from (3.3.7) gives

§mfp:(ﬁd@mV+mﬂ%-a+i—wT®
’ o R 400

4

4 . ) .

| P pT - (ot 22 ot d
200 R 22

1
4 . 1—90 .
+/ —O‘|u3’|2 + B|T")* — (M) W1 dz. (3.3.17)
1—¢ R €
Since S{w, T} > S{|w|,|T|} with equality when w and T" are nonnegative, we shall
assume without loss of generality that w, T > 0. Then since o < 1 by assumption,

we estimate

1
—_— < z<
9 o5 a+406, 0 <z <206, (3.3.18)
2(z +00)2 = e
?, 20(5§Z§5
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Using this estimate we can combine the first two integrals of (3.3.17) to conclude

S{w, Ty > Sp{w, T} + Sp{w, T, (3.3.19)
where
é
~ N 4oy N 9 ol A
v, T} = — |2 T - =———aTd 3.3.20
Splo. Ty o= [ P+ AP - STt ds (33200
1
~ . 4 R R
Sp{w, T} ;:/ %Iw’ﬁ + BT - ((’i‘)‘)w:r dz. (3.3.20D)
1—¢

Next, we prove that S, s{wW, T} and §T{w, T} are individually nonnegative, thereby
implying the nonnegativity of S{w, 1'}.
First, we deal with Sp{w, T}. Using the boundary conditions (3.2.4) along with

the fundamental theorem of calculus and the Cauchy—Schwarz inequality gives,
1 . 1
B2 < (1 2) / WPz, TP < (1—2) / 7Pd=. (3.3.21ab)
1—e 1—¢

Using (3.3.21a,b) in the expression (3.3.20b) gives

1
~ o o, | . (0 + Oé) N A
e T A
1—¢
(3.3.22)
Integrating the final term gives a quadratic form in the L*(1 — ¢, 1) norms of @’ and

T'. As such it is non-negative when the discriminant is nonpositive, which gives,

8 af
< —. 3.2
€_O_+a I (3.3.23)

Let € be (3.3.16), then Sy > 0 as required.
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The nonnegativity of S, B, instead, can be proven using the Hardy inequality given

in Lemma 3.3.2. First, using Young’s inequality

<h 2+ 1 2
X —T —_—
¥y=3 on?

with a weight A > 0, we write

9 odh |A|2 9 od

b A P o PX PO
4(z+06)2w ITde

~ ~ 54@ o
S DTy > ~12 T/2_

(3.3.24)

Then, we can apply Lemma 3.3.2 to estimate

) \1@\2 é ) |T|2 s
/ ————dz < 4/ [0'|*dz, / ————dz < 4/ |T"]*dz. (3.3.24a,b)
o (z+09) B o (z+09) 0

Using (3.3.24a,b), (3.3.24), and choosing

h=2,/— 3.3.25
5R, ( )
we conclude that gg{ﬁ), T} >0 if
2 [2ap
0 < =/ ——. 3.3.26
<5\ R ( )
Let & be given by (3.3.16) then Sp > 0. O
Proof of Theorem 3.1.2
Using the results of Lemma 3.3.1 and Lemma 3.3.3, we make the choices
a=0, 0=c¢c. (3.3.26a,b)
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The proof of the bound on (wT") follows from algebraic manipulations to determine

the relations between the parameters (a, 3, 0,6,¢). Applying (3.3.26a,b) to (3.3.9a)

and (3.3.9b), equating the two equations and rearranging we find that
o?
§=162 25, (3.3.27)
which can be combined with the choice of § in (3.3.16) to give
a=3"5BRs. (3.3.28)
Using (3.3.28) in (3.3.27) and then both in (3.3.9b) gives
| u
a=0=;exp (—375 2), (3.3.29a)
2 2
§=e=—R3, (3.3.29h)
35
5 R5 exp (—%Rg) (3.3.29¢)

Then Theorem 3.1.2 follows by substituting (3.3.29a) and (3.3.29b) into (3.3.10) to
(3.3.30)

obtain,
1
U< -—
-2

The conditions on the parameters of §,& < % and o, o < 1 are satisfied for all R > 4

)



Chapter 4

Insulating and perfectly conducting

boundaries

What opposes unites, and the finest attunement
stems from things bearing in opposite directions,

and all things come about by strife.

HERACLITUS OF EPHESUS

In this chapter we consider the setup where the lower boundary is a thermal
insulator while the upper boundary is perfectly conducting (1.2.5d). Section 4.2
demonstrates a numerical optimisation and analytical bounds. Whereas §4.3 contains
analytical bounds for when the minimum principle is utilised (Lemma 2.3.1). This
analysis uses ideas in line with those presented in §3.3.2. The main result of this
chapter is published [2].

Since the lower boundary is an insulator, there is no thermal boundary layer at
z = 0. Physically this problem reduces to the dynamics to an unstably stratified
upper thermal boundary layer shedding plumes that descend and mix the fluid.

Unlike the isothermal boundaries considered in chapter 3, a mean conductive heat
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flux exits and as such a Nusselt number can be defined as by (1.2.16) which is
—\-1
Nu = (1 - 2(wT>> . (4.0.1)

As demonstrated in chapter 1 the uniform bounds for the problem when at least the

upper boundary is kept at T'=01is 0 < (wT) < % In terms of Nu these correspond

to zero enhancement of heat flux due to convection, ((wT) = 0, Nu = 1), and ‘pure’

transport of heat due to convection alone, ((wT) = 3, Nu = 00).

4.1 Setup

The kinematic and thermal boundary conditions are

u’z:{o,l} = O, (411&)

0.T|,—0 =T|,=1 =0, (4.1.1b)

and as a consequence u € U; and T € Ty as defined in (2.1.2). The thermal
boundary condition at the upper boundary ensures that the minimum principle,
Lemma 2.3.1, holds for this problem. The governing equations admit the solution
u = 0, p = constant and T" = —% + % at all R, representing the purely conductive
state. This state is globally asymptotically stable irrespective of the horizontal
periods L, and L, if R < 2737.16 [58] and linearly unstable if R > 2772.27 [123].
The range in R between the energy stability and linear stability limit is smaller as
compared to isothermal boundaries considered in chapter 3 [58]. We are interested

in bounds on (wT') that hold for any R > 2737.16. We prove the following two

theorems.
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R
R,

Figure 4.1: Representative plots of the three analytical bounds on (wT), first the uniform in R
upper bound of % (==+), then the bound proven in Theorem 4.1.1 (=) and finally the bound proven
in Theorem 4.1.2 (=). R, denotes the Rayleigh number above which Theorem 4.1.2 becomes the
best provable bound on (wT).

Theorem 4.1.1 (Isothermal top and insulating bottom). Supposing that w and T
solve (1.2.3) subject to the boundary conditions (4.1.1) there ezists a constant ¢ > 0

such that for sufficiently large R > 0,

(1 4 L) — ¢R. (4.1.2)

Remark 4.1.1. 1t is shown in §4.2.2 that the theorem holds for ¢ ~ 0.4158 for any
R > 111.

Upper bounds on (wT') imply the following bound on the Nusselt number.

Corollary 4.1.1. For all sufficiently large R

11 N\ !
Nu<|=——4+2R3)| . 4.1.3
- (2 V3 ) 1)

The next result gives an upper bound on (wT") that approaches % asymptotically
in R. Figure 4.1 shows with representative plots the two analytical bounds proven
in this chapter. The results of Theorem 4.1.1 are ‘better’ at lower R, while for all
R > R; Theorem 4.1.2 is the improved upper bound. The second main result of this
chapter uses the minimum principle Lemma 2.3.1 and it will be demonstrated in
§4.3 that this requires novel constructions of the background field and a Rellich-type

inequality.
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Theorem 4.1.2 (Isothermal top and insulating bottom enforcing 7" > 0). Suppose
that w and T solve (1.2.3) subject to the boundary conditions (4.1.1). Then there

exists constants ci,co > 0 such that for sufficiently large R > 0,

(wT) < = — c,R75 exp(—ca R3). (4.1.4)

N | —

Remark 4.1.2. Tt is shown in §4.3 that the theorem holds for ¢; = 25 and Ccy = 2% 372

for any R > 1.

Corollary 4.1.2. For all sufficiently large R

1 1
Nu < —R5 exp (CQR%>. (4.1.5)
201

4.2 Optimal bounds at low R

It follows from the application of the background method as in §2.3 that the best

bound on (wT) is given by solving the optimisation problem in (2.3.16). The upper
bound on W without imposing the minimum principle follows from setting A = —1
in Proposition 2.4.1. The functional S is the same as in chapter 3 given by (3.2.1).
The best upper bound U on (w—T> that can be proved with the approach in chapter 2
is

(Wl) < inf {U:S{u.T}>0¥(w.T) € A}, (4.2.1)

where A = U, x T3 and the explicit expression for the upper bound given by (2.4.2).
Since both w = (u,v,w) and T are horizontally periodic a Fourier decomposition is

performed and the boundary conditions (4.1.1) become

re(0) = W (0) = (1) = 1w} (1) = 0, (4.2.22)

T1(0) = Tr(1) = 0. (4.2.2b)

79



CHAPTER 4. INSULATING AND PERFECTLY CONDUCTING BOUNDARIES

The optimisation problem can be stated as

inf U
U,r(z),a,0
subject to  Sp{te, Tk} >0 Vabg, Ty : (4.2.2a,b), k#0, (4.2.3)

a, >0, 7(1)=0,

where

[T < U(r,a,8) = % + <%|ﬁz () =1 — T(Z)> 424

and Sy is defined by (2.4.6).

4.2.1 Numerically optimal bounds

The best bound on (wT') can be approximated numerically at any fixed Raleigh
number by discretising the problem of bounding (4.2.3) into an SDP [44, 46, 47, 140,
141]. As discussed in section §3.3.1 obtaining numerical bounds for non-negative
temperature fields requires a piecewise-linear finite element approximation of the
fields and tunable functions (T}, Tk, tg, 7(2), A(2)) to enforce the condition on A(z)
and sufficiently capture the steep boundary layers of 7(z). In this section we are not
enforcing the minimum principle and as such do not, at least to the same extent,
face the same problems in resolution of the 7(z). For this reason and due to its
faster implementation we utilise the MATLAB package QUINOPT. This toolbox
employs truncated Legendre series expansions to approximate 7(z) and the unknown
temperature and velocity fields [51].

We set the horizontal periods L, = L, = 2, using a Legendre series up to sufficient
terms until the change in the value of the bound U is below the tolerance level of
107%. Wavenumbers are checked up until the critical wavenumber k., where k. is the
largest k for which the infimum of Sk is zero and can be calculated by the results of

the following Lemma.

80



CHAPTER 4. INSULATING AND PERFECTLY CONDUCTING BOUNDARIES

Lemma 4.2.1. Fiz R, o, B and 7(2) and let f € L*(0,1). The inequality Sk{wk,Tk} >
0 holds for all Wy, and Ty, if

B2 2o - IR (125)

Remark 4.2.1. Lemma 4.2.1 is stated in terms of a general f so as to be of use for

other thermal boundary conditions (see chapter 7).

A stronger condition than the spectral constraint as given by (2.4.6) will be
defined for computational ease and to prove bounds on (wT') in this chapter. The
simplified constraint when the boundary conditions are (4.1.1) is

~ o R ~ PR
Sk = <W Wil + Bk Tkl — (o — T'(z))wka> >0 VY(u,T)€A. (4.2.6)
Note then that Sy, > 0 for all k is sufficient to enforce S > 0, where Sy, was originally

defined in (2.4.6). We can now replace S by gk to obtain the problem

inf U
U,r(z),a,8
subject to  So{To} >0 VT ¢ (4.2.2b), (4.2.7)

The positive terms in the functional Sy, are necessary to demonstrate the condition
that S > 0 analytically in §4.2.2 and §4.3. This can be understood intuitively
from the boundary conditions. At z = 0 the boundary conditions (4.1.1) imply that
w ~ 2% while T ~ ¢, for some constant ¢ € R. Then S, in (2.4.6) is approximately
o s Qo ak? 2 2 / 2
Sk~ (=5 ¢ += 2" +— 2" + 0 40k & —(a—171'(2)) 2" ),
—~— =~

REk2~~ R~~~ R~~~ ~~
2 lw? T2 T2 wl

so that the positive |T”|? term no longer suffices to balance the sign-indefinite wT

term of order cz?. Given some balance of the parameters a, 3 and R only the |T'|?
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Figure 4.2: (a) Optimal bounds on (wT') obtained by solving the wavenumber-dependent prob-
lem (2.4.12) with horizontal periods L, = L, = 2 (—) and the simplified problem (4.2.7)(---). The
dashed horizontal line (---) is the uniform bound (wT) < L. Circles mark values of R at which
optimal profiles 7(z) are plotted in panel (b). (b) Optimal profiles 7(2) at R = 10° (—), 105 (—)
and 107 (=—). (¢) Optimal balance parameters o (—, left axis) and 8 (---, right axis) as a function
of R.

and |w”|?* terms are of sufficient order in z, near the lower boundary, to ensure
Sk > 0.

The numerical optimisation is carried out using both Sk, and Sg. The bounds
with both functionals are plotted in Figure 4.2(a). While the original constraint
provides the better numerical bound, the later will be used to obtain the analytical
result in §4.2.2. So it is useful to observe numerically if any information is lost
between the two cases. The optimal 7(z) are plotted in panel (b), where the gradient
at the lower boundary is —1, the balance parameters are shown in (c¢) where for
increasing R, ( tends to a constant of /3.

As was the case for isothermal boundary conditions let us analyse the mean
temperature profiles To. Due to the zero flux boundary condition at z = 0, the
value of TO(O) varies. For the conducting state this is % and as the Rayleigh number

increases T, 0(0) decreases and in fact does so to a value below zero as displayed in

Figure 4.3(a). Looking closer at the behaviour of the temperature field, Figure 4.3(b),
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Figure 4.3: Top: Critical temperature Ty (z) recovered using (2.4.9). Colors indicate the Rayleigh
number. Panels (a) and (¢) show details of the boundary layers. Middle: Detailed view of Ty for
R = 676800, 678 700, and 680 600. In (d), Ty is nonnegative and has minimum of zero inside the
layer. In (e), T is initially positive but has a negative minimum. In (f), T5(0) = 0 and there is no
positive initial layer. Bottom: Upper bounds U on (wT). Circles mark the values of Ra considered
in (d-f) and U = % at R = 680600.

as the Rayleigh number increases the value of Ty decreases in the bulk too, however
the minimum of Ty occurs at a z = € > 0 (panels (d)-(f)). The minimum of T is
first exactly equal to zero for R = 676 800, for which the value of the bound U < %

(9). Highlighted in (e) is the profile of Ty near the boundary where clearly for a

range of z, To is negative and yet the value of U remains below % as seen in (g).

When U = 1 at R = 680600, we find that 7)(0) = 0, and then for R > 680600

2

1

the bound on U exceeds 5

and is suboptimal with respect to the known uniform
upper bound (wT) < % The behaviour of the optimising temperature fields near the
lower boundary is similar to that of the isothermal case. Specifically the temperature

field becomes negative for U below % The question that arises is if enforcing the
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(a) 1 ' : (b) 1
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SR EE
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10* 109 108 1010 10* 109 108 1010
R R

Figure 4.4: (a) Plot of a comparison of the numerically optimal bound obtained from solving
(4.2.7) and the analytical bound of Theorem 4.1.1. (b) Plot comparing the optimal 8 and « given
the relation (4.2.9) chosen for the analytical proof below.

non-negativity of the temperature field gives a bound U that asymptotes to % from
below as R increases.

In Figure 4.4 we compare the numerically optimal results obtained from solving
(3.2.7) with the analytical results in §4.2.2. Panel (a) plots the ratio of the numerically
optimal bound U and analytical result in Theorem 4.1.1. The agreement between
the analytical and numerical bounds approaches 1 as R increases. Above the energy
stability for the boundary conditions in this chapter the discrepancy is 0.7, while
rapidly approaching 1 in R. In §4.2.2 a simple choice is made relating # and « in
(4.2.9), panel (b) plots the corrected optimal parameters to see how valid the choice
is. If (4.2.9) was exact then we would observe a perfect straight line at 1 for all
R. This is not observed. While the value is above 0.85 and increases towards 1,
numerical issues leave an inconclusive result for the largest R probed. The results in
panel (b) indicate an alternative relation between v and [ than (4.2.9). However, as
will be discussed, such a choice would increase the algebraic complexity and it is not
clear if alternative choices improve the analytic bound of Theorem 4.1.1.

As a final note, the bound obtained in this section appears at first glance to
match, both in terms of asymptotic limit and R scaling, the one that is found in
chapter 7 where the upper boundary has a fixed flux boundary condition. However,

it is not apparent whether the two optimisation problems are identical, owing to the
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Figure 4.5: General piecewise-linear 7(z), parametrized by the boundary layer width § and slopes
of —1 near the lower boundary and « in the bulk.

lack of an answer to whether or not the analytical bounds are optimal within the

framework of the boundary conditions in this chapter.

4.2.2 Analytical bound

The numerical results in §4.2.1 indicate that by optimising 7(z), a, 8 we cannot

improve the uniform bound (wT) < % at arbitrarily large R, and that at best one

)
has the upper bound (wT) < 0.539. Nevertheless it is possible to derive bounds
analytically, that over a finite range of R improve the bound W < % This is
achieved by considering piecewise-linear profiles 7(z) with two boundary layers of

equal width, such as is sketched in Figure 4.5. The background field is chosen to be

5—2, 0<Z§57

7(2) = { a(z — 0), §<z2<1-06, (4.2.8)

adT(1-26)(1—2), 1-6<2<1.

\

We also fix
B =V3a+1). (4.2.9)

The first preliminary result necessary to obtain Theorem 4.1.1, takes the chosen
background profile (4.2.8) and gives an expression for the upper bound U in terms

of the boundary layer variable §.
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Lemma 4.2.2. Let 7(z) be given by (4.2.8) if a =6 < 5. Then,
1/1 1 9+2v3
<=—|=4+—=) - 0. 4.2.10
U=y (2 - \/g) 72 (4.2.10)

Proof. Starting with the expression for the bound from (4.2.4), we evaluate two

integrals given 7 from (4.2.8). The integral of 7(2) is

(1) = %52 + %a(l —20)(1=96). (4.2.11)

The second integral is evaluated by expanding the squared term and substituting for

S from (4.2.9) to get,

1 / 2 _5 2 1
—5<|5Z—T(2)—1| >_Z<Z>_§<( 7'(2) + 1)) +

1

1 ! 2
5 {7+ 1)
A7) + 1)+ 5((2) + DR
=2 2 (a+1)(—1+ V3 +40)

24
(2—0)(6 — a1 - 26)) + \/§<512—5(0;<1+—1)25>) .

l\DlH

=—+

ol
o\

w =
R

(4.2.12)

|
I,

Then using both (4.2.11) and (4.2.12) in (4.2.4) gives

U:%—1-3_24\/3(044—1)(—1—1-\/§+45)—i(2—5)(5—a(1—25))
+ \/§<512_5?a(1+_1)25>)2 - %52 - %&(1 —28)(1—6). (4.2.13)

The assumption that o = § < 1, implies the estimate

<35 s < 2 . The upper bound on

1+

U becomes

1. 3—-vV3, 9-4V3
- — 53, 4.2.14
Pt 0 18 (4.2.14)

U< +%§

IS,

Finally we estimate the higher order terms in § given § < % such that

3—\/552_9—4\/353<9—2\/§

J.
6 18 - 72
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This gives the desired result. [

Next, it will be demonstrated that for a choice of § = §(R) the spectral constraint

gk > () is satisfied.

Lemma 4.2.3. Let 7(z) be given by (4.2.8). Suppose that o, and 0 satisfy the

conditions of Lemma 4.2.2. Further let

8V/3 g
5= <?) : (4.2.15)

then the spectral constraint, gk > 0 with gk given in (4.2.6), is satisfied for all k > 0.

Proof. By definition 7/([d,1 — d]) = a.. The sign-indefinite term in (4.2.6) becomes

<(a - T'(z))mkfk> - /[0 . 1](a — 7 (2))inTid. (4.2.16)

By use of the Cauchy-Schwarz inequality for any w, € H?(0,1) satisfying 1 (0) =
W}, (0) = 0, we have w}, < /z ||wj|l2 at the lower and w}, < /1 — z ||wj|2 at the

upper boundary, which can be used to obtain the estimates

wk(z):/o B (n)dy < 223 [0llle, =€ (0,1), (4.2.17)
i(z) < 3(L=2)2 [l 2 € (0,1). (4.2.18)

Given 6 < 1 the estimate 1 — 2§ < 1 holds. Using (4.2.17) and (4.2.18) with 7(z)
given by (4.2.8) and the Cauchy-Schwarz inequality, the sign-indefinite term can be

estimated to be

. 2 o 4 .
/ (a— 7' (2)iTedz < | =(a+ 1)/ z%|Tk\dz
[0,6]U[1-4] 0

w

2 1 -
#qea-0) [ - z>3lTk\dz> Il
1-6
< (36%(a + 1) + 360) [[dlll|Tkl2- (4.2.19)
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Then, S in (4.2.6) is estimated from below to get
S o ~I1|2 2017 112 0 ~ 2
S 2 prallkllz + BRI Tkllz — 5 (3(er + 1) + o) [l [12[|The (4.2.20)

The quadratic form is nonnegative under the following condition

36a3

52 (6(a+1)+a)’ < 7

(4.2.21)

Given the definition of 8 from (4.2.9) and the assumption that o = § we further

simplify to
3(0+2)? _ 36v73

5
6+1) = R

(4.2.22)

Since § < 1, the estimate % < & holds and taking d as (4.2.15), the required

condition of gk > 0 holds. O

Proof of Theorem 4.1.1

The proof of the Theorem 4.1.1 follows from use of the results of Lemma 4.2.2 and

Lemma 4.2.3. We obtain that

— 11 1 9+2v3 L
MN<-(-4+—] ————(8V3)3s R 5. 4.2.23
Ty <5 (54 5) - g VEi R (1229
Lemma 4.2.2 holds for any § < %, given Sk > 0. The latter condition of Lemma 4.2.3
holds whenever 6 = <%§> ’ < % which is valid for R > 111.

Remark 4.2.2. The relation between o and S is influenced by the numerical results
found in §4.2.1. The relation that 6 = a is one choice that gives a bound approaching
: (% + \%) from below in (4.2.13). The prefactor of the Rayleigh scaling can be
improved either by choosing a smaller range of § at the expense of a bound valid at

larger R, or by choosing a = nd for n < 1. For simplicity we choose n = 1.
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4.3 An analytical bound utilising the minimum
principle

The upper bound derived in §4.2 can be improved by making use of the minimum
principle from Lemma 2.3.1 which guarantees that temperature fields solving the
Boussinesq equations (1.2.3) are nonnegative in the domain 2 at large time.

The major variation from the previous section is that we optimise over A(z)
instead of fixing A = —1. Similar to chapter 3 the key ingredients of the proof are;
(i) a profile of 7(z) proportional to 1/z near the bottom boundary with multiple

boundary layers; and (ii) the use of a Rellich inequality. The upper bound on (wT')

follows from Proposition 2.4.1, allowing A = A(z) so that the optimisation problem is

(wT) < inf B{U :S{u, T} > — (M2)0.T — M0)(T'(2 =0))) V(u,T) € A},

U,r(2),\(2)a,
(4.3.1)
where now A = U; x 7,7 with the condition that
A0)=—1, (4.3.2)
and where
1 1 , 9
U(r,\, o, B) = 5 + @Wz —7(2) + A=) —7(2) ). (4.3.3)

To prove Theorem 4.1.2 we show that a choice of 7(2), o, 8 and A(z) can be

made by a suitable adaptation of the method employed for the proof in §3.3.2. We
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2v/58
"“\/\ . 1
Voo 0 1—¢e1

Figure 4.6: Sketch of the piecewise 7(z) and A(z) in (4.3.4) and (4.3.5).

start by choosing the functions 7(z) and A(z) to be

(
Wb — z, 0< 2z <Vod,
gi Vs < 2 <6,

r(z) =4 * (4.3.4)
o+ a(z—9), 0<z<1-g¢,
$1—@U+&“_5_5x l-e<z<1.

g

(

~1, 0<z<Voo,
M) =4 -2, Vab<z<s, (135)
Z
0, 0 <z<l1.

\

These choices are sketched in Figure 4.6. The constants ¢ and e indicate the size of
the boundary layers at the lower and upper boundaries respectively. The difference
between (4.3.4) and the function 7(z) used for the isothermal boundaries configuration
(§3.3.2) is in the bottom boundary layer (0 < z < §). We require A(0) = —1 and
at the same time want A(z) — 7/(z) = 0 in the lower boundary so take the inner
sublayer of 7(z) near the bottom boundary (0 < z < v/od) to have slope equal to
—1. The outer part of bottom boundary layer (vod < z < §) 7(2) behaves like 271

While at the edge of the bottom boundary layer (z = J), the value of 7(z) is o.
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Lemma 4.3.1. Let 7(2) and A(2) be given by (4.3.4) and (4.3.5) respectively. Suppose

that 6,e < 1 5, o, <1, and

a= @05\/5 In (é) — o0, (4.3.6a)
8 o
B = §05 In (g) (4.3.6b)
4 o
Then
1 o0 )
< - — — — ). ..
Ula, 8,0,e,0) < 5~ 2 In (0) (4.3.7)

Proof. We begin by estimating the first integral in (4.3.3) by using the AMGM
inequality and 7(z) and A(z) as given in (4.3.4) and (4.3.5). The assumptions

d,e < 3imply 1 —e—8<1,s0

iﬁ (|1Bz = 7'(2) + M2)[?) < s <22> + S

2 (I7'(2) = A=)

My
pu— _— d
G 25 |7 (2 2)|*dz
< BLa La)
-6 25 2Be
B, (0+a)?
< BT 4.3.8
<5t 5 ( )
Estimating the integral of 7(z) from below,
b 1 5
(r) > / r(2)dz = 2061n <—> | (4.3.9)
Jos 2 o

The inequality holds since 7(z) > 0 on [0, 1]. Substituting (4.3.8) and (4.3.9) into
(4.3.3) gives

1 B (c+a)? 1 o
<-4yt - ). 3.
U_2+6+ e 2051n - (4.3.10)
The result then follows from using both of the relations in (4.3.6). O]

Next we consider the sufficient conditions that ensure the satisfaction of (4.2.6).

For this we require the following Rellich inequality for weighted integrals.
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Lemma 4.3.2 (Rellich inequality). Let f : [0,00) — R be a function satisfying
f, ' f" € L*(0,00) and such that f(0) = f'(0) = 0. Then, for any ¢ > 0 and any

v >0,

Y |f|2 16/V "2
dz < — dz. 4.3.11
/O(Z+€)4Z_9 o‘f| : (4.3.11)

Lemma 4.3.3. Let 7(z) be given by (4.3.4) and let o, 8,0, ¢, 0 satisfy the conditions

of Lemma 4.3.1. Suppose further that

6 af

=iV r (4.3.12a)
3 af

Then the spectral constraint gk > 0 with §k given by (4.2.6) is satisfied.

Proof. Initially we recall Sy from (4.2.6), given by z—dependent functions wy and

Ty satisfying the boundary conditions (4.2.2). Substituting for 7(z) gives

S = T a K2 T3|? — (a + 1) 1T d
K = Rk2|wk| + BE| Ty |” — (a0 + 1) Ty dz
0

5
Qa2 2| 12 g0\ . =
+/\/¢76W Wel® + PR Tk|” — (a—l—;) Wi Ty dz
! . 1—4 .
+/ %wg\uﬁkﬂmh (M) T dz. (4.3.13)
1—¢ 9

Then given the assumption a < 1 we can make the following estimates

o8 a+1, nggm,
8—22 o6 (4.3.14)
(Z+\/U_5) a+ —, Vob < 2 <6.
z

By use of these estimates we can combine the first two integrals from (4.3.13) to

conclude that

Se{ v, Ti} > Sep{ton, T} + S {ton, Ti}, (4.3.15)
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where

é
o ~ - (@7 N S
Sk,B{wkn Tk} = / Rk‘2 //|2 -+ ﬂkQ‘TkP - 88— wka dz, (4316)
0

1

1- €Rk;2|

ol
(2 + Voo)?

o+«

gk,T{le,Tk} = wy* + 5k2\T ? — ( > Ty dz. (4.3.17)
To show S, > 0 it is sufficient to demonstrate §k,3{wk,fk} and ng{u?k,Tk} are
both individually nonnegative. Starting with gk,T. Using the fundamental theorem

of calculus, the boundary conditions (4.2.2) and the Cauchy-Schwarz inequality, we

have that

4
g (2)]? < —(1—2)3/ [y |2dz, z€(1—g1). (4.3.18)
1

Ne)

Then, substituting (4.3.18) into (4.3.17), using the Cauchy-Scwharz inequality and

evaluating the integral gives

) . 1 A
St > o5 sz Tz 10kllz20-cy + AR 1 Tell iz — 3800 + @)l 202y 1Tkl 221-e,1)-
(4.3.19)
The condition for the quadratic form to be nonnegative is
(c+a)e <6 a—Rﬁ. (4.3.20)

Let e be given by (4.3.12a), then gk,T > 0, as required.

The nonnegativity of gk B, instead, can be proven using the Rellich inequality
stated in Lemma 4.3.2. First, using Young’s inequality with a weight A > 0, estimating
(4.3.16) from below gives

4aébh 406

§
~ o .
Sk.p > /0 Ri2 //’2 + ﬁkQ‘TkP m| k’2 — _lTk’ dz. (4.3.21)
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Next, using the results from Lemma 4.3.2 gives the estimate

4 ~12 4
1
/ S o —6/ ") dz. (4.3.22)
0o (z++Voo)! 9 Jo

Combining (4.3.22) and (4.3.21) and setting

3 «
h=—.\/== 4.3.23
4k2\ BR’ ( )
we conclude that gk p is nonnegative if
3 |ap
0 < —1/—. 4.3.24
ST (43.24)
Let & be given by (4.3.12b), then S5 > 0 as required. O
Proof of Theorem 4.1.2
Using the results of Lemma 4.3.1 and Lemma 4.3.3, we make the choices
o= aq, d=c. (4.3.24a,b)

The proof of the bound on (wT') follow from algebraic manipulations to determine
the relations between the parameters (a, 3, 0,9, ). Applying (4.3.24a,b) to (4.3.6a)

and (4.3.6b), equating the two equations and rearranging gives that

2

a
6 =245, (4.3.25)
which can be combined with § in (4.3.12b) to give,
14 1
a=2"5BR5. (4.3.26)
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Using (4.3.26) in (4.3.25) and then both in (4.3.6b) gives,

13 2 2% 3
a=0=2"53R 5exp (—7R5>, (4.3.27a)
§=ec=2 53R3, (4.3.27b)
37
B =253R"5 exp (—%’fﬁ). (4.3.27¢)

Then Theorem 4.1.2 follows by substituting (4.3.27a) and (4.3.27b) into (4.3.7) to

obtain

U<

DN | —

37
11 25 3
— 25R75 exp (—?R5> . (4328)

The conditions on 4, ¢, 0, a are all satisfied for all R > 1.
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Chapter 5

Infinite Prandtl number convection

Man cannot endure his own littleness unless

he can translate it into meaningfulness on the largest possible level.

ERNEST BECKER - THE DENIAL OF DEATH

In this chapter, we demonstrate that the scaling laws on (wT") can approach % with
algebraic powers when the Prandtl number is infinite. The results presented appear
in publication [3]. By infinite Pr we are considering the case of internally heated
convection where the inertial and d,u terms in the momentum equation (1.2.3b) are
insignificant with respect to the Laplacian of velocity and buoyancy terms. As such
the momentum equation describes a Stokes flow with forcing due to buoyancy. While
the flows between infinite and finite Pr are different, the problems are closely enough
related so that the quantity of interest is the mean vertical convective heat transport
W, akin to the Pr < oo case. In fact, for Rayleigh—-Bénard convection this is a
rigorously established fact [153, 154]. Unique to this chapter are two new features
in the construction of the background fields 7(z) : (i) 7(z) that have logarithmic or
power law variation in the bulk of the domain and (ii) boundary layer widths of 7(z)

that are not equal and thus scale differently with R. In contrast, the background

fields in chapter 3 and chapter 4 had boundary layers of equal width.
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5.1 Setup

The motion of the fluid is governed by the infinite Prandtl number Boussinessq

equations

V-ou=0, (5.1.1a)
Vp=Au+ RTe;, (5.1.1b)
T +u-VT = AT + 1. (5.1.1c)

The flow is controlled by the same ‘flux’ Rayleigh number, R, defined in (1.2.4).
We consider two separate configurations that differ in the choice of thermal
boundary condition at the bottom (z = 0) of the domain. The first configuration is
identical to that considered in chapter 3, Figure 1.1(a); the velocity satisfies no-slip
conditions and boundaries are isothermal which can be taken as zero without loss
of generality. The second configuration has the same boundary conditions as that
considered in chapter 4, illustrated by Figure 1.1(b) where only the bottom plate is

replaced by a perfect thermal insulator.

Theorem 5.1.1 (Isothermal case, Pr = o0). Suppose that u = (u,v,w) and T solve
(5.1.1) subject to the no-slip isothermal boundary conditions (1.2.5c). There exists a

constant ¢ > 0 such that for sufficiently large R > 0,

—cR2 (5.1.2)

Remark 5.1.1. It is shown in §5.2.3 that Theorem 5.1.1 holds with ¢ = 216 for any
R > 1892.

Upper bounds on (w7') imply bounds on the heat flux out of the top and bottom

boundaries.
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Corollary 5.1.1. For sufficiently large R,

Fr<l—cR? and Fg>cR2 (5.1.3)

Similar results hold also for the case where the bottom boundary is perfectly

insulating.

Theorem 5.1.2 (Insulating bottom, isothermal top, Pr = co). Suppose that u =
(u,v,w) and T solve (5.1.1) subject to the boundary conditions (1.2.5d). There exists

a constant ¢ > 0 such that for sufficiently large R > 0,

— CR_4- (514)

Remark 5.1.2. It is shown in §5.3.3 that Theorem 5.1.2 holds with ¢ & 0.0107 for all
R > 2961.

Upper bounds on (wT') can be transformed into an upper bound on Nu as defined

in (1.2.16).
Corollary 5.1.2. For sufficiently large R, Nu < cR*.

The proofs of Theorems 5.1.1 and 5.1.2 rely on two key ingredients. The first is a
variational problem giving an upper bound on W To this end we need only to
adapt the framework outlined in §2.3.1 by setting o = 0. In contrast to chapter 3
and chapter 4 we only prove bounds that make use of the minimum principle.

The second key ingredient in the proofs are estimates of Hardy-Rellich type,
obtained by observing that the reduced momentum equation (5.1.1b) determines the

vertical velocity field as a function of the temperature field. Specifically, taking the

vertical component of the double curl of (5.1.1b) gives

A*w = —RAT, (5.1.5)
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where Ay := 07 + 0}, is the horizontal Laplacian. Using the no-slip boundary
conditions with the incompressibility condition (5.1.1a), the vertical velocity w
satisfies

W0 = 0,W|—0 = W|,=1 = O,w|,=1 = 0. (5.1.6)

The vertical velocity can be viewed as slaved to the temperature field via (5.1.5).
Equation (5.1.5) was exploited in Rayleigh-Bénard convection to obtain scaling
laws on Nu that agreed with the classical scaling [35|. This was achieved by using
(5.1.5) to derive inequalities of the Hardy—Rellich type (c.f. Lemma 5.2.4 below) that
help the construction of a background field with a logarithmically-varying stable
stratification in the bulk [35, 167]. Here, we use the same inequalities to construct
(different) background fields suited to internally heated convection, which will enable
us to bound W in the infinite Pr limit. In contrast with chapter 3 and chapter 4
the analysis carried out in this chapter does not pass into Fourier space. It turns
out this is not necessary to obtain Theorem 5.1.1 and Theorem 5.1.2 such that

for brevity of the argument and notation the results are presented without using a

Fourier decomposition.

5.2 Bounds for isothermal boundaries

We first consider isothermal boundaries, where the top and bottom are held at zero
temperature. Stated succinctly (w,T) € A =U; x T, as defined in (2.1.2). We first
show that m can be bounded from above by constructing suitably constrained
functions of the vertical coordinate z. Section 5.2.1 describes parametric ansétze for
such functions, while §5.2.2 establishes auxiliary results that simplify the verification
of the constraints and the evaluation of the bound. We then prove Theorem 5.1.1 in
§5.2.3 by prescribing R-dependent values of the free parameters in our ansétze.

To bound (wT') we take the quadratic auxiliary functional in (2.2.5) with the

balance parameter « set to zero. The upper bound on (wT') is given by (2.4.1),
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parametrized by the balance parameter 8 € R, and the background field 7 : [0, 1] —
R a piecewise-differentiable function with square-integrable derivative. We require
7(z) to satisfy

7(0) =1, (1) =0. (5.2.1)

The pair (5, 7(2)) is said to satisfy the spectral constraint if
(BIVT” +7'(2)wT) >0, (5.2.2)

where T € 7,7 (2.1.3a) and w = —RA™2A,T solves (5.1.5) with the boundary
conditions (5.1.6). If the spectral constraint is satisfied, then it is possible to bound

(wT) from above in terms of 7, 3, and the Lagrange multiplier A : [0, 1] — R.

Proposition 5.2.1 (Bounding framework, IH1). Suppose that the pair (8,7(z))
satisfies the spectral constraint and the boundary conditions in (5.2.1). Further, let

A € L*(0,1) be any nondecreasing function such that (A\(z)) = —1. Then,

1 1 1
(wT) < §+<E

7(2) = A(z) - B (z - 5)

Proof. The quadratic auxiliary functional used is

— T(z)> = U(1, A\, B).

T(2)+2—1

V{T} = <§‘T— ;

2> . (5.2.3)

Then the same steps as in chapter 3 apply to give the estimate

(wT)y < i+ sup (—p IVT)? — 7 (2)wT + (7'(2) — B2)d.T — 7(2)). (5.2.4)
w:—YI;EAﬁ2AhT

This upper bound is finite if and only if the pair (3, 7) satisfies the spectral constraint

of (5.2.2), in which case the supremum over 7" can be evaluated as before. The result
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of the argument in §2.3.1 is that the bound in (5.2.4) is equivalent to

. 2
Why<j+ | it (Hl =M =B (== =7(2)). (5.2.5)
A nondecréasing
(A)=-1

The bound on (wT') as presented in (5.2.5) follows from the fact that Sy in (2.4.5)
is independent of a. Since we take a as zero, the proof follows identically by

demonstrating the condition for which Sy > 0 as in §2.3.1 . m

Remark 5.2.1. The best upper bound on (wT') provable with our approach is found
upon minimizing the expression U(7, A\(z), 8(z)) over all choices of 7(2), A\(z) and
B that satisfy the conditions of Proposition 5.2.1. This is hard to do analytically,
but can be done computationally using a variety of numerical schemes (see Ref [41]
and references therein). We leave such computations to future work and focus on

proving Theorem 5.1.1 by constructing suboptimal 7(z), A(z) and § analytically.

Remark 5.2.2. The expression of U, conditions on 7(z) and A(z) are the same in this
section as compared to bounding W at arbitrary Pr presented in §3.3. At this
stage, having not chosen 7(z) or A(z), the key differences between the chapters is
that: (i) @ = 0 in Sk given by (2.4.6), so that the spectral constraint for the problem
at infinite Pr is instead given by (5.2.2) (ii) there exists the relation (5.1.5) between

w and 7.

5.2.1 Ansatze

To prove the upper bound on (wT'), we seek 5 > 0, 7(z), and A\(z) that satisfy the

conditions of Proposition 5.2.1 and make the quantity U(f, 7, \) as small as possible.
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7(2) A2)
4 1

N

1) 1—¢1 %

Figure 5.1: Sketches of the functions 7(z) in (5.2.6) and A(z) in (5.2.7) used to prove Theorem 5.1.1.

To simplify this task, we restrict 7 to take the form

(1—§, 0<z<4,
z(1—9)
Aln<(1_€)(1_6)) (1_Z), 1l—e<2<1
\ ) 9
and A to be given by
—1, 0<z<4,
Az) =4 0 (5.2.7)

These piecewise-defined functions, sketched in Figure 5.1, are fully specified by the
bottom boundary layer width § € (0, 1), the top boundary layer width e € (0, 3),
and the parameter A > 0 that determines the amplitude of 7(z) in the bulk of the
layer.

We also fix
1 _1 1
Bi={|7"(z) = A=z)*)*(|z— 3*) ® = 2\/§<]T'(2) - A(z)P)2. (5.2.8)
This choice is motivated by the desire to minimize the right-hand side of the inequality

7@ =20 =8 (= YPY < 5l 4+ o (P - AP (6:29)

26

which is used later in Lemma 5.2.2 by estimating from above the bound U(3, 7, \)

given the choices of 7(z) and A(z).
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For any choice of the parameters d, €, and A, the function 7(z) satisfies the bound-
ary conditions in (5.2.1), while A(z) is nondecreasing and satisfies the normalization
condition (A(z)) = —1. To establish Theorem 5.1.1 using Proposition 5.2.1, we need
to specify parameter values such that U(3,7,A) < 5 — O(R™?) while ensuring that
the pair (3, 7(z)) satisfies the spectral constraint. For the purposes of simplifying

the algebra in what follows, we shall fix

A(6) = %01_53 (5.2.10)

from the outset. As explained in remark 5.2.5 below, this choice arises when insisting
that the upper estimate on U(f3, 7, \) derived in Lemma 5.2.2 be strictly less than
% for values of § and ¢, at least when all other constraints on these parameters are

ignored.

5.2.2 Preliminary estimates

We now derive a series of auxiliary results that make it simpler to specify the
boundary layer widths ¢ and €. The first result gives estimates on the value of

defined by (5.2.8).

Lemma 5.2.1 (Estimates on 5). Let 7(z), A(2) and 8 be given by (5.2.6), (5.2.7),
and (5.2.8) with A specified by (5.2.10). Suppose that the boundary layer widths §

and € satisfy

1 1 (1
0 S 6, £ S g, 0ln <ﬁ) S g. (5.2.11a,b,c)
Then,
9 9
——0 < B < =4 5.2.12
2v5 75 ( )

Remark 5.2.3. Condition (5.2.11c) is the key to proving the auxiliary results of this

section. The other two restrictions, instead, are introduced to more easily keep track
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of constants in our estimates, which is necessary to obtain an explicit prefactor for

the O(R™?) term. We have not attempted to optimize this prefactor.

Remark 5.2.4. Condition (5.2.11c) implies that 6 < e. We will use this fact often in

the proofs of this section.

Proof of Lemma 5.2.1. It suffices to estimate (|7'(z) — /\(z)|2>% from above and be-

low. For a lower bound, substitute our choices for 7(z) and A(z) to estimate

2

1 1
dz.

-+
z 1—=z

Expanding the square, dropping the nonnegative term P 2 and recalling that

1-2)°

e < % and § < % < % by assumption, we can further estimate

2/3 2/3 2
<|T/(z) — )\(z)‘2> > A2 (/5 ldz—k/l (1 —12)2 dZ) = % (5.2.13)

Taking the square root of both sides and substituting for the value of A from (5.2.10)

gives (|7(2) — )\(z)|2)1/2 > %01755, which combined with (5.2.8) proves the lower
bound on f stated in (5.2.12).

For the upper bound on 3, recall that condition (5.2.11c) implies 6 < €, so
1—e<1-6<1. Then,

(I7'(z) = AP _ /1_6 L1 p Lo ((1=¢)(1-0)
A2 s o dz+5ln ed
=017 ? 1 1
< - ~In* | = ).
- /5 z+1—z dz+€n(62>

Using the inequality (a + b)? < 2a® + 2b* we can further estimate

2 = - L
</ z?d“/g <1—z>2dz>+e“ (5)
_ A1y 10

—os\1=s ) Tt \s2)e
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Finally, we observe that 11’—_25‘5 <1 for all 6 > 0 and apply (5.2.11c) to arrive at

(IT'(2) = A(2)[*) < %Az. (5.2.14)

Substituting our choice of A from (5.2.10) and taking a square root gives
(OEYEUE A (5.215)
which combined with (5.2.8) yields the upper bound on § in (5.2.12). O

Our second auxiliary result estimates the upper bound U(f, 7, ) on (wT') from

Proposition 5.2.1 in terms of the bottom boundary layer width ¢ alone.

Lemma 5.2.2 (Estimates on U(5, 7, A\)). Let 7(z), A(2) and B be given by (5.2.6),
(5.2.7), and (5.2.8) with A specified by (5.2.10). Suppose the boundary layer widths

0 and ¢ satisfy the conditions of Lemma 5.2.1. Then,

UB,m,A) <

0| &>

(5.2.16)

N —

Proof. Using inequality (5.2.9), the choice of § from (5.2.8), and the upper bound
on (|7/(z) — A(2)[?) from (5.2.14) yields

U (BN < 5+ Y2 (1) = MAPY - (o) < £+ Y25 oy,

Moreover, since we have chosen 7 to be a non-negative function we can estimate

(1(2)) = fol 7(z)dz > f057(2’> dz = %5, to obtain

154 _ 1
< b YA

1
= 2 — —0. 2.1
5 25 (5.2.17)

Substituting the choice of A from (5.2.10) into this inequality gives (5.2.16). O
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Remark 5.2.5. The right-hand side of (5.2.17) is strictly smaller than 3 only if

1
A < 632, Tt is this observation that dictates the choice of A in (5.2.10). For any
fixed value of R, one should choose A ~ 62 with a (possibly R-dependent) prefactor
that optimises the balance between the positive and negative terms, subject to
constraints on A, ¢ and all other parameters that ensure the spectral constraint is

satisfied. To simplify the proof, however, we choose to fix this prefactor a priori

irrespective of R.

The final auxiliary result gives sufficient conditions on ¢ and e that ensure the

spectral constraint (5.2.2) is satisfied.

Lemma 5.2.3 (Sufficient conditions for the spectral constraint). Let 7(z), A(z) and
B be given by (5.2.6), (5.2.7), and (5.2.8) with A specified by (5.2.10). Suppose the
boundary layer widths 6 and e satisfy the conditions of Lemma 5.2.1. Suppose further

that

\ 1
6 < (24v3)* R and  £%: 1n2(5—2) < 8V3RL. (5.2.18a,b)

Then, the pair (5,7(z)) satisfies the spectral constraint (5.2.2).

The proof of this result relies on Hardy-Rellich inequalities [35], which extract a

positive term from the a priori indefinite term (7/(2)wT).

Lemma 5.2.4 (Hardy—Rellich inequalities [35]). Let T,w : Q — R be horizontally
periodic functions such that A*>w = —RALT subject to velocity boundary condi-

tions (5.1.6). Then,

(F)za(s) = ()2a(ply) oo
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Proof of Lemma 5.2.5. Let 1,4 denote the indicator function of the interval (a, b).

Define the functions

1 A

f(z) = {5 + m} Lio,5)(2), (5.2.20a)

g(z) == F m((l - 5)§1 - 5)) to ! )] Lae)(2). (5.2.20D)

15 1—2z

Given the choice of 7 from (5.2.6), we can rewrite the spectral constraint as
0 < (BIVT]? +7'(2)wT) = F{T} + G{T},
where

T
F{T} = g (IVT]?) + A <w7> — (f(x)wT), (5.2.21a)
T
g(1} = 2 (VTP + 4 <1w__z> AT (5.2.21D)
Here, w is determined as a function of 7" by solving (5.1.5) subject to the boundary
conditions in (5.1.6). We shall prove that F and G are individually non-negative.
First, let us consider F. The Hardy—Rellich inequality (5.2.19a) gives

F{T} > §<|VT|2> + % <%> —(f(2)wT) . (5.2.22)

Next, we estimate (f(z)wT’). Since T vanishes at z = 0 by virtue of the thermal
boundary conditions in (1.2.5¢), we can use the fundamental theorem of calculus and
the Cauchy-Schwarz inequality to estimate |T'(-, z)| < \/Z(fol IVT|?dz)'/2. Squaring
both sides and taking the horizontal average of which gives (%), < z (|VT|?). Then,

use of the Cauchy—Schwarz inequality, substitution for (7%), and Youngs inequality
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gives

) < [ 1 ety az < [ 171 ) 0
< (IVTP)? /Olf(z)zQ <Z—;>édz

< (VI (et <“’—>

< Bqvrr)+ o e ().

Upon using the lower bound on f from (5.2.12) to estimate the last term from above

we obtain

(f()wT) < g (IVT]?) + \9/_(55 (f(z)?2") <w_2> : (5.2.23)

23

This can be substituted into (5.2.22) along with the choice of A from (5.2.10) to find

F{T} > ?53 (2;\}? . <f(?;z4>> <f—§> (5.2.24)

To conclude, we show that the term in parentheses is nonnegative when ¢ satisfies
6 < ¢ and (5.2.18a). To do this, we observe that the function f(z) in (5.2.20a) is
nonnegative function and that it is nonzero only if z < §. We can therefore bound it

from above on the interval (0, §) using the estimates - < 155 <

[Sile)

and, consequently,

obtain

(f(2)22% 1 /5 1 64\° , 1 9V15 5 81 4\ .1
A S ) e = (o 060 ) sn.
=55\ ) P 5T 100 Y T s00

Using the assumption that § < % to estimate the expression in parentheses from its
value at § = %, followed by an application of assumption (5.2.18a) to estimate the

remaining o > term in terms of R we arrive at the desired inequality
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Analogous arguments show that G{T'} is nonnegative. Using the Hardy—Rellich

inequality (5.2.19b) we have

w?

(1-2)°

G{T} > = <|VT| Y+ — 14 < > — A{g(2)wT) . (5.2.25)

To estimate the last term, we use (in order) the inequality (T?%), < (1 — z) (|VT|?),

the Cauchy—Schwarz inequality, and Young’s inequality:

) < [ 1o(a) Tl 0z < / 9:)] >1/2<T2 2 g

1

< (IVT12)? (g(2)2(1 - 2) ><%>

z

B 2 w?
§ﬂ<|VT|>+ <g 21— 2) ><m>

[N

Using the lower bound on § from (5.2.12) gives

B V5 A ) A w?
T < — T 1-— — 2.2
() < J (VTP + G2 P =) (s ) (5:220)
which can be substituted into (5.2.25) along with the value of A from (5.2.10) to

obtain

G(T} > 13(;5[ (”M 5% (g(=)2(1 — 2)’ >> <%> (5.2.27)

To conclude the argument we show that the term in parentheses is non-negative. To
demonstrate this, we first estimate g(z) on the interval (1 — ¢, 1) from above using

the assumption that e S , S0 = < z <1 and (1 ) < ﬁ Thus,

g(z)géln(%)+2(13_2) Vze (1—¢g,1).
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Figure 5.2: Variation with R of the allowed values for the bottom boundary layer width e (shaded
region), determined by condition (5.2.11c) in Lemma 5.2.1 and condition (5.2.18b) in Lemma 5.2.3
when the bottom boundary layer width ¢ (=) is chosen as in (5.2.28). Also shown are the uniform
upper bounds § < & () and £ < £ () imposed on these variables. A black vertical line marks
the Rayleigh number Ry ~ 1891.35 above which all constraints on é and ¢ are satisfied.

Then, we use the assumptions 6 < = and § < ¢ (cf. remark 5.2.4) to observe that

[

In(%) <In(z) < In (57) and 2 < 3 In® (57). Combining these estimates with the

upper bound on g derived above gives

55 (g(=)(1 — 2)*) < 6% /11 (éln (%) + ﬁ)z (1—2)'ds

—&

1 1 1 3 1 3
33 [ 22 = e — e
(50 () +im () +3)

(by (5.2.18b)) < —22

I
o,

as desired. This concludes the proof of Lemma 5.2.3. O

5.2.3 Proof of Theorem 5.1.1

It is now straightforward to prove the upper bound on (wT’) by specifying boundary
layer widths 0 and e that satisfy the conditions of Lemmas 5.2.1, 5.2.2 and 5.2.3.
Since the estimate for the resulting upper bound obtained in Lemma 5.2.2 is

minimized when ¢ is as large as possible, we choose the largest value consistent with
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(5.2.18a),
5= (24V3)?R72. (5.2.28)

With this choice of 4, conditions (5.2.11c) and (5.2.18b) require ¢ to satisfy

27 648 R 1\* ./ R
In? <e< (-) In"3 (—) 5.2.29
R? (24\/3) -~ \48 244/3 ( )

which is possible for R > Ry ~ 1891.35 (cf. Figure 5.2). For R > Ry, any choice of ¢

in this range is feasible. The optimal value could be determined at the expense of more
complicated algebra either by optimizing the full bound U(f, 7, A), or by deriving
better e-dependent estimates for it. However, we expect that any e-dependent terms
will contribute only higher-order corrections to the bound on m

To conclude the proof of Theorem 5.1.1, there remains to verify that the choice of
0 is no larger than % and that any e satisfying (5.2.29) is no larger than % It is easily
checked that both conditions hold when R > Ry (see Figure 5.2 for an illustration).
For all such values of R, therefore, Lemma 5.2.2 and the choice of § yield the upper

bound (wT) < U(B,7,A) < 3 — cR™? with ¢ = 216.

5.3 Bounds for the insulating lower boundary

We now move on to studying the configuration where the top boundary is maintained
at constant (zero) temperature and the bottom boundary is insulating. First we
highlight the bound for W following steps similar to those used for the isothermal
case (cf. §5.2). In §5.3.1 we present ansétze for 7(z) and A(z), with which we
obtain crucial estimates in §5.3.2 , which give the bound in §5.3.3. Throughout this
section we consider 7' € T, defined in (2.1.3a). Observe that this changes the set of
temperature fields over which the spectral constraint in (5.2.2) is imposed.

Upper bounds on (wT') for this configuration where derived in chapter 2, the

variation in this chapter being that « is zero, leaving the positive constant § and the
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piecewise-differentiable square-integrable function 7(z) as tunable parameters. Due
to the boundary condition at z = 0 the 7(0) term drops from Sy in (2.4.5). We only
need impose that

(1) =0. (5.3.1)

These changes result in the following family of parametrized upper bounds on

(wT).

Proposition 5.3.1 (Bounding framework, IH3). Suppose that the pair (8,7(z))
satisfies the spectral constraint (5.2.2) and the boundary condition in (5.3.1). Further,

let A\ € L*(0,1) be a nondecreasing function such that \(0) = —1. Then,

W7 < 5+ (51760~ X - 3o = 7)) = V(). 0(), ).

Proof. As discussed in the proof of Proposition 5.2.1, the explicit bound on (wT')

is unchanged from the §2.3.1. Such that by use of the quadratic functional (5.2.3)

subject to the boundary conditions (1.2.5d), an upper bound on (wT') is given by

(wl) <1+ sup (—b IVT)? — 7/ (2)wT + (7(2) — Bz +1) 0. T — 7(2)).
TET,
w:—REA*2AhT

(5.3.2)
The supremum on the right-hand leads to the equivalent inequality
1 : 1 / 2
Wiy <+ it (1) = AE) - el = r(2), (5.3.3)
A nondecreasing
A>—1
as before. O

Remark 5.3.1. As was the case for isothermal boundaries and in §5.2, the bound

on (wT') is given by the same expression for the infinite Pr and arbitrary Pr cases,

where only the spectral constraint (5.2.2) is altered.
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5.3.1 Ansatze

The procedure for the proof of an upper bound on (wT') is the same as that employed
for isothermal boundaries. We construct § > 0, 7(z) and \(z) that satisfy the
conditions of Proposition 5.3.1, while trying to minimize the corresponding bound
U(B,7,A). Due to the Neumann boundary condition on 7" at z = 0, we can no longer
employ the Poincaré estimates used in §5.2.2 to control the sign-indefinite term in
the spectral constraint at the bottom boundary. Instead we modify 7(z) in (4, 3) to
increase slower than logarithmically in z and use results established in [167|. The

function 7(z) is chosen to have the form

0 —z, 0<z<4,
A -y slep 1—-=2
. _ _ < <1 —
T(2) : 1_'“(2 6'") — Aln 5 ) §<z<1l-—¢, (5.3.4)
A_B(1_2)7 1—8<Z<17
\ &
where
(1 —g)t=r—gt»r 1-9
B = B(g,0,p) := +1In . (5.3.5)
1—p €

On the other hand, the Lagrange multiplier A(z) is still chosen to be
Az) = B (5.3.6)

These piecewise functions, sketched in Figure 5.3, are fully specified by the bottom
and top boundary layer widths d,¢ € (0, %), the constant A > 0, and the exponent
p € (0,1) driving the behaviour of 7(z) in the bulk.

For 8 we take

8= {Ir(2) = AP ()2 = VB(I7'(z) — A)P)? . (5.3.7)
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7(2) A(2)
d 1

h—" |

) 1—¢c1 %

Figure 5.3: Sketch of the functions 7(z) (5.3.4) and A(z) in (5.3.6) used to prove Theorem 5.1.2.

This choice is motivated by minimizing the right hand side of the estimate

1 / 2 B 1 ! 2
15 (I7() =22 = B2) < 5 () + 35 (17 () = AR

1

= 5 {Im(e) - AZ)2)? =

- , (5.3.8)

which is used in Lemma 5.3.2 below to estimate the value of the bound U(f3, 7, \)
from above when 7(z) and \(z) are define by (5.3.4) and (5.3.6) respectively.

For any choice of the parameters §, €, A, and p, the function 7(z) satisfies the
boundary conditions in (5.3.1), while A(2) is nondecreasing and satisfies the condition
A(0) = —1. Thus, to establish Theorem 5.1.2 using Proposition 5.3.1 we need specify
parameter values such that U(8,7,A) < 3 — O(R™*) while ensuring that (8, 7(2))
satisfy the spectral constraint. For the purposes of simplifying the algebra in what

follows, we shall fix

A6, p) = ¥~/2u —16mt3 (5.3.9)

from the outset. This choice arises when insisting that the upper estimate on
U(B,,A) derived in Lemma 5.3.2 below should be strictly less than % for suitable

choices of § and ¢, at least when all other constraints on these parameters are ignored.
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5.3.2 Preliminary estimates

We now derive auxiliary results that simplify the choice of the exponent p and of
the boundary widths ¢ and €. The first gives estimates on the value of S defined
in (5.3.7).

Lemma 5.3.1 (Estimates on (). Let 7(z), A\(z) and B be given by (5.3.4), (5.3.6)
and (5.3.7) with A specified in (5.3.9). Suppose that i € (1,1) and the boundary
layer widths 0 and € satisfy

1 /1\21 1
(ssg(i)”, c<s Qu-DETBES P e (5310w

where B(e,d, 1) is defined by (5.3.5). Then,

2 4
£52 < B <62 (5.3.11)

3 3
Remark 5.3.2. Condition (5.3.10a) and the bounds on x imposed in Lemma 5.3.1
imply that 0 < ¢ < %. These uniform bounds will be used repeatedly in the following

proofs.

Proof of Lemma 5.3.1. It suffices to estimate (|7/(z) — /\(z)|2>% from above and be-
low. For a lower bound, we can substitute the choices of 7(z) and A(z) and then

estimate

€

1+ 1
b 1 —z

1—¢
(2 2dz = A?/
[

(#6308 = [ ek [

Dropping the positive term 1i—z from the integrand and integrating the rest gives

51—2M _ (1 _ 5>1—2M

(7() - M) 2 2 (=5 55— ).
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For every u € (%, 1), the second term inside the parentheses can be estimated upon

observing that constraints (5.3.10a-b) imply

(1—e)t2 < 27 < Lo Ly (5.3.12)
—\3 = 22 =2

Thus, we obtain
151 21
2u 1

(I7'(z) = AG)) = A°

(5.3.13)

NI

Taking the square root of (5.3.13) and using (5.3.9) gives (|7" — A[?)2 > ¥0 62, which
combined with (5.3.7) proves the lower bound on 3 stated in (5.3.11).
To prove the upper bound on 3, we start by using the inequality (a+b)? < 2a?+2b?%,

evaluating exactly the integral of 7/(z) — A(2), and dropping the negative terms to

get

(I7'(2) = A2)P) /1_E 1 L B

= - dz + =
A? 5 ZH * 12| &7 * £
- /1—6 2 2 s B?
z
—Js 2 (1= 2)? £
2§1-2 2 B
(since p>3) < + -4+ —. (5.3.14)

Using assumption (5.3.10¢), the second and final term in (5.3.14) can be estimated

from above to arrive at

(7(2) LM‘ ) 2(; - “1 (2 N Bi N 1) (5.3.15)

Next, we observe that for all € € (0,3), 6 € (0, %), and p € (3,1) we can estimate

111 V6 5
> Z o D) == —
B(s,é,,u)_B<3,6,2) ; +ln(2)>\/§,

so B~2 < 1/2. Using this estimate in (5.3.15), taking a square root, and substituting

in the value of A given in (5.3.9) leads to the inequality (|7/(z) — A(2)|2)"/* < %g 62,
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Combining this with (5.3.7) yields the upper bound on f stated in (5.3.11) and

concludes the proof of Lemma 5.3.1. O]

The second auxiliary result of this section estimates the upper bound U(f8, T, A)

on (wT') given by Proposition 5.3.1 using only the bottom boundary layer width .

Lemma 5.3.2 (Estimates on U(8, 7, \)). Let 7(z), A(2) and B be specified by (5.3.4),
(5.3.6) and (5.3.7) with A given by (5.3.9). Suppose u and the boundary layer widths

0, € satisfy the conditions of Lemma 5.3.1. Then,

vy <t O (5.3.16)
77-7 — 2 18‘ J.
Proof. Inequality (5.3.8) and the upper bound on  from (5.3.11) give

1 B 1 4,

UB, 7N <=-+=—(1(2)) <=4+ =6 — (1(2)) . (5.3.17)

2 3 29
The result follows upon observing that 7(z) is non-negative, so (7(z)) = fol T(2)dz >
f(f 7(z)dz = 36 O

Remark 5.3.3. Recalling the definition of 7 in (5.3.4) note that the right hand side
of (5.3.17) can be strictly smaller than 3 when 6% is small only if A < §#*3/2. This
observation dictates the choice of A in (5.3.9). For any fixed value of R, one should
choose A ~ 6#*3/2 with a (possibly R-dependent) prefactor that optimises the balance
between the positive and negative terms, subject to constraints on A, § and all other
parameters that ensure the spectral constraint is satisfied. To simplify the proof,

however, we choose to fix this prefactor a priori irrespective of R.

The final auxiliary result gives the sufficient conditions on § and ¢ that ensure

the spectral constraint (5.2.2) is satisfied.
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Lemma 5.3.3 (Sufficient conditions for spectral constraint). Let 7(z), A(z) and
be specified by (5.3.4), (5.3.6) and (5.3.7) with A given by (5.3.9). Suppose that i

and the boundary layer widths satisfy the conditions of Lemma 5.3.1. Further, let

h(u) =22 — 1)(1 — u?). (5.3.18)
and suppose that
) <e, (5.3.19a)
§ < h(u)R7?, (5.3.19b)
(—fo;)i s 38 m? (571 < %\/éRl. (5.3.19¢)

Then, the pair (B,7(z)) satisfies the spectral constraint (5.2.2).

Unlike the analogous result obtained in §5.2.2, Lemma 5.3.3 cannot be proven
using only the Hardy—Rellich inequalities stated in Lemma 5.2.4. The lack of a fixed
boundary temperature at z = 0, makes it impossible to gain sufficient control on the
contribution of the bottom boundary layer to the quadratic form in (5.2.2). This
difficulty can be overcome using the following result, obtained as a particular case

of a more general analysis by Whitehead and Wittenberg [[167], Egs. (59) & (77)],

which upon setting (in their notation) v; = § — v, and v, = % (—1 +/2(1 — ,u?)).

Lemma 5.3.4 (Adapted from Ref. [167]). Fiz p € (%, 1) and ¢, R > 0. Suppose

q(2) : [0,1] = R, be a non-negative function, satisfying

Then, for every w and T solving (5.1.5) subject to the boundary conditions (5.1.6),
1 T
<§\VT|2 + CwT - q(z)wT> > 0. (5.3.21)
z
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We are now ready to prove Lemma 5.3.3.

Proof of Lemma 5.3.8. Let 1(,;) denote the indicator function of the interval (a, b)

and define the functions

f(z):= {1 + A(j;,u) + f;(f ?} Lo (2), (5.3.22a)
9(2) = {M + 2_1# n le} Tooen(2). (5.3.22h)

Given the choice of 7, we can rewrite the spectral constraint as
0 < (BIVT? +7'wT) = F{T} + G{T},

where

wl’
M

F{T} = § (IVT]?) + A< > —{(f(z)wT), (5.3.23a)

G{T} = §<]VT|2> iy <%> _ Alg()wT). (5.3.23D)
Observe that F{T'} and G{T'} are functionals of the temperature field only because w
is determined as a function of 7" by solving (5.1.5) subject to the boundary conditions
in (5.1.6). We shall prove that {7} and G{T'} are individually non-negative for all
temperatures T from the space 7,", which is sufficient for the spectral constraint to
hold.
To prove that F{T'} > 0, we apply Lemma 5.3.4 with ¢(z) = f(z)/8 and ( = A/,
where f is given by (5.3.22a) and A given by (5.3.9). We therefore need to check

that

(1()etet) < AVEB =2+ VI= i

5.3.24
-~ R 3+ ( )

To verify this inequality, we first bound from above the weighted integral on the

left-hand side. By assumption we have 0 < z < § < % and pu € (%, 1), from which

1

we obtain T
— S

. Using this estimate and the definition of A from (5.3.9) we can
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therefore estimate

2 8V3y2u—1 5il s2ve
4+ p 9 (4—up) '

5
<f(z)zl+%> < / 25 4242175 dz =
0

Using again that 0 < ¢ < % and p € (%, 1), the bracketed expression can be bounded
from above to obtain

(F(2)15) <

4 8/3 1 [1\2 1
5t 5 3 (6) ] 5t < 552+%. (5.3.25)

Next, we bound from below the right-hand-side of (5.3.24). Using the lower bound
on 3 from Lemma 5.3.1, the definition (5.3.9) of A, and the fact that p € (%, 1), we

have

BAV2B =@+ p) 42\?5,#;\/2“7_1. 3=+ p)

(3+w) (3+u)

5 .
> 2 _§uts /2 — 1. 5.3.26
>0 V21 ( )

Combining (5.3.25) and (5.3.26), we conclude that (5.3.24) holds if

1 20 V(e —1)(1 —p?) V(2 — 1)1 — p?)
5 sg\/g I <V2 7 :

which is true because 0 satisfies (5.3.19a) by assumption. This proves that F{T'} > 0,
as desired.
We now prove that G{T'} is also nonnegative. This can be done following the

same steps used in §5.2.2. The Hardy—Rellich inequality (5.2.19b) gives

g{T} > g (IVT]?) + % <(17“_U—Z>3> — A{g(z)wT). (5.3.27)

120



CHAPTER 5. INFINITE PRANDTL NUMBER CONVECTION

To estimate the last term, as before we use the inequality (T?), < (1 — z) (|VT|?),

the Cauchy—-Schwarz inequality, and Young’s inequality:

s A 9 4 w?
(o) < (VTR + 55 (ol - ) (s )

Using the lower bound on § from (5.3.11) gives

I& 3v2 A w?
(g(z)wT) < —A<yVT|>+ 5 (g()*(1 —2) ><<1_z)3>,

which can be substituted into (5.3.27) along with the value of A from (5.3.9) to

obtain
V62 —1)A 44/6 1 |w|?
it} = 6 (m}f‘s (21 -2) >><(1—z)3>'
(5.3.28)

To conclude the argument we need to show that term in the parentheses is non-
negative. To demonstrate this, we first estimate from above the function g(z) given
n (5.3.22b) on the interval (1 —¢,1). The assumption that 6 < ¢ implies that
l1—e<1-6<1andIn(l) <In(3). Thus, for all § < ; and p € (3, 1) the first term

in g(z) can be bounded as

Lol o

To estimate the other terms in g(z), we observe that the assumptions ¢ < % and

RS (%7 1) imply that Z% < m and ﬁ < m Consequently, we arrive

at
2In (3) 1

P (TRl T g (5.3.30)

9(z) <
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(a) 10° (b) 0.5
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Figure 5.4: (a) Variation with Rof the allowed values for the bottom boundary layer width §
(5.3.32) (—) and the feasible region of ¢ (5.3.34) (shaded region). Also shown are uniform upper

bounds of § < & (=), and e < £ () imposed on the variables. A black vertical line marks the

Rayleigh number, Ry =~ 2960.89 above which all constraints on are satisfied. (b) Plot of the function

Finally, using (5.3.30) and evaluating the integral in the parentheses of (5.3.28) with

the fact that In(}) <In*(3) and < 11n(3) gives

b2 () R RO
/. (6(1—u)+(1—u)(1—Z)> =

gH—agh L (Y ()
= —— |-In"( = ni{-= -
(1 —p)? |5 ) ) 3
30r~2¢3 In? (3)

N

073 (g(2)*(1 - 2)") < 0

5
(1—p)?
4/6
by (5.3.19b < - 5.3.31
This concludes the proof of Lemma 5.3.3.
m

5.3.3 Proof of Theorem 5.1.2

To prove Theorem 5.1.2, we only need to specify R-dependent values for p and for
the boundary layer widths 0 and e that satisfy the conditions of Lemmas 5.3.1, 5.3.2
and 5.3.3.
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Motivated by the desire to minimize the upper bound on U(fS, 7, \) stated in
Lemma 5.3.2, we choose

§=h(u*)R? (5.3.32)

—1+(‘5/ﬁ is the unique maximizer of k() on the interval (3,1) (see Fig-

where p* =
ure 5.4(b)). With these choices, conditions (5.3.10c) and (5.3.19b) require ¢ to

satisfy

R H2B(5,e, )2 < e < R InT3 (67), (5.3.33)

where ¢y, ¢; and ¢, are non-negative constants independent of R. Using the upper

bound on B from (5.3.29), it suffices to find € such that

460 4t R2
—— R HZp? (—
(1 —p)? (%)

> <e< R T WS ( 1 ) . (5.3.34)
h(p)
Figure 5.4 shows that suitable values of ¢ exist when R > Ry ~ 2960.89. One can
also check that for all such values of Rand any ¢ in the range given by §5.3.3 one has
0 < %, e < %, and 0 < e. We have therefore verified all conditions of Lemmas 5.3.1,
5.3.2 and 5.3.3.
To conclude the proof of Theorem 5.1.2, we simply substitute the choice of ¢ from

(5.3.32) into Lemma 5.3.2 to find the upper bound (wT) < U(B3,7,)) < 3 — cR™,

where ¢ = 205 ~ .0107.

Remark 5.3.4. The top boundary layer width ¢ is not uniquely determined in the
construction. Its optimal value could be obtained by considering more refined
estimates on U(f, 7, \) than Lemma 5.3.2, but we expect such estimates to provide

only higher-order corrections to the eventual bound on (wT).
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Chapter 6

Free slip boundaries

Nice kabdan kaba bosaldim doldum,
Kanristim denize deniz ben oldum,
Damlanan icinde evrent buldum,

Yine benden bana getirdi beni.

From many containers I emptied and filled,
Mized into the sea I became the sea instilled,
Within a droplet, found the universe distilled,

Brought again it has me, from me.

ASHIK DAIMI

In this section we look at an alteration to the idealised models considered thus
far by changing the kinematic boundary conditions. While the expectation of no
motion at the plate surface is physically reasonable in most flows, one scenario where
this assumption can break down is for internally heated convection taking place
within planets. Mantle convection is influenced by pressure and chemical variations,
these are greatest at interfaces between different regions, like the mantle-liquid outer
core boundary in the Earth. Then, since geophysical fluid phenomena occur at large
scales, and consequently large R, convection can be said to be strong. For strong

convection in rotating environments free slip boundary conditions can be considered
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better models [96, 103]. The change in boundary conditions are also of interest from
the purely mathematical investigation of bounds for a different flow of internally
heated convection.

In the case of Rayleigh-Bénard convection, it has been proven that the bound
on the Nusselt number, Nu, increases with a smaller power of the Rayleigh number
for free slip boundaries than for no-slip [165]. This result was later extended to
the case of the infinite Pr convection [166]. The upper bounds on Nu were later
demonstrated to be optimal within the background method through numerical
investigations [159]. Inspired by the analytical work at finite and infinite Pr for
Rayleigh-Bénard convection, in this chapter, we apply a similar analysis to bounding
W in internally heated convection subject to free-slip boundary conditions.

As highlighted in chapter 1, applications of the background method for internally
heated convection have considered only the quantity m Under free slip and
isothermal boundaries it has been shown that m 2 R~17 holds for both finite and
infinite Pr [166]. While no bounds on (wT) for free slip existed prior to the work
of this chapter, the linear and energy stability limits are known. For free slip and
isothermal boundaries the flow is linearly unstable for R > 16 992.2 while the static

state is globally attracting only at R < 10618.1 [58]. Both values are, as expected,

lower than that for no-slip isothermal boundaries (§3.1).

6.1 Setup

The kinematic and thermal boundary conditions are

w|z:{071} = 8Zu|zz{o71} = aZU|Z:{071} = O, (611&)

T|.—01y = 0, (6.1.1b)
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such that the flow variables belong to the set (u,T) € A = Uy x T;", defined in
(2.1.2). The results that follow are twofold, the first is valid for all Pr. While the
second is obtained when the infinite Pr equations are considered (5.1.1).

A key variation in this chapter is the use of additional information through
the inclusion of vorticity in the auxiliary functional. The vorticity is defined as

w = V X u, such that, taking the curl of the momentum equation (1.2.3b) gives

Ow +V x (wxu) =PrAw + PrRrR[0,T,—0,T,0]. (6.1.2)

The vorticity equation (6.1.2) can be simplified when in 2-d and take the scalar
vorticity, defined as

Wy 1= Oyw — O,u. (6.1.3)

This scalar vorticity w, can be shown to satisfy

Owy +u - Vw, = PrAw, + Pr R0,T, (6.1.4a)

(JJy|Z:{071} =0. (614b)

In the infinite Pr case we can define a "pseudo-vorticity" [166] which plays a similar

role to w, but in three dimensions.

Theorem 6.1.1 (Pr < oo free-slip, 2d). For (u,T) solving (1.2.3) subject to the
free-slip isothermal boundary conditions (6.1.1), there exists a constant ¢ > 0, such

that for sufficiently large R > 0,

Remark 6.1.1. 1t is shown in §6.2.1 that the theorem holds with ¢ = 0.6442 for any

R > 66.
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Theorem 6.1.2 (Pr = oo free-slip, 3d). For (u,T) solve (5.1.1) subject to the
free-slip isothermal boundary conditions (6.1.1). There exists a constant ¢ > 0, such

that for sufficiently large R > 0,

(wT') <

% — CR_% .
Remark 6.1.2. Tt is shown in §6.3.1 that the theorem holds with ¢ &~ 0.2946 for any
R >.

For the case of isothermal boundaries, the upper bounds on (wT'), for both finite

and infinite Pr, translate into bounds on the flux out of the top and bottom.

Corollary 6.1.1. For sufficiently large R

Fr<1-— cR™%  and Fp > cR™ . (6.1.5)

6.2 Finite Prandtl number

To obtain a bound on (wT') at arbitrary Pr, information from the vorticity field in
two dimensions can be incorporated into the quadratic auxiliary functional (2.2.5).
We include an enstrophy, more precisely an energy of the scalar vorticity term, within

the functional along with its associated balance parameter v € R . This gives

_ o o, B T(2)+2—1 ? 2 2
V{u,wy,T} = <m|u| —|— § ‘T— T' —f- 2RP7“|wy| > (6.2.1)

From the same symmetrisation arguments made in §2.5, the background field associ-
ated with w, is taken as zero.
Following the strategy outlined in §2.3.1 utilising the minimum principle, with

the new auxiliary functional of (6.2.1), a bound can be obtained on (wT'). Using

the boundary conditions (6.1.1), incompressibility, the identity (|Vul|) = (|w,|?) and
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integrating by parts, we obtain

< i : > 2.
(wT) < U,T(lzré,f,\(z){U S{u,T,w,} > 0V(u,T) € A}, (6.2.2)
a0,

where

— g 2 2 l 2 o .
S = <R|Wy| + BIVT] +R|wa| (a — 7'(2))wT va)mwy>

+{(Bz —7'(2) + N)O.T +7(2)) — % + U, (6.2.3)

where \(2) is a non-decreasing function. The linear terms in (6.2.3) remain unchanged

to the problem at no-slip boundaries from (3.2.1) and as such the explicit expression

for the bound on (wT) is the same and given by (2.4.1). However (6.2.3) contains
additional quadratic terms such that in Fourier space we have

a + yk?
R

— (o — 7(2))Refun T3} — ykRe{wy,k:ﬁk}) (6.2.4)

S, T By = oyl + 514 1I? + BITL + BRI Tl

As before requiring that Sg > 0 is referred to as the spectral constraint.

A bound on m can be stated as the following optimisation problem, which
we proceed to solve in §6.2.1, for a particular choice of balance parameters and and
background profiles.

inf U::1—1—<i|5(2—%)—T'(z)+)\(z)|2—7(z)>
7(2).A(=) 08, 2 \4p

subject to  Sp{tig, Tk, yr} >0  Vidg, Th, Oy : (6.1.1)(6.1.4b) K # 0,

A(z) nondecreasing and (\) = —1.
(6.2.5)
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7(2) A2)
4 1

N

1) 1—¢1 %

Figure 6.1: Sketches of functions 7(z) in (6.2.6) and A(z) in (6.2.7).

6.2.1 Analytical bound

To prove the bound in Theorem 6.1.1, we seek § > 0, 7(z) and A\(z) that solve (6.2.5).
In (6.2.4) it remains favourable to take 7/(z) as « in the bulk of the domain, such

that the wT term is zero. The choice of profiles are

- 0<2<9,
7(2) = { a(z —9), 0<z<1l-—¢, (6.2.6)
a(l—é—a)(l_z), l—e<z<1,
L 3
and .
N 0 S z S 57
Az) =4 9 (6.2.7)
0, 0<z<1
We also fix

N|=

B {72 = AGP) (12 = 31)7F = 2VB (I () - M=)P) (6:23)

This choice minimizes the right hand side of the inequality

]' 1 / 2 B 112 1 / 2
;@<W@—g%ﬂﬂ@+kkﬂ>§§Qz—ﬂ>+§gww@—xwﬂ>, (6.2.9)

which will be used to estimate the bound.
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Lemma 6.2.1. Let 7(2), A(2) be given by (6.2.6) and (6.2.7). Let the boundary

layers 0 and € satisfy

5g; 5§%, (6.2.9a,b)
and that
o= %555. (6.2.10)
Then
§5 < B <46 (6.2.11)

Proof. We need to estimate (|7/(z) — )\(z)|2)% from above and below with § given
by (6.2.8). For a lower bound, we substitute our choice of 7(z) and A(z) from (6.2.6)

and (6.2.7), then the assumptions § < % and € < % imply 1 —e — 6 > %, which gives

1
l1—e

<W@—MM3=£VWW®Z/ %u—&wﬂuz%%. (6.2.12)

Then, substituting into (6.2.8) and taking « as given by (6.2.10) we obtain

B =2vV3(|7'(z) = A»)*)

[

Vv
)
>
O 2

I

|

>,

(6.2.13)

. 1 1 -
For an upper bound, the assumptions of ¢ < 5 and € < 5 imply 1 —¢ —0 <1,

then

(I7(z) = A(2)]*) = B a’dz + /1 a_2(1 —e—0)Pdz=a’ (1 —ec—-0)(1-9)

T

€

2
< (6.2.14)

£

Substituting into (6.2.8) with (6.2.10) for « gives
B<2v3S =45, (6.2.15)
€2

[l
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The following auxiliary result estimates the upper bound U on (wT') in terms of

the bottom boundary layer width alone.

Lemma 6.2.2. Let 7(2), A\(2) and a be given by (6.2.6), (6.2.7) and (6.2.10). Suppose

that the conditions of Lemma 6.2.1 hold. Then

U(B,7,A) <

(6.2.16)

N | —
D>

Proof. The explicit expression for U is given in (6.2.5). Since 7 is a non-negative

function we can estimate (7(z)) > f06 7(z)dz = 30. Then, using (6.2.9), our choice

of 8 in (6.2.8) and the upper bound on (|7/(z) — A(2)[*) we get

1 3 1 1 3 1
U< -+ £ (I7(z) = M2)]*)? = (1(2)) < = + iﬁl — =4 (6.2.17)

2 6 2 6 £2 2
Substitution for « from (6.2.10) gives the desired result. O

To demonstrate that the spectral condition is satisfied we require the following
estimate, established in [165], relating the vertical velocity to the scalar vorticity in

Fourier space.

Lemma 6.2.3. Let wy(z) and wy,k(2) be functions zero at z =0 and z = 1. Given
the relation (6.1.3) and incompressibility V - u = 0, it follows that
3

32
Jwie| < 2—k: min(z, 1 — 2)||wylle. (6.2.18)

The following lemma states the choices of ¢ and ¢ made so as to satisfy the

condition that Sk > 0 in (6.2.4).
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Lemma 6.2.4. Let 7(z), A(2) be given by (6.2.6) and (6.2.7) and o < 1 with § and

e given by the conditions in Lemma 6.2.1 then suppose further that

1

§ = 554, (6.2.19a)
N3, 2

= YO R%Y 2.19b

7= o et (6.2.19Db)
912516 %

£ = <W) R, (6.2.19¢)

Then the spectral constraint S > 0, for S given by (6.2.4), is satisfied.

Proof. The final term in (6.2.4) is estimated by use of the Cauchy-Schwarz and

Young’s inequalities with a nonnegative weight of 23, to get
~ ~ ’}/2
vk <Re{id)y7ka}> < BK? <|Tk|2> + 15 (100l (6.2.20)

The S, estimated from below becomes

2

v . otk AN L - o
Sz (letal + (75 = L) el + AT - (0 = F(DRe{inTid ),
(6.2.21)
where establishing that (6.2.21) is nonnegative is a sufficient condition to demonstrat-
ing that the spectral condition holds. Substituting for 7(z) and taking the modulus

the w71 term becomes

1

. 1\ [ . .
0 1

—€

Consider first the integral at the lower boundary of wyTk. First, by assumption
0 < % and € < % then (6.2.10) implies o = \%(55% < %. Combining with the results

of Lemma 6.2.3, the estimate |Tk| < v/z || T}|l2, the estimate on 57! from (6.2.11),
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the Cauchy-Schwarz and Young’s inequalities gives

5 3
_ N A 34 1.5 _ R A
(a+5 1)/ | Teldz < 215k252 (a+5 1) |y k2| Ty |2
0 2
B - 33/2 [° 2
< §|| é||§+m7(04+5 N oyl
5 W3
< Dz + 2Lk el (6.2.23)

For the integral at the upper boundary we follow the same steps to obtain

3

1 3
_ S 372 1 3. . .
1(1—5)/1 |k Tk|dz < ;5k2a63||wy,kll2llTéllg
B+ 3v3
< §||T,Q||§ = ke |Gy lla. (6.2.24)

Substituting (6.2.10), (6.2.23) and (6.2.24) into the spectral constraint (6.2.4) gives

GO 9kt 342 93, 343
o v :
Sk: > _”wy,ng_’_ (ﬁT — g — Kkﬂz — W}gégll ||wy7k||§. (6225)

The right hand side of which is non-negative if the term in parentheses is non-negative.
Taking by assumption § = %64 and that v = (i)2\5[0 R2%% , the sufficient condition for

the spectral constraint to hold is

%§+9\/_ TRE2 31 c19pt \/_5

et > 0. 6.2.26
9 R 1250 2558 95 "¢ = ( )

The condition (6.2.26) is quadratic in k with a positive discriminant, and as such
it is sufficient for the condition to hold for the minimising k,,(R,¢). Minimising

(6.2.26) with respect to k we find that

(6.2.27)
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Substituting (6.2.27) back into (6.2.26) and rearranging gives

98516\ 28
e < (W) R 29, (6228)
Then taking € as (6.2.19¢) yields the desired result. O

In Lemma 6.2.4 above we required relations between the variables («, 5,7, 9, €).

In terms of R the balance parameters are given as

2 28516 5% s
o = 3—\/§( 315> R 29, (6229)
2 (2BOND
g = 5( 515 ) R, (6.2.30)
0V3 (25516\ &
= V2 5. 2.31
v 1250(315> = (6.2.31)

Proof of Theorem 6.1.1

The final proof of Theorem 6.1.1 then comes by the use of § from Lemma 6.2.4 and

Lemma 6.2.2 to obtain

4
e 1 1 [28516\m 4

6.3 Infinite Prandtl number

In the limit of infinite Prantl number the equations governing the dynamics and the
resultant bounding problem is precisely the same as that presented in §5.2. The
balance parameters for the kinetic energy of o and enstrophy ~ in (6.2.1) are set
to be identically zero. As discussed in chapter 5, at infinite Prandtl number the

momentum equation can be written as
A*w = —RA,T. (6.3.1)
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The bound on (wT') is unchanged and given by (6.2.5), however with a = v = 0 the

spectral constraint (6.2.4) becomes

Sy = <5|T,;|2 + BRA| T2 + T'(Z)Re{wkfk}> >0, Vaelk:(6.1.1).  (6.3.2)

6.3.1 Analytical bound

To prove the bound in Theorem 6.1.2, we seek § > 0, 7(z) and A(z) that satisfy the
conditions of (6.2.5) and minimise U with Sk given by (6.3.2). We take 7(z) and
A(z) the same as in (6.2.6) and (6.2.7) and use both Lemma 6.2.1 and Lemma 6.2.2.
To establish that the spectral constraint (6.3.2) is satisfied we require the following

result, before which we introduce the pseudo-vorticity in Fourier space

.1 1
=7 (0., — k%) oy = AT, (6.3.3)

where A = 0., — k2. The pseudo-vorticity has boundary conditions

Cel==01y = 0. (6.3.4)

Lemma 6.3.1. Taking (u,T) € Uy xT,", where w and T satisfy (6.3.1) with boundary

conditions (6.1.1). Let the pseudo-vorticity e be given by (6.3.3). Then
kR <|Tk‘2> > k! <\5k\2> ) (6.3.5)

and
A 1 1 292
<|wka|> =% <|Ck| > (6.3.6)
Proof. Due to horizontal periodicity in Fourier space the equation linking w; and Tr
from (6.3.1) becomes
RE*Ty, = )" — 2K*0) + kg, = A (6.3.7)
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Given the definition of the pseudo-vorticity from (6.3.3), substituting into (6.3.7)
gives

kRTy, = Aly. (6.3.8)

Then if we square (6.3.8) and integrate over the domain, integrate by parts with use

of the boundary conditions (x(0) = (i(1) = 0 gives
R2R2 (VT3f2) = (1GHI2 + 282G + K41l (6.3.9)

The first two terms on the right-hand side of (6.3.9) are positive and therefore the
left hand side can be bounded from below, giving the desired result (6.3.5).
To demonstrate (6.3.6) we need only use (6.3.3) and (6.3.8), rearranging in terms

of 1y and T} such that substituting gives

(jntily = = (1GP)
Il

The final result required to obtain Theorem 6.1.2 are the following conditions on
the boundary layer variables of the background profiles to ensure the positivity of

the spectral constraint (6.3.2).

Lemma 6.3.2. Let 7(2) be given by (6.2.6), and 6 and ¢ satisfy the conditions of

Lemma 6.2.1. Suppose further that

1
5 = gg‘*, (6.3.10)
924516 %5 0
E = (W) R 2. (6311)

Then, the spectral constraint (6.3.2) is satisfied.
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Proof. The functional S in Fourier space after use of (6.3.5) can be estimated from

below,
Bk*

Sk > <B|T,;|2 + 73 1Ce® + r’(z)|wka|> . (6.3.12)

The sign indefinite term in S is evaluated with 7(2) given by (6.2.6) and after

rearranging we use (6.3.6) to get

N 1 4 . 2 1 1—¢ N
T/(Z)’ﬁ)ka’> = —= |wka|dZ + —dez2 / |UAJ]<,Tk|dZ
< : i

AV
| rO
[«%)
(W)
=
T~
oy
)
\/
|
7 N
([«%Y
L
+
[«%)
™
SIS
N——
(e}
(%)
S
bl
=
Q.
N

2 1 ! .
l1—¢

The integral at the lower boundary with (6.3.13), was previously estimated in (6.2.23)
and follows through at infinite Pr where we only need to replace w, , in Lemma 6.2.3
with ék Likewise, the integral at the upper boundary has been estimated with
(6.2.24). Using both (6.2.23) and (6.2.24) in (6.3.13) gives

<T'(z)\wkfk\> > (%% . 95—?%2 - %kda“) <\§k\2> 3 <\T,;;2> . (6.3.14)

Substituting (6.3.14) into (6.3.12) and taking by assumption § = 3&* gives

2¢4kt 2/3er V3 g -
> |22 avest Ve . 3.
S, > <9 T <|¢k|> (6.3.15)

The sufficient condition to demonstrate S > 0 is to show that the parentheses in
(6.3.15) is non-negative. In fact we need only demonstrate this for the minimising

possible k,,(R,¢). Minimising with respect to k, we find that

k. = %gs
™\ 200
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Substituting (6.3.16) back into (6.3.15) and rearranging gives the condition

924516\ 25 w0
e < (W) R 2. (6317)
Taking ¢ as given by (6.3.11) gives the desired result. O

Having shown the relation of 5 to the boundary layer variables ¢ and ¢ in terms

of R we have

192 (224516\ % 4,
5 = E (?) R 2. (6318)

Proof of Theorem 6.1.2

The final proof of Theorem 6.1.2 follows by use of the results from Lemma 6.3.2 and
Lemma 6.2.2, such that
24r16\ 35

wT) < % - % (%) R (6.3.19)
Remark 6.3.1. The only balance parameter in the auxiliary functional for the Pr = oo
case is that of 5. However, the proof of Theorem 6.1.2 proceeds by taking an identical
profile of 7(z) to the case of Pr < oo where o appears. The reason is as follows.
Taking any piecewise linear 7(z) satisfying 7(0) = 1 and 7(1) = 0 with two boundary
layers at the top and bottom, corresponds to choosing 7(z) with a gradient n > 0 in
the bulk. However in (6.3.15), the crucial positive term of O(1) comes from choosing
n > 0, otherwise for small k the parenthesis in (6.3.15) would not be positive since
the only remaining positive term is O(k*). Therefore, picking n > 0 is critical to

satisfying the spectral constraint. It then turns out that optimising n gives exactly

the « as chosen for the Pr < oo given in (6.2.10).
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6.4 Discussion

With a change of the kinematic boundary conditions to free-slip, the upper bounds on
heat transport have been demonstrated to be lower in both cases where Pr < oo and
Pr = oo as compared to a flow between no-slip boundaries. The smaller exponent
with R stems from the lack of vorticity production at the walls due to the boundary
conditions and lack of vortex stretching by the flow. This makes the results arguably
less physical for convection that is not asymptotically strong in R. Regardless we
make a few remarks about the results established in this chapter and point to possible
future directions for the research.

The two results of Theorem 6.1.1 and Theorem 6.1.2 exhibit the same scaling
behaviour, however the proof valid at infinite Pr holds for three dimensions while
that at arbitrary Pr is only true in two dimensions. For Rayleigh-Bénard convection,
it has been demonstrated that by treating the governing equations valid for finite
Pr as a perturbation of the infinite Pr system [155|, a bound can be proven on the
convective heat transport valid for large Rayleigh numbers in three dimensions and
at all Pr [156]. However for Rayleigh-Bénard convection, such a proof relies on
the use of a maximum principle for the temperature (||T'||~ < 1), since this has
not been proven for the problem in this chapter the proof does not follow through
trivially. Nevertheless, it would be of interest to see if the ideas can be used to prove
a bound on (wT).

Considering Navier-slip boundary conditions is a means to interpolate between the
no-slip and free-slip cases. This involves imposing Robin-type boundary conditions
with a parameter referred to as the slip length which in different limits gives the
different kinematic configurations. Bounds on heat transport under Navier-slip
conditions have been proven for Rayleigh-Bénard convection [37]. Whether or not

the same can be applied to (wT") or (T') in internally heated heated convection is an

open question.
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The background profiles 7(z) constructed in the proofs are piecewise linear.
We demonstrated that constructions with multiply embedded boundary layers or
logarithmic behaviour are critical to proving R-dependent bounds that are strictly
less than % in §3.3.2 & §5.2. Whether a similar approach and increasingly complicated
profiles of 7(z) can be used to improve the bounds in Theorem 6.1.1 or Theorem 6.1.2,
is an unanswered question, that may be elucidated through numerical optimisation.
Furthermore, at arbitrary Pr and for Pr = oo we have proven bounds when the
lower boundary is an insulator, yet we are as yet unable to do the same for free-slip
boundaries. Seeking upper bounds with an insulating lower boundary and free-slip
should be a future direction of research.

One key element in the proof of the free-slip theorems was the assumption that
) # € in the constructions of 7(z). If instead we were to simplify the problem and
set the boundary layer widths as equal then we would obtain W < % —cR72,
an identical result to Theorem 5.1.1. As such ¢ # ¢ is critical to our bound and
specifically it was the case that § = £*. However, predictions from heuristic arguments
of appendix B are that § = €2, for isothermal boundaries. It is anticipated that if a
different background profile can be constructed where ¢ is not forced to be as small
relative to €, the upper bound on m could be improved. One way to probe if this

is possible or not is to carry out a numerical optimisation of the problem with the

SDP methods discussed throughout this thesis.
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Chapter 7

Poorly conducting boundaries

Freedom is the truth of necessity.

G.W.F. HEGEL - THE SCIENCE OF LOGIC

The results in this chapter appear in the publication [1]. Having proven bounds
for internally heated convection where at least one of the boundaries is isothermal
(chapter 3 & chapter 4), the major difficulty in bounding the heat transport was the
subtle interplay between the lower and upper thermal boundary layers [2], and it was
shown that the use of a minimum principle was necessary to obtain upper bounds
on m which converge to % from below asymptotically. If the thermal boundary

condition at the top is replaced by a fixed flux condition the minimum principle can

no longer be proven to hold, to the best of knowledge available at this time.

7.1 Setup

We are considering uniform internally heated convection with no-slip velocity

boundary conditions and fixed-flux thermal boundary conditions

0.T,o=0, 9.T|_, =-1, (7.1.1b)
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such that (u,T) € A =U; x T3 as defined in (2.1.2).

We remove the subtleties associated with the lower boundary by considering a
zero-flux condition as shown in Figure 1.1(c). The hypothesis behind this choice is
that the resulting problem will be driven primarily by the properties of the unstably-
stratified thermal boundary layer near the top boundary and, therefore, will bear a
closer resemblance to Rayleigh-Bénard convection. To ensure that convection can
reach a statistically stationary state we also replace the isothermal top boundary
with a fixed-flux condition that matches the total generation of internal heat.

Within this flow configuration, our goal remains the same; to bound the convective

heat flux (wT'). Consideration of the fluid’s potential energy, which for the Boussinesq

equations used here can be expressed as (1 — z)T', shows that

(W) + (T|s=0)n — (T'|o=1)n = %, (7.1.2)

In (7.1.2), the input of potential energy () balances the reversible work, (wT"), done

1
2

by the velocity field (equal to the average viscous dissipation) and the unknown

rate (T|,—o)n — (T|.=1)n at which the fluid’s centre of mass would decrease due to

conduction in the absence of fluid motion [71]. The sign of the conductive term

(T|,=0)n — (T|.=1)n is a priori unknown, but it can be shown [58| that

[(TTo=obn = (Tlom)nl < KT) = (Tloca)nl?. (7.1.3)

For sufficiently large Rayleigh numbers, this estimate can be combined with the

bounds of [97] that

RV < (T) — (T|.=1)n < (7.1.4)

W —

to find

1
+ %, (7.1.5)

(wT) <

N | =
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uniformly in R and Pr. However, assuming that (7'|.—), and (T") scale similarly
with the Rayleigh number, it was conjectured in [58] that the mean vertical heat

transport should satisfy (wT’) < 3 — O(R™"/?). In this chapter while we are unable

to prove such a bound instead it will be shown in Theorem 7.1.1 below, that upper

bounds on (wT') that approach (3 + \/Lg) > 1 from below are possible to obtain.
Note that this improves the best known bound (7.1.5).

As the mean temperature (T') is conserved in time, we assume it vanishes without
loss of generality. With this extra condition, the governing equations admit the
solution w = 0, p = constant and 7' = —% + é at all R, which represents a purely
conductive state. This state is globally asymptotically stable irrespective of the
horizontal periods L, and L, if R < 1429.86 and linearly unstable when R > 1440
for a sufficiently large horizontal period [57]. Convection is guaranteed above this
Rayleigh number for at least one choice of the horizontal periods, but cannot be
ruled out above the global stability threshold. We are therefore interested in bounds

on (wT') that hold for arbitrary R > 1429.86.

Theorem 7.1.1. (Fized flux uniform heating) Suppose that w and T' solve (1.2.3)
and satisfy the boundary conditions (7.1.1). Then there exists a constant ¢ > 0 such

that for sufficiently large R > 0,

(wT) < % (%—F%) (1—-cR75). (7.1.6)

Remark 7.1.1. It is shown in §7.2.2 that the theorem holds for ¢ = 3.073 for any

R > 591.51.

Corollary 7.1.1. For all sufficiently large R,

Nu < B—%HGJF%) R—é}_l. (7.1.7)
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7.2 Optimal bounds with v

To derive an upper bound on (wT), it is convenient to lift the inhomogeneous
boundary condition on the temperature with respect to the conductive profile by

introducing the temperature perturbation
9w, t) = T(z,t) + % . (7.2.1)

The heat equation (1.2.3¢) and boundary conditions (7.1.1b) can be used to show

that 9 satisfies

00+ u - Vi = AV + 2w, (7.2.2a)

0.9|._, =0, 0.9._, =0. (7.2.2b)

Since we now work with homogeneous boundary conditions and the field ¢ the space

on I is well defined as
Ts = {19 c H'(Q) ‘ ¥ is periodic in z,y, (7.2.2b)}. (7.2.3)

Lemma 7.2.1. Let w be the z-component of the divergence free field w, with Dirichlet

boundary conditions at z =0 and z = 1. For any f(z) : [0,1] = R

(wf(z)) = /0 (w(2))n f(2) dz = 0. (7.2.4)

Proof. The vertical velocity, w, has no horizontal mean, given the no-slip boundary

conditions (7.1.1) and incompressibility and as such the lemma follows trivially. [

Given (7.2.1) and Lemma 7.2.1 we conclude, in particular, that
(wT') = (w?). (7.2.5)
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The rigorous upper bound on (w) is derived with the quadratic auxiliary functional
(2.2.5) with T replaced by the temperature perturbations ¥ and as such the Lie
derivative calculated over the equations where (7.2.2a) replaces (1.2.3¢). Since it
can be shown that V{u(t),¥(t)} remains uniformly bounded in time along solutions
of (1.2.3b) and (7.2.2a) for any given initial velocity and temperature, employing
the method outlined in (2.2), after integration by parts and the boundary conditions

(7.2.2b), W) < U it

S{u, 0} = <%|V’u|2 FBIVOP — (a+ 1+ Bz — ¢ (2))wd — () + U> >0,
(7.2.6)
The major difference in S as compared to the previous two thermal boundary
conditions (c.f. (2.2.9)) is a Szwd term which consequently appears in the spectral

constraint since it is quadratic.

Definition 7.2.1 (Spectral constraint). The pair («, 8, ¢(2)) is said to satisfy the

spectral constraint if
<% Vul2 + BVOP — (a+ 1+ 82— <p’(z))wz9> >0, V(u,0) € Uy x T (7.2.7)
Lemma 7.2.2. Suppose that («, B, p(2)) satisfy the spectral constraint. Then,

(T = (i) < UB,) i= <%> . (7.28)

Proof. First take (7.2.6) and rewrite the functional S{w, ¥} in Fourier space. Invoking
the horizontal periodicity we expand the velocity and temperature fields using Fourier

series,

N, y, 2z ;
(2,y,2) -y oilkaathyy) (7.2.9)
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The sum is over wavevectors k = (k;,k,) of magnitude k = /k2 + k2 that are
compatible with the horizontal periods L, and L,. The (complex-valued) Fourier

amplitudes 1§k and uy, satisfy

e (0) = 10, (0) = g(1) = (1) = 0, (7.2.102)

05.(0) = 0 (1) = 0. (7.2.10D)

After substituting (7.2.9) into (7.2.6), the Fourier-transformed incompressibility

condition ik, + ik, + W), = 0 can be combined with Young’s inequality to

estimate
S{u, 9} > Sofdo} + Y Seftin, U}, (7.2.11)
k
where
1
So{do} = U +/ BIIL(2)2 — ()01 () dz, (7.2.12a)
0

and

R . 10& w// P 2 . . .
et e = [ 5 (MEIE L ola o)+ #1an?) + 813,

~

+ BEA0k(2)]? = [+ 14 Bz — @ (2)]in(2) Vp(2) dz. (7.2.12b)

Standard arguments (see e.g.,[2]) show that the right-hand side of (7.2.11) is nonneg-
ative if and only if each summand is nonnegative, and that to check these conditions
one can assume that wg and @k are real valued functions. If S > 0 this implies
the spectral constraint is satisfied. The bound can then be obtained from necessary

condition that gives Sy > 0. We continue by observing that

1 / 2 ’ 1
s- [o(he-592) -2 vvazu- [Fa @ay
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so the constraint Sy > 0 is satisfied if we choose

B 1 30/(2)2
U_/0 v dz. (7.2.14)

]

Remark 7.2.1. Setting 9} (z) = %(p’ (z) except for infinitesimally thin boundary layers
near z = 0 and 1, where 9, = 0 to satisfy (7.2.10b), reveals that this choice is

optimal.

7.2.1 Numerically optimal bounds

In the proof of Lemma 7.2.2, the functional (7.2.6) is estimated from below by
two functionals Sy and ), S. The best bound on (w?) is then found upon solving
the optimisation problem

inf B{U: So{do} >0 Vi : (7.2.10b),

U (=)0, (7.2.15)

Sp{tig, U} >0 Vibg, Uy, : (7.2.10a,b), Yk # 0}

Additionally we consider ¢'(2), rather than ¢(z), as the optimization variable because
only the former appears in the problem.

We start by solving (7.2.15) numerically to guide the analysis, by using the
MATLAB toolbox QUINOPT [49]. This toolbox employs truncated Legendre series
expansions for the tunable function ¢(z) and for the unknown fields Jy, 95 and
Wy, in order to discretise the convex variational problem (7.2.15) into a numerically
tractable semidefinite program (SDP) [44, 46, 47, 140, 141]. Numerically optimal
solutions to (7.2.15) were obtained for 10> < R < 10? in a two-dimensional domain
with horizontal period L, = 2. The number of terms in the Legendre series expansion
used by QUINOPT was increased until the optimal upper bound changed by less than

1%, and an iterative procedure (see e.g., [47]) was employed to check the spectral
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Figure 7.1: Panel (a): Numerically optimal bounds U, computed with QUINOPT(==), compared

to the analytical bound U, (7.2.36) (—) and the improved uniform upper bound (% + %) ().

Insert (b) shows the ratio of the two R-dependent bounds. Panel (¢): Analytical (=) and numerical

(=) corrections to the uniform bound (% + %), compensated by R3. Panel (d): Numerically

optimal profiles ¢ for 10® < R < 10° (—). Highlighted profiles for R = 10° (), R = 107 (—) and
R = 10° (=) correspond to the circles in panels (a) and (c¢). Panel (e): Balance parameters o (—
optimal; --- analytical) and 8 (— optimal; --- analytical).

constraints S > 0 up to the cut-off wavenumber

R \1 1
ke = (M) la4+14 82z —¢'(2)|Z%. (7.2.16)

This value is derived using Lemma 4.2.1, recalling that it is true that S > 0 for any
k> k..
The numerically optimal bounds on (wi) are compared to the analytical bound

Theorem 7.1.1 in Figure 7.1(a). The former are zero until Rp = 2147, which differs

from the energy stability limit reported by [57| due to the choice of horizontal period
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made in our numerical implementation. Insert (b) reveals that the optimal and
analytic bounds appear to tend to the same asymptotic value as R — oo and, as
evidenced by panel (¢), seem to do so at the same rate. This strongly suggests
that the only possible improvement to our analytical bound is the magnitude of the
O(R_%) correction.

Figures 7.1(d) and 7.1(e) show the optimal profiles of ¢'(z) and the optimal
balance parameters «, § in the range of R spanned by our computations. For large
R, the optimal ¢'(z) are approximately piecewise linear, corroborating our analytical
choice in (7.2.20), and the optimal balance parameters behave like the analytical
ones (plotted with dashed lines). The main differences between the optimal and
analytical ¢'(z) profiles are oscillations near the edge of the boundary layers and the
fact that the two boundary layers of the optimal ¢’(z) have different widths. This
suggests that a better prefactor for the O(R_%) term in our analytical bound could
be obtained, at the expense of more complicated algebra, by considering boundary

layers of different size.

7.2.2 Analytical bound

The numerically optimal results indicate two key points, first that the uniform upper
bound on (wT') is exactly half that known previously from [58|. Secondly that the
R correction to the uniform bound scales as R3. We proceed to demonstrate the

results observed in the numerical optimisation.

Theorem 7.2.1. (Uniform upper bound) Suppose that w and T solve (1.2.3) subject

to boundary conditions (7.1.1). Then for all R and Pr,

(% + %) . (7.2.17)

Proof. We use the results of Lemma 7.2.2 and seek o and 5 and a function ¢(z)

0< (WT) <

that minimize the right-hand side of (7.2.8) whilst satisfying the spectral constraint
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(7.2.7). The simplest way to ensure this is to set ¢'(z) = a+ 1 + 5z, because then
the sign-indefinite term in (7.2.6) vanishes giving & > 0. The bound for this choice
then reads

ZﬂﬂSUﬁﬁ%6+%a+U+g%;X

Then minimising with respect to 3 we find that 3 = v/3(a + 1), minimising for a the

(7.2.18)

optimal choice is a = 0. Substituting for the minimising o and § in (7.2.18) gives
U=1(3+ L) 0

Theorem 7.2.1 halves the previous uniform bound [58]. An even better result
that depends explicitly on the Rayleigh number can be obtained by letting ¢'(2)

develop boundary layers of width § near z = 0 and 1. Specifically, we still fix
B=V3a+1), (7.2.19)

but this time take

'G+¢@4 0<2<3,
¢'(z) = (a+1)&(2),  &(2)=41+32, §<z<1-4¢, (7.220)

(52 -VB)(1-2), 1-6<2<1

At first glance (7.2.8) suggests setting ¢’(z) = 0 throughout the boundary layers,
to minimise U, given that we require ¢'(2) to satisfy a value in the bulk from S > 0.
However it is the case that a linear variation makes the spectral constraint easier to

satisfy and results in a smaller bound on (wT).
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Figure 7.2: Sketch of the piecewise-linear ¢’(z) in (7.2.20).

The following result derives necessary conditions for S, > 0 where Sy is defined

in (7.2.12b).

Lemma 7.2.3. Let § and ¢'(z) be given by (7.2.19) and (7.2.20) and that § <

1
3

then

1. The upper bound can be estimated as

1/1 1
< | =4+ —= - 1 2.21
where Uy = 4+2ﬁ.
2. Suppose that
1
§=d o) (7.2.22)
"\ (a+1DR) o

where dy = [540(7v/3 —12)]3. For Sy, given by (7.2.12b) the spectral constraint,

Sk > 0, s satisfied.

Proof. To prove 1., substitute 5 given by (7.2.19) into ¢'(z) defined in (7.2.20) then

both into U as given by (7.2.8). Computing the integral gives

— 11 1 6+5/3_ V3,
1/1 1
=2 (5 v UO(S) (a+1), (7.2.23a)

151



CHAPTER 7. POORLY CONDUCTING BOUNDARIES

where we have defined

Up < 5(6+5V3 )—£5 (7.2.24)

—_

However, since by assumption § < & we can fix Uy = 4+3‘[ , which yields (7.2.21) as
desired.
To prove 2., given ¢'(2) from (7.2.20) and S in (7.2.19) the spectral constraint

(7.2.7) can be written using the indicator function 1(,p) on the interval (a,b) as
« 24./3 2
<E|Vu\ +V3(a+ 1)|VI* — f(2)L0,6)(2)wd — f(z)]l(l,571)(z)w19> >0, (7.2.25)
where
f(2) = (a+1) [14+V32—£(2)]. (7.2.26)

By virtue of the boundary conditions on g in (7.2.10a), with the fundamental

theorem of calculus and the Cauchy-Scwharz inequality we have that

0

Since the same estimate can be constructed for @), in terms of @Y, we can write
k ko

Y/ 2 [/
iy, | < | ’|2dz Taro 2 [ - (7.2.28)
3

To show the spectral constraint (7.2.7) holds, we pass to Fourier space as illustrated

VA (7.2.27)

|[g,| =

in the proof of Lemma 7.2.2. Thus taking (7.2.12b), (7.2.19) and (7.2.20) we can

drop the explicitly positive terms in wy, W and 1% and consider the following

O 15 + /Blar + Dl - / Fyidndz  (7.2.20)

[0,6]U[1—6,1]
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Using (7.2.28) (noting that the ty, and Uy are functions of z only), £(z) and the

Cauchy-Schwarz inequality the sign-indefinite term at the lower boundary can be

estimated as
2 J z 3,4 R
<3 [ [1-3] A0zl

1
2 J 212 2 R )

52 " Q3
= —J|w Y2
T~ LA

/6[1 + V32 — £(2) iRk dz

(7.2.30)

Similarly near z = 1 we have

2(1++3) [ 1—2 3 o
L 20+V3Y) / LIl SRSt FYITE
3 [ 5

_ 1++v3
- 315

[ VB = iz

0|2 D2 - (7.2.31)

Substituting both (7.2.30) and (7.2.31) into (7.2.29) gives

2+1/3
3v/15

Sk W13+ V3(a+ DR[Ok — (c+ 1)3%| | o[ |kl = .

(6]
> |
Rk
(7.2.32)

The right hand side of the last inequality is a homogeneous quadratic form, ma? +
ny* — lzy, and is nonnegative if its discriminant is nonpositive ie {> —4mn > 0, which

gives the condition

o i
<dp | ——= ) . 7.2.33
<ao () (1239
It is then clear that taking the choice of ¢ from (7.2.22) satisfies the spectral constraint,

where dy = [540(7v/3 — 12)]1. O
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Proof of Theorem 7.1.1

The upper bound follows from using the results of Lemma 7.2.3. First, we substitute

d from (7.2.22) into (7.2.21) and since o > 0 we get that
1/1 1 1 1
U < 5 (5 + ﬁ) (Oz + 1) — §Uod0 041<OC + 1)%}{_i

1/1 1 1
<3 (5 + ﬁ) (a+1)— §U0 doaiRT. (7.2.34)

A

This bound can be optimised analytically over o by solving the equation OU/da = 0,
which gives
1

a=ayR73, (7.2.35)

4
3

with ag = [%Uodo (—3+ 2\/3)} . Finally, substituting a back into the bound in

(7.2.34), gives after rearranging the upper bound

W) < % (% + %) (1 ~ 3aq R—%) . (7.2.36)

Remark 7.2.2. One finds that when « is given by (7.2.35) the corresponding value of
6 in (7.2.22) is less than § for any R > 591.51, which is the regime where our bound
is of interest. The result implies that § = O(R~3), which correlates with “classical”

scaling arguments proposed in Rayleigh-Bénard convection [131].

Remark 7.2.3. The result of Theorem 7.1.1 gives a lower bound on the mean tem-

perature difference between the bottom and top boundaries, (7). Specifically it is

implied that

(0T, > % (% - %) — ¢R3. (7.2.37)

This bound is negative when R > 78390, so conduction downwards from the top to

the bottom cannot be ruled out in this regime.
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Chapter 8

Future outlook: non-uniform heating

The struggle itself towards the heights is enough to fill a man’s heart.

One must imagine Sisyphus happy.

ALBERT CAMUS - THE MYTH OF SISYPHUS

In this final chapter we consider turbulent convection driven by non-uniform
heating/cooling, a direction for future work that generalises much of the studies
conducted in this thesis. The ideas presented specifically generalise the configuration
studied in chapter 7. Convection driven by a uniform heat source is an idealisation
of internally heated convection as observed in nature. Referring back to the example
of mantle convection first discussed in chapter 1, the distribution of radioactive
isotopes is not uniform within the Earth. Planetary formation creates a bias to the
distribution of isotopes. Additionally, due to an increase in pressure with depth from
the planets surface, a higher concentration of radiogenic material is predicted closer
to the surface [5, 103, 127]. Use of a specific non-uniform heating profile would apply
to only one problem of choice. Instead this chapter considers a wide class of profiles,
and examines the effect of varying heating on the resulting convective and conductive
heat transport as given by the background method.

Non-uniform heating/cooling has attracted significant interest in recent years

|7, 76, 101, 130, 143]. Varying the region of heating can allow for an investigation
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of different regimes of heat transport due to turbulent convection. Numerical and
experimental investigations |76, 94| demonstrate that heat transport can be enhanced
if the heating is modified from near the lower boundary to being distributed within the
bulk of the domain. Having a non-uniform heat source could be arranged (and viewed)
as interpolating between boundary driven Rayleigh-Bénard and internally heated
convection. However, the exact nature of such an interpolation of the underlying
PDEs remains unclear.

As with uniform internal heating, previous studies for non-uniform heating have

focused on the quantity (T"). Nevertheless it is interesting to investigate if bounds
on (wT) for the poorly conducting boundaries in chapter 7 can be improved. The
seemingly non-physical result proven for poorly conducting boundaries was that for

large R, conduction of heat from the top boundary to the bottom cannot be ruled

out. Hence it is of interest to ask if one can demonstrate (T'|,—o)n — (T'|.=1)n > 0,
by means of a non-uniform heating/cooling profile. The discussion in this chapter

presents ideas for a bound on (w7') and is intended to describe the future work

possible through the generalisation to non-uniform heating/cooling.

8.1 Setup

For non-uniform heating the only alteration necessary to the equations governing
internally heated convection in (1.2.3), is to the temperature equation (1.2.3c) which

becomes

T +u-VT = AT + H(z), (8.1.1)

where H(z) is assumed to be a z-dependent function representing the heating or
cooling. Notice that if we wanted to increase the generality of the argument we could
consider non-uniform heating which varies in all three spatial directions H(x). The
discussion of this chapter is restricted to horizontally periodic heating/cooling. The

dimensional heating is H = HyH (z), where Hy has units of energy per unit volume
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and time. The Rayleigh number as defined in (1.2.4) remains unchanged. It will be

convenient to introduce the function,

n(z) == /OZ H(z)dz, (8.1.2)

which is a measure of the potential energy in the system. In this section we take the

boundary conditions to be

ul.=(0,1} = 0, (8.1.3a)

8.T|.o0 =0, 8.T|.—1 = —n(1). (8.1.3b)

Taking 1 = z reduces the problem to that discussed in chapter 7.
Given the definition (8.1.2) and boundary conditions (8.1.3) we can evaluate the

energy balance of the system by taking (z - (8.1.1)) and integrate by parts to obtain

(WT') + (T[s=0)n — (Tlo=1)p = —(0:T|2=1)n — (2 H(2))
= (n) —n(1) = (0.T|.=1)n

= (n). (8.1.4)

The left hand side of (8.1.4) is the sum of the mean heat flux due to convection
and conduction. For a statistically stationary state to be achieved we could make
the following two choices for the thermal boundary condition at the top. The two

possible scenarios are
1. mean one heating/cooling in the domain, n(1) = 1.
2. mean zero heating/cooling in the domain, n(1) = 0.

As demonstrated in chapter 1 a Nusselt number can be defined in terms of the

ratio of overall heat transport to mean conductive heat transport. In terms of 7(z),
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for non-uniform heating this becomes

Nu = = A (8.1.5)

In case 1. where n(1) = 1 the boundary conditions are inhomogeneous and as
was done in chapter 7 we can write the temperature field in terms of perturbations

and the conductive profile,

T(z,t) = I, t) + T.(2). (8.1.6)

It follows that the mean vertical convective heat transport holds the relation, (wT) =

(wd). The steady conductive temperature profile can be found after taking u = 0
and T'(x,t) = T'(x) in (8.1.1). Given horizontal periodicity and the insulating lower

boundary condition we obtain that
T, = —n(2). (8.1.7)
Writing (8.1.1) in terms of 9 gives

O +u - Vi =AY+ wn(z), (8.1.8)
where 19 has boundary conditions

V|.—go1y = 0. (8.1.9)

8.2 Bounds on heat transport

Following the auxiliary functional methodology initially outlined in chapter 2 and

chapter 7 when working with 1), a minimization problem for an upper bound on (w)

can be constructed. We are concerned with upper bounds given the energy balance
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relation of (8.1.4). From the background method the upper bound on (wd) < U is

given by minimising U, provided

§ == (FIVul + BIVIP — (a+ 1+ n(z) = ) wd — F () +U) 20

V(uw,9) €ty x T3, (8.2.1)

subject to the boundary conditions (8.1.3a) and (8.1.9). Exploiting horizontal
periodicity we carry out a Fourier mode decomposition of the constraint S > 0 and

following an argument analogous to that used in §7.2 arrive at the conditions

So = (B[ = ¢ ()9 + U) >0, (8.2.2)
|2
k|

o |w 2 120, 12 2 29, |2
S 1= (75 (5 + 2l + K2unl?) + B0 + B0

—(a+1+pn(2) — ¢(2)) Re{wk19;}> >0 Vk#0. (82.3)

Using (8.2.2) and an argument analogous to Lemma 7.2.2; then provided the param-

eters «, (3, p are such that (8.2.3) holds for all (u,?) € Uy x T3, the optimal value of

U= <%;)2> . (8.2.4)

U is given by

8.2.1 Uniform upper bound

Recall that if the upper boundary is isothermal it is the case that (wT') < %, while in
chapter 7 we established that (wT) < 3 (% + \/Lg) In this setting, with non-uniform

heating given by H(z), we first investigate the uniform in R and Pr upper bound on
(wT'), which we denote Uy.
As with Theorem 7.2.1 we make the choices, o = 0 and ¢'(z) = 1 4 fn(z) which

guarantees that S > 0 for all k # 0. Then the choice of background profile in (8.2.4)
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gives

Uy = <%g<z))2> :i+<@+ﬁn2(2)>, (8.2.5)

which is optimised with the choice

f=—0, (8.2.6)

such that
1

U= 5 (1) + 5 {n(2)). (327)

Given the definition of Nu in (8.1.5), we can substitute the uniform bound Uy which
gives

Nu<— 2 (8.2.8)
(n(z)) — (n(2)*)?

From the physics of turbulent convection, as R increases the heat transport due

to convection over conduction increases. In the asymptotic limit of R = oo where
U = Uy, the expectation is that Nu = oo, which can only occur provided the

denominator of (8.2.8) be zero. For convenience we define

[V

o = {n(z)) — (n(=)")? (5.2.9)

Therefore the uniform in R and Pr upper bound on (wd) and Nu are given by
(8.2.7) and (8.2.8) respectively.

The condition that ¢ = 0 is equivalent to equating the right hand side of the
energy balance relation from (8.1.4) to Uy in (8.2.7). The implication of which is
that the energy injected into the system due to internal heating is equivalent to the
uniform upper bound on mean convective heat transport given by the background

method. A final alternative way of stating this condition is that if ¢ = 0 then

(0T)p, == (T'|.=0)n — (T|.=1)r > 0. In uniform internal heating where 7(z) = z it

follows that o = 3 — \/Lg < 0and (6T), = 3 <% — \%) < 0 (chapter 7). The question
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that arises is if there is a non-uniform heating or cooling profile for either n(1) =1
or (1) = 0 where o = 0.

Further to the condition of ¢ = 0 the upper bounding framework for W can
yield R dependent bounds. With a non-trivial selection of ¢’(z) an expression of
the bound U can be obtained in terms of 7(z) which yields R-dependent conditions
for S > 0. As shown throughout this thesis and in particular in chapter 7, the
non-negativity of S is determined by a particular condition on the boundary layer
widths of ¢'(z) with respect to R. We next present a choice of background profile,

building on the analogous problem with uniform internal heating in chapter 7, and

investigate the condition S > 0

8.3 Choice of background profile

The Rayleigh number scaling for any bound on (wv) is given by constructing a ¢'(z)

with nonzero boundary layers. In chapter 7 we realised that in the limit R = oo,

a=0and = < 21>% where uniform internal heating was equivalent to the choice
U

n = z. Also we were able to establish from the numerical results in §7.2.1 that for

uniform heating and R < oo a particular relation exists between o and §. In analogy

to the H(z) = 1 case, we choose

g otl (8.3.1)

(n(=)2)?

and the background profile is taken to be,

(1,10 )z 0<2<46
(n2)2 ) & -
o = (a+1) 1+<|77(|'22>)1, 0<2z2<1-4, (8.3.2)
77 2
L=\ -2
) 0 S
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The value in the bulk of ¢’ is necessitated by the sign-indefinite term in the condition
Sk > 0. The behaviour in the boundary layers is chosen such that the profile is
continuous at § and 1 — 4 given that ¢'(0) = /(1) = 0.

From the boundary conditions on w in (8.1.3), the use of the fundamental theorem

of calculus and the Cauchy-Schwarz inequality we have that

~1

. 2 3
Wy < gzg || g ||2- (8.3.3)

The @@, T} term in (8.2.3) integrated from 0 to § can be estimated after substitution

for ¢'(z), 8, Wy and with an additional use of Cauchy-Schwarz to obtain

/0 (a+ 1+ Bn(z) — o (2))lioedildz

1 3 A
s/ ;(a—i—l) PRLICON <1+ n0) )%] 23 0dz]| @2
0

(Inl?)> (Inl?)>
) ; ORI
< 3la+1) / 1+ —1 o — <1+ . 1) g] Pz | [l
0 {[n|?)> {[n|?)>

J/

(8.3.4)

The integral ¥, once evaluated for a particular profile H(z) gives a § = 6(R) to
satisfy the condition S > 0. While W is evaluated for [0, 4], at the upper boundary
in the range [1 — 4, 1] the integral of the sign-indefinite term is nearly identical and
we shall denote it as W; where 7(d) is replaced with n(1 — 9) and 2z with 1 — 2.
Substituting (8.3.4) into (8.2.3) gives

Sk >

a - 2 R A
> mrs iz + BE10kls — 5 (o + 1) (o + W) [ L5[| Dk (83.5)
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The homogeneous quadratic form is non-negative given it has a nonpositive discrimi-

nant, which yields that

N|=

U+, < \/ Ja . (8.3.6)
R(a+1) (n?)

The condition (8.3.6) may appear odd, due to the fact that the heating distribution
n(z) appears both on the left and right-hand side. However, as will be demonstrated
for H(z) in §8.4, and in fact for all n(z) € L?(2), then up to constants ¥; < §2 for
i € {1,2}. This was the case for H(z) = 1 as demonstrated in §7.2.2. This implies

the following inequality (up to constants)

5 < ( Jo ) . (8.3.7)
R(a+1) (n?)®

Finally, having looked at the condition of S > 0, we next consider the upper

bound U. Substituting for § from (8.3.1) and ¢'(z) given by (8.3.2) in U (8.2.4)

1(0) ) +(1+ 77(1—5)1>
(2)P)? (In(=)12)*

+i(a+1)<|n(z)|2>é/5 (qui) dz. (8.3.8)

gives

4]
U= 2 ()P

=
°
+
Nt
/N
—_
+
=

In the expression (8.3.8), the first term is positive and order §. For a bound of the
form U < Uy(n) — ¢(n)R™3, both the uniform upper bound (Up) and negative §
contribution would have to come from the second term in (8.3.8). Based on this

reasoning the bound on (wd) can be estimated to be of the form

1 2\ 3 =0 n(z) )2 2 2
U< —(a+1){n(=)|*)? (1 +———— | dz+ 0| +0O(6%). (8.3.9)
DR [ In(=)?* 3
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The ideas and expressions presented depend directly on the choice of heating distri-
bution 7(z). We will next propose three different heating profiles of interest to gain
an understanding of the behaviour of ¢ and the upper bound U. While we do not
obtain a clear and definitive result the test profiles provide insight into the effect of

non-uniform heating or cooling on o, Uy and (§7')p,.

8.4 Non-uniform heating and cooling profiles

For the two possible cases of 7(1) = 0 or (1) = 1, we now examine test profiles and
calculate o in (8.2.9) to see if the condition ¢ = 0 can be satisfied. The uniform
upper bound for each heating profile can be found by calculating Uy given by (8.2.7).
Whether or not a R correction to a uniform upper bound exists is not currently
known and left to future work. Initially we propose two possible heating and cooling
profiles that have mean one internal heating i.e. n(1) = 1. These profiles, in the
appropriate limit for the parameters that define them, become equivalent to uniform
internal heating. Following this we take a brief look at a profile with net zero heating

and cooling i.e. n(1) = 0.

8.4.1 Mean one internal heating: 7n(1) =1

Starting with the case of mean one heating within the domain, the boundary condition
at the top from (8.1.3), is unit outwards heat flux. We consider two different families

of H(z).

Smooth heating localised at the bottom

The first family of profiles we consider are smooth profiles parameterised by n € R,

The heating profile choice is
Hn,z)=(n+1)(1—-2)" Vn>0. (8.4.1)
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S
ti \
0 — i o = i = —
0 0.2 0.4 0.6 0.8 1
M), | _
05 |
<
0 1 1 1 1
0 0.2 0.4 0.6 0.8 1
Z

Figure 8.1: (a) Plots of the heating profiles H(z) given by (8.4.1) and (b) plots of the heating
distributions 7(z) given in (8.4.2) for n € [1,100] (—) withn=0 (), n=1 (—) and n = 2 (=)
highlighted

The corresponding 7(z) can be found using (8.1.2), from which we obtain

n(n,z)=1-(1-2)" (8.4.2)

In Figure 8.1 we plot example profiles of H(z) and 71(z), where the cases of n =0
(+),n=1(—) and n = 2 (=), are highlighted while higher n are plotted in grey up
to n = 100. As n increases the heating profile is a polynomial of increasing order
with the heating becoming further localised to the lower boundary. At n = oo the
heating profile becomes a Dirac delta distribution at zero. Whereas for n = 0 the

heating is profile is that of uniform internal heating. Evaluating ¢ as defined in

(8.2.9) gives

g =

n—i—l_[ 2n? +4n + 2 ]é (3.4.3)
n+2 (n+2)(2n + 3)

Therefore, only when n = oo and the heating profile is a Dirac delta is the condition
o = 0 satisfied. Stated in other words for the right hand side of the energy balance
relation (8.1.4) to match the uniform upper bound given by the background method

the heating is taken to be a Dirac delta distribution. As n increases we also notice
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Figure 8.2: (a) Plots of piecewise heating profiles H(z) given by (8.4.4) and (b) plots of the
heating distribution 7(z) given in (8.4.5) with p =1 for h € [0.01,1] (—) with h =1 (), h=0.5
(=) and n = 0.1 (=) highlighted.

that (n) tends to one. The energy injected into the system given by the right hand

side of (8.1.4) is given exactly by (n). Thus as n goes from 0 to oo, (1) goes from 3

to 1.

Piecewise constant heating and cooling

Consider discontinuous H(z) parameterised by h € (0,1) and p > 1 as

%, 0<z<h,

H(p, h,z) = 1 —p (8.4.4)
PR h§Z§17
1—h

where h is region over which heat is added to the system while p quantifies the

cooling. The corresponding 7(z) is

n(p,h,2) =47 - (8.4.5)
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In Figure 8.2 we plot example profiles of (8.4.4) and (8.4.5) taking p = 1 which
corresponds to profiles with no cooling and constant heating in a region (0,h),
where smaller i results in larger heating in a smaller region localised near the lower
boundary. While for p > 1, there is cooling in some region z € (h, 1), but the mean

heating and cooling is one. Evaluating o as defined in (8.2.9) gives

a:%(1+p—h)—%[(1—h)(1+p)+p2}é. (8.4.6)

If p = h = 1 the heating is uniform, as in chapter 7, where ¢ < 0. If p = 1 (no
cooling in the domain) then only if h = 0 do we obtain ¢ = 0. As can be seen in

Figure 8.2(b) as h decreases (1) tends towards one.

8.4.2 Mean zero heating/cooling: 7n(1) =0

The final non-uniform heating profile considering is one where there is net zero
heating/cooling in the domain due to the choice (1) = 0. For n € 2N —1 we consider
the following profile

H(n,z)=(1-22)". (8.4.7)

The corresponding 7(z) to (8.4.7) is given by

1— (1 - 2z)nt!
= 8.4.8
from which evaluating ¢ in (8.2.9) gives
1 1
o= (8.4.9)

2(n+2)  2(n+2)(2n+3)

As would be expected from physical arguments in this case the limiting behaviour
of o and (n) can be said to be the opposite to that of the profiles (8.4.1) and (8.4.4).

Taking n = oo in (8.4.9) gives 0 = 0 however then (n) — 0. In this scenario the
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Figure 8.3: (a) Plots of smooth heating and cooling profiles H(z) given by (8.4.7) and (b) plots
of the heating distribution 7(z) given by (8.4.8) for n € Njj 191 (—) withn =1 (), n =3 (—)
and n =5 (=) highlighted.

upper bound on (wT') is somewhat more difficult to interpret. Since for n increasing,
Up as given in (8.2.7) goes to zero. For a fluid that is contained in an insulating box
with no net heating or cooling, the mean vertical convective heat transport may not

be the best diagnostic quantity to further understand the turbulence.

8.5 Discussion

The discussion in this chapter indicates that for (1) =1 or (1) = 0, taking a family
of non-uniform heating profiles gives the uniform upper bound U, defined in (8.2.7)
that can match the energy balance of the system (8.1.4), only in the case where the
heating converges to a Dirac delta distribution. This occurs in the limiting case of the
test profiles of n — oo for (8.4.1) and h — 0 for (8.4.4). However, the key question
is if there exists a R correction to the uniform upper bound Uy, as the heating profiles
become closer to a Dirac delta. This question is left to future work and requires
evaluating Wy in (8.3.4) given the heating profiles (8.4.1), (8.4.4) and (8.4.7). Stated

another way, is there a limit that can be taken for tunable non-uniform heating or
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cooling profiles where one can obtain a bound on the Nusselt number from (8.2.8) of
the form Nu < R3.
For example, if we were to consider any non-uniform heating profile, after evalu-

ating ¥ from (8.3.4) we get

n (n(z))} —f(n,R). (8.5.1)

The unanswered question in this case is whether f(n, R) is finite, nonzero and positive
in its arguments. Likewise for any other non-uniform heating/cooling profile a similar
f(parameters) can be determined by evaluating ¥, and determining the § necessary
to ensure that S > 0 stated in (8.2.1).

The case of net zero heating/cooling has previously seen investigation with the
so called optimal wall-to-wall transport method 130, 143]. The optimal wall-to-
wall transport method allows for both upper and lower bound to be formulated.
The quantity of interest in these studies was m, so an application of the method

to (wT) has not been carried out, but warranted since there are key physical
differences between m and W As mentioned at the beginning of the chapter,
one could further generalise the problem and investigate non-uniform heating by
considering H = H(xz,z) or H(z,y, z). This exact generalisation has been carried
out in the bounding of m with the optimal wall-to-wall transport method. In fact
in previous studies [130, 143] not only was the horizontal periodicity relaxed, so too
were restrictions on the domain geometry. However within the application of the
background method from §8.2 we invoke periodicity to simplify the analysis, and
without this would need to take an alternative approach. It is anticipated that such
an analysis is still possible, albeit using different estimates and techniques.

As hinted at with the three choices of non-uniform heating/cooling profiles (8.4.1),
(8.4.4) and (8.4.7), many choices can be made for the profile H(z). One approach to

future investigations could be taking physically realistic profiles based on the problem
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being investigated. The simulations carried out for internally heated convection
usually are motivated by examples such as the mantle, the Venusian atmosphere or
the interior of stars. All three of these scenarios will involve a non-uniform heating
profile, which have an exponentially decaying structure. From the perspective of the
analysis this need not change much of the approach but it could constitute a research
direction that is of more interest from the perspective of the physics. However, the
ideas sketched out in this chapter are general so as to capture all possible H(z).
One final direction that could be of interest is to consider non-uniform heating
where the heating profile evolves with time. The idea is to replace H(x) with H(z, ).

Then, H evolves according to another advection-diffusion equation of

OH+w-VH=AH. (8.5.2)

Consequently H behaves as a passive scalar which appears in the temperature
equation releasing heat in proportion to the concentration of H. The motivation
for this comes from double-diffusive convection, where in addition to T a second
scalar C' evolves in the fluid, usually intended to represent the salinity. The proposed
internal heating system in dimensional units would be governed by the following set

of equations

~

V-4 =0, (8.5.3a)
dtu+u-Va+ Vp=rvAa+ glarT — ayH)es, (8.5.3b)
T +a-VT = ke AT + AH, (8.5.3¢)
OH+u-VH = rkyAH, (8.5.3d)

where A is the rate of heat release. This system represents a different flow but can be
viewed as a generalisation to the internally heated convection studied in this thesis.

The internal heating would no longer come from an a priori prescribed function but
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instead be given by a field that diffuses and is advected by the flow. The boundary
conditions need to be chosen such that the flow can become unstable and that H
evolves and drives convection through heat input into the fluid. With locations of
higher concentration of H injecting a higher relative quantity of heat into the fluid.
This model has recently been studied in numerical simulations, where the authors

highlight the rich complexity of the phenomena that can occur [38|.
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Chapter 9

Conclusions

When we can’t think for ourselves, we can always quote !

LubwiG WITTGENSTEIN

Obtaining rigorous scaling laws on the emergent properties of turbulence remains
a fruitful research avenue in the analysis of fluid flows. Internally heated (IH)
convection has demonstrated itself to be one such flow. A combination of numerical
optimisation, novel choices in the optimisation parameters, and estimates from
analysis are used to tackle IH convection. The ultimate behaviour of the mean
vertical convective heat transport <w—T) was and remains largely unknown. This

thesis proves rigorous upper bounds on (w7') for a fluid between two parallel plates.
The scaling of (wT') with the Rayleigh number, R, is investigated for three different
thermal and two different kinematic boundary conditions. The results are obtained
by a modern application of the background field method. Numerical optimisation is
employed to guide the mathematical proofs.

The two possible kinematic boundary conditions are no-slip and free-slip. For the
thermal boundary conditions, if the boundaries are perfect thermal conductors then
the temperature is assumed to be the same and constant at the top and bottom,

and taken to be zero. Alternatively, the lower boundary can be considered a thermal

insulator. The third and final configuration corresponds to a thermal insulator at the
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bottom and a poor thermal conductor at the upper boundary. When the boundaries
are isothermal and held at the same temperature, (w—T> quantifies the flux of heat
leaving the upper and lower boundaries. A standard Nusselt number cannot be
defined in this case as the mean conductive heat flux is zero. If on the other hand,
the lower boundary is a thermal insulator then (w7') quantifies the enhancement of
vertical heat transport due to convection over conduction. Here, the Nusselt number
can be well defined.

The upper bounds on W7 presented in Table 1.2, use the background field
method formulated in terms of auxiliary functions. A major advantage of the
approach is its flexibility to incorporate additional information into the optimisation
problem. In this thesis, we use the information in the minimum principle on the
temperature field. This states that when at the very least a boundary is isothermal,
the temperature is non-negative in the domain. For uniform IH convection not only

is the minimum principle useful but it is crucial to proving a bound on (w7T') which is
better than the upper bound W < % for arbitrarily large R. A Lagrange multiplier
is used to enforce the minimum principle.

The general idea of the background field method is that upper bounds can be
obtained provided a quadratic integral is positive semidefinite. The most important
decision variable to construct is the background field. In most analytic constructions
piecewise linear background profiles are sufficient to capture the asymptotic behaviour
of turbulence as demonstrated for Rayleigh-Bénard (RB) convection (see Table 1.1).
When instead numerical optimisation is performed the optimal coefficients can be
determined for a range of parameter values. Surprisingly, we demonstrated that for
IH convection between isothermal and no-slip boundaries, standard piecewise linear
constructions of background temperature fields, 7(z), are insufficient to prove bounds
on (wT) that do not become suboptimal at finite R (outlined in appendix E). Guided
by numerical optimisation §3.3.1 we found that by a 7(z) with sub-layers at the

bottom boundary one of which varies as 27!, it can be proven that (wT) — % from
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below as R — oo. One discovery in the problems was that the Lagrange multiplier
enforcing the minimum principle is ‘activated’ at a particular R above the energy
stability limit. As illustrated in Figure 3.1 and Figure 4.1 there are two R dependent
upper bounds for each thermal configuration where the upper boundary is isothermal,
ones without (Theorem 3.1.1 and Theorem 4.1.1) and the others with (Theorem 3.1.2
and Theorem 4.1.2) the minimum principle being utilised. Each upper bound is
better for a particular range of R. The specific value of the cross over from one
bound to the other can be calculated but will ultimately depend on the constants ¢
which could be fine tuned. Instead, the scaling of the bounds in both regimes is of
more interest.

Numerical optimisation utilising a minimum principle was carried out only in
the case of isothermal boundaries. The same strategy could have been used for the
configuration in chapter 4 of an insulating bottom and isothermal top. Nevertheless,
based on preliminary calculations at low R values, it was anticipated that the finer
discretisation and high level of precision required would increase the computational
difficulty. While the semidefinite programming (SDP) carried out in numerical work
has many benefits, a common problem is that SDPs do not scale well with size, even
after a chordal decomposition to speed up the process. On reflection of the numerical
optimisation in §3.3.1 the range of R spanned is small and could have been further
increased. The results demonstrate that the bound U on heat transport approached
% faster than any sensible power law that could be fit to the data, which is why no
fit was suggested. The numerically optimal 7(z) exhibits a bottom boundary layer
with three sub-layers and yet the analytic constructions only have two, but appear
to capture the behaviour of the bound. It is worth repeating that the analytical
constructions exactly match the optimal profiles in the two inner layers per the
ansatz (3.3.6).

In addition to novel 7(z), (compared to standard applications of the background

method) the proofs of the bounds in Theorem 3.1.2 and Theorem 4.1.2 require the
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use of weighted Hardy and Rellich inequalities to satisfy the constraints within the
optimisation problem. In the studies of RB convection the use of inequalities of
Hardy-Rellich type had previously been used to prove bounds on the Nusselt number
which scales with the so-called ‘classical’ scaling. However, this was only necessary
when working in the limit Pr = oco. Using the same Hardy—Rellich inequality and
7(z) that is logarithmic in the bulk of the fluid layer, we also prove bounds in the
infinite Pr limit for IH convection. In contrast to RB convection at infinite Pr, the
scaling laws on heat transport for IH convection do not have any logarithmic terms
and are instead a pure power law as established in Theorem 5.1.1 and Theorem 5.1.2.
These results are qualitatively different from those established for Pr < oo. Another
difference is that the boundary layer widths of the 7(z) vary independently of each
other, whereas in RB convection and IH convection for Pr < oo the boundary layer
widths are taken to be equal. At Pr = oo, when the lower boundary is an insulator
with a perfectly conducting upper boundary, we require a result established in [167|
where 7(z) has a power law variation in the bulk of the form 2'~* for u € (0,1).
Once more by using 7(z) with different boundary layer widths a pure power law
scaling is established. Additionally, in contrast to RB convection and the work in
[167], the exponent i can be taken to be independent of R.

One feature of the upper bound on (wT') for RB convection is that the provable
bounds on the Nusselt number, Nu =1 + W, are the same irrespective of the
thermal boundary conditions. As far as is currently known, Raz for Pr < 00, Ras
for Pr = oo and Rai: for free-slip boundaries, where Ra is the Rayleigh number
for RB convection. In contrast the results in Table 1.2 demonstrate that the upper
bounds on (wT) for IH convection differ when the thermal boundary conditions
change. The only case where we do not know if changing thermal boundary conditions
yield bounds with a different scaling is the case of free-slip, where only isothermal

boundaries were considered. Another distinction between the bounds for the two

types of convection is that heat transport is the lowest in the infinite Pr limit for RB
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convection. In this thesis, we find that instead, the provable bound for heat transport
in IH convection is lowest for free-slip boundaries, irrespective of the regime of Pr
(Theorem 6.1.1 and Theorem 6.1.2).

Poorly conducting thermal boundaries were studied in chapter 7 and are distinct
from the two other thermal boundary configurations due to a lack of a provable
minimum principle on the temperature field. From the perspective of physics, we
would expect the temperature difference between the bottom and top boundaries,

(0T, to be positive. Yet, our upper bound on (wT) in Theorem 7.1.1 cannot

rule out the possibility of (§7), < 0, beyond a particular R. Specifically with

273

negative for R > 78 390. We were nevertheless able to halve the best known uniform

Theorem 7.1.1 equation (7.1.2) implies that (67, > 1 (l — i) + R~3, which is

upper bound (wT) < % + \/Lg from [58] with Theorem 7.2.1. The R~5 scaling of
the bound appears to be optimal within the bounding framework as seen from the
numerical optimisation attained in §7.2.1.

In addition to highlighting the largely unexplored problem of IH convection,
this thesis has highlighted the value of computation in proving bounds. Numerical
optimisation is carried out with semidefinite programming. Semidefinite programs
are well studied convex optimisation problems, with many algorithms available in
the literature. The ease of use and availability of solvers, the guarantee of a single
optimal solution for convex optimisation problems and the relatively simple and fast
computations make semidefinite programs a desirable tool for determining optimal
scaling. Our aim in this work has not been to improve the tools of numerical
optimisation for the proof of bounds. All the same, it does present numerical results
that demonstrate the applicability of semidefinite programming to fluid dynamics.
In particular, the finite element discretisation used in chapter 3 and explained in
appendix C provides a positive demonstration of convex optimisation in the analysis

of turbulence and chaotic systems.
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9.1 Outlook

The scaling laws established in this thesis for IH convection are entirely novel and
yet foster many questions. The first is whether or not the upper bounds in Table 1.2
are sharp. If the bounds on m are not sharp then one can ask how they compare
with any other investigation on W be it through simulations or experiments. Even
before searching through the literature, it seems reasonable to conduct an eye test on
the R-dependent results. First, in the cases where a minimum principle is utilised,
we have bounds that approach % as R — oo, however for no-slip boundary conditions
at Pr < oo the bound approaches % exponentially fast in R. It seems unlikely that
the only possible flows which satisfy the governing PDEs are those that saturate this
exponential bound. Intriguingly, it has been conjectured in previous works on TH

convection that (wT) < 1 —

5 ¢R3 58], for some ¢ € R. The scaling laws proven in

this thesis are far from an exponent of % Further still the upper bounds proven in
this thesis are not equivalent to those predicted from phenomenological arguments
[23, 152] and heuristics as discussed in appendix B.

The known simulations and experiments leave much to be decided. In Figure 3.2
we plot results from experiments and simulations compared with numerically optimal
bounds. While the nature of turbulence is qualitatively different from two to

three dimensions, the simulations from [62] suggest that (wT) decreases for R > 10°.
Regardless of the possibility of W decreasing for large R, the scaling is qualitatively
different from the rigorous laws proven in this thesis. The one case where simulations
are entirely lacking is the case of Pr = oo. If this gap in the research is addressed,
we could compare our pure power laws in chapter 5 and chapter 6.

While the table of results (Table 1.2) provides a summary of the research carried
out, one question that it naturally gives rise to is about the clear gaps where rigorous

bounds are not as yet known. Specifically, the first case to solve is that of free-slip

boundaries with an insulating lower and isothermal upper boundary. Preliminary
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investigations indicate that a direct application of the proofs in chapter 6 does
not yield an upper bound that asymptotes to % as R increases. The key variation
is in the boundary condition at z = 0 and the loss of a Poincaré inequality. In
§4.3 this difficulty was overcome by using the additional boundary condition on
w, whereas in §5.3 the background profile is altered in the bulk to have a power
law variation. Considering the alterations made at no-slip when the boundary is
insulating may guide future analysis for free-slip boundaries. The other major result
missing is in the configuration with poorly conducting boundaries. A minimum
principle is not available but at this point, the nature of the optimal upper bounds
remains unknown. However, the Hardy—Rellich and vorticity inequalities used in the
other setups should also translate to the analysis of poorly conducting boundaries.
Completing the missing results should be the basis of future work, be it through
analysis or computation.

There are several ways to determine if the bounds are sharp. In particular, it
may be possible to compute exact steady solutions to IH convection while optimising
the aspect ratio to maximise heat transport. A similar approach when applied to
RB convection indicates that the Nusselt number scales by the ‘classical’ scaling
regime of Ras [161, 162]. Alternatively, as mentioned in chapter 8 the optimal
wall-to-wall method could be used to determine both upper and lower bounds on
W. Application of the method has recently indicated that for RB convection
in 3D both upper and lower bounds can be proven that transport heat in the
‘ultimate’ scaling regime of Ra? [87]. The premise of the method is to enforce
the advection-diffusion equation entirely as opposed to only energy balances, as in
the background field approach. Then, one constructs velocity fields that optimise

heat transport. While applied to IH the quantity studied so far has only been (T')

[130, 143], although, the application to (wT) should be relatively straightforward

given preliminary investigations. A final approach to determine whether the bounds
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are sharp could be in the search of unstable periodic orbits. This approach finds
extremal solutions to the governing equations [91].

Finally, we should highlight the two unpublished chapters in this thesis. Specifi-
cally that of free-slip boundaries in chapter 6 and non-uniform heating or cooling
from chapter 8. As discussed in their respective chapters, there are many questions
to answer. For free-slip boundaries the exponents of the bounds warrant further
investigations to rule out the possibility of alternative 7(z) that could improve the
upper bounds. While for non-uniform heating or cooling, the profiles need to be
evaluated to assess if upper bounds can be proven where the maximum energy
injected into the system matches the upper bound obtained with the background
method. For non-uniform heating this would be a means to demonstrate that by
varying the heating/cooling the temperature difference between the boundaries is
provably positive. As a concluding note, several interesting variations on uniform
[H convection can be briefly mentioned, like convection in a rotating domain, TH
convection in a porous medium and IH convection of a conducting fluid subject
to a magnetic field. Bounds have been proven for RB convection under rotation
and in a porous medium but not for magnetoconvection. As such, there remains a
plethora of scenarios of IH convection to be explored which ultimately will enrich our
understanding of turbulent convection. The hope being that in pursuit of answers,
novel mathematical ideas and numerical schemes can be developed that enhance the

study of all things fluid dynamics.
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Appendix A

Miscellaneous Proofs

A.1 Proof of Lemma 2.3.2

First, we prove that A is nondecreasing if B, is a positive functional. Fix any
21,29 € (0,1) with z; < 25 and choose £ > 0 small enough that 0 < z; — ¢ and

29 + ¢ < 1. Consider a temperature profile 7. (x) = T.(z) that varies only in z and

satisfies )
el 1 —e<2< 2 +e,
QTo=1 _ 29—e<2<2z+e¢,
0 otherwise.

\

Clearly, T, € T and is nonnegative, so the positivity of B, yields

z22+€ z21+e€
0< LT} = — (A(2)0.T) = é/ A(z)dz — %/ Mo)de. (AL

2—€ 1—¢€

Letting ¢ — 0 using Lebesgue’s differentiation theorem and rearranging yields

A(z1) < A(z2), which implies that A is nondecreasing since z; and zy are arbitrary.
To prove the reverse statement, suppose that A is nondecreasing but that B,

is not positive. This means that there exist a constant ¢ > 0 and a temperature

field Ty € T, nonnegative on the domain €2, such that B,(7y) < —c. By a standard
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approximation argument, we may also assume that A(z) is smooth on [0, 1]. Then,

integration by parts using the boundary conditions on 7j yields

N()T) = B,(Ty) < —c.

This is a contradiction because the left-hand side is a nonnegative quantity, as

N(z) > 0 (X is nondecreasing) and Tp(x) > 0 on Q by assumption.
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A.2 Proof of Lemma 3.3.2

Set f(z) = g(2)v/z + € where g(z) satisfies g(0) = 0 and estimate

1,\ 1 _
FE =l (g9°) + 5+ P

— Gl + (9°) + 0+ IP

1

> (30) + 6+ (A21)

Upon integrating this inequality in z from 0 to v and using the boundary condition

g(0) =0, we find

[ reras = gowr+ 5 [ G+ o iR

1/0V(z+e)_2]f(z)]2dz, (A.2.2)

> -
14

which is the desired inequality.
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A.3 Proof of Lemma 4.2.1

Estimating the sign-indefinite term in Sk, using the Holder and Cauchy—Schwarz

inequalities yields
<‘(f — T'(z))wkaD <|If =7y <|@Dk|2>% <|Tk|2>5 . (A.3.1)

Consequently,

2 1 ~ % ~
S 2 O (nl?) 17 — () i) (ITP) + 612 (11P) . (A32)

1
1 ES

The right-hand side is a homogeneous quadratic form in (|wg|?)? and <|Tk\2> * and

is nonnegative for any choice of @y, and T}, if and only if (4.2.5) holds.
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A.4 Proof of Lemma 4.3.2

Write f/(2) = vz + €g(2) and f(2) = (2 + €)*2h(z) for suitable functions g and h
satisfying ¢(0) = 0 = h(0). Then,

12 /2 92 1 2/
[P =GE+alg| + + 159

4(z+¢€) 2
112 /
=(z+ g+ % + (%92)
112 1 /
> % + (592) (A.4.1a)

and

9 3 !
JP = Gt PP + (5 + OB+ (2 4 €)? (§h2>

9 /
:(z+6)3\h']2+§ /] + (2 +€)? (;W)

(z+€)?
9 |f? 2 (3,5
> 1 EETE +(z+e) (§h ) (A.4.1b)

Combining (A.4.1b) and (A.4.1a) and then integrating in z from 0 to v yields

v v9|f? 35\ [(1.Y
" 2d >/ _h2 -2 d
voog|f? 3 1

v OolfP

which completes the proof.
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Appendix B

Heuristic scaling arguments

Phenomenological predictions for the variation of (wT') with the Rayleigh number
under isothermal boundaries can be derived by coupling the total heat budget through
the layer with scaling assumptions for characteristic length scales d; and ¢, of the

lower and upper thermal boundary layers, respectively. These length scales can be

defined such that (T') /6, = Fp and (T) /e, = Fr. Averaging (1.2.3c) over space and

infinite time indicates that d; and e, satisfy

Lyl (B.0.1)

1 (D)
2= (B.0.2)

For the sake of definiteness, assume that the mean temperature and o, decay as

power laws in R, that is, (T') = R~ /o and 6, = R~ /oy with ag, ay > 0. If (wT)

approaches a constant as R is raised, then (T') < O(d7) and a; < ap, the inequality

being strict if (wT) — 1/2. Moreover, (B.0.1) implies that

1
— = UQRQO - O'1Ra1. (BOS)

Er
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The scalings behind internally heated convection with the isothermal boundary
conditions (3.1.1) are therefore necessarily subtle, because the leading scaling of
er (hence, of (T)) and the correction implied by d, both play a crucial role. Any
heuristic argument therefore needs to distinguish between the physics associated
with the unstably stratified flow near the upper boundary from the (very different)
stably stratified low near the lower boundary. In particular, one must determine
whether (T) reduces at the same rate as 07, meaning that (wT') tends to a constant
value in the range [0,1/2) determined by the relative magnitude of the prefactors
oo and oy, or slightly faster, implying that W approaches 1/2 as the Rayleigh
number is raised.

As noted by [164], one way to derive a scaling for e, is to assume that the
upper boundary layer maintains a state of marginal stability [98, 121]. In this case,

ey adjusts itself such that the local Rayleigh number R.., based on the average

ET
temperature and depth of the upper boundary layer, remains constant. Expressing
R

., in terms of R to leading order, we conclude that

R., = (T)elR ~ oi R 4, (B.0.4)

should be independent of R, which implies that oy = 1/4, as noted by [62, Table 2]
and consistent with the scalings [see regimes III, and IV,| [152]. Alternatively, if

one uses an argument based on balancing a characteristic free-fall velocity 4/ PrR(T’)

with the velocity scale 1/e; implied by diffusion at the wall [131], then to leading

— 3 1
er\/ PrR(T) ~ g Prz R* 3%, (B.0.5)

is independent of R, implying that oy = 1/3. In either case (ag = 1/4 or ap = 1/3),

order

the resulting scaling corresponds to the first term in the asymptotic expansion of
e, and does not provide any information about the correction due to d,, which is

crucial to determine the asymptotic behaviour of (7T').
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The simplest argument relating to d,, although not necessarily the most faithful,
comes from assuming that in some vicinity of the lower boundary there is a balance
between heating and diffusion because the flow is stably stratified. In terms of
the dimensionless variables used here, heating over d, is proportional to ¢, and
diffusion is equal to (T)/d,, which implies that 62 ~ (T'). This requires a; = ayg/2,
leading to cr; = 1/8 or ay = 1/6 for scaling of €, based on [98] or [131], respectively,
and therefore to (wT) = 1/2 — 01375/00 or (wl) =1/2 — alR*%/UO. Assuming
that max(7T) scales in the same way as (T'), meaning that the average temperature
is approximately uniform away from boundaries, the possibility that 6% ~ m
(so ay = ap/2) is in reasonably good agreement with data from experiments and
simulations [58, table 3.2].

An alternative argument might consider a Richardson number Ri at the lower
boundary layer to quantify the destablising effects of turbulence relative to the
stabilising effects of the density stratification. In terms of dimensionless quantities,
the density stratification is (T) /8, and we assume that the destabilising shear across
the lower boundary scales according to \/ﬁ /7. Together, these scales imply that
Ri ~ d,. This is significant because, if the flow tends towards a state of marginal
stability, then Ri = 1/4 according to the Miles—Howard criterion for steady, laminar,
parallel and inviscid shear flow [68, 100]. We would therefore conclude that either
(wT) =1/2 — alR*i/ao or (wT) =1/2 — UlR*%/ao, corresponding to [98] or [131]
respectively. The latter scaling would be consistent with the conjectured bound for
insulating lower boundary conditions, but, unlike the scaling argument outlined in
the previous paragraph, is far from the wide range of scaling possibilities that have
been inferred from experiments and simulations [58]. Indeed, available data is too
scattered to provide conclusive information about the asymptotic behaviour of m,

highlighting the need for further experiments and simulations in addition to the

rigorous bounds pursued here.
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Computational methodology

The optimisation problems (2.4.12) and (3.3.3) can be discretised into SDPs following
a general strategy, and then solved using efficient algorithms for convex optimisation.
This “discretise-then-optimise” approach preserves the linearity of the original infinite-
dimensional problems and enables one to readily impose additional constraints, such
as the inequalities on 7(0), 7(1) and the monotonicity constraint on A, that are not
easy to enforce following “optimise-then-discretise” strategies based on the numerical
solution of the Euler-Lagrange equations for (2.4.12) and (3.3.3).

The discretisation process starts by approximating the tunable functions 7,

A and the unknown fields To, Tk and Wy using a finite set of basis functions

{P1(2),...,P,(2)}, eg.,

n

T(z) = Ai(2). (C.0.1)

i=1
Here we use a single set of basis functions for simplicity, but different fields could be
approximated using different bases to improve accuracy or allow for varying degrees
of smoothness. Note that while the functions 7 and \ are arbitrary, so we are free
to choose such a finite-dimensional representation without much loss of generality,
assuming the same for the test functions Ty, Ty and 1y, represents a relaxation of the

constraints in (2.4.12) and (3.3.3). Strictly speaking, therefore, our numerical results
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or | ™

PW cubic Legendre

k#0

PW cubic Legendre

=0 =0 =0 =0 =0

Figure C.1: Top: Structure of the LMI for a two-dimensional version of the internally heated
convection problem in chapter 2. The basis functions are products of sinusoidal functions with
wavenumber k in the horizontal direction, and either Legendre polynomials or piecewise (PW) cubic
basis functions with compact support in the vertical direction. Bottom: Chordal decomposition of
a block with nonzero wavenumber k for the PW cubic case.

are not rigorous upper bounds on the vertical heat flux, but we expect convergence
as n — oo.

Substituting expansions such as (C.0.1) into the inequalities on Sy and S in (2.4.12)
and (3.3.3) reduces them to quadratic polynomial inequalities, where the indepen-
dent variables are the (unknown) expansion coefficients of To, Ty, and Wy, and the
coefficients depend linearly on the optimisation variables—the scalars U, «, # and
the expansion coefficients of 7 and \. These quadratic polynomial inequalities are
equivalent to positive semidefinitess constraints on matrices that depend linearly
on the polynomial coefficients, and hence on the optimisation variables. These are
referred to as linear matrix inequalities (LMIs). Moreover, the inequalities 7(0) < 1,
7(1) < 0 and the monotonicity constraint on A(z) in (3.3.3) can be projected onto
the expansion basis to obtain a set of linear constraints on the expansions coefficients
of 7 and A. The discrete problems are therefore SDPs [8] and can be solved with a
variety of algorithms [see, e.g., 105].

A crucial observation is that the choice of basis functions strongly influences the

structure of the linear matrix inequality (LMI) constraints and, therefore, its com-
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putational complexity. For instance, Figure C.1 illustrates different LMI structures
obtained when a version of the internally heated problem chapter 2, is discretized
using sinusoidal functions with wavenumber & in the horizontal direction and ei-
ther Legendre polynomials or compactly-supported piecewise-cubic functions in the
vertical direction. The block-diagonal structure corresponds to the decoupling of
different wavenumbers, and the positive semidefiniteness of each block can be imposed
separately to obtain an SDP with multiple smaller LMIs. This is convenient because
SDPs of this type can currently be solved more efficiently than SDPs with a single
large LMI.

The structure of each block can be exploited in a similar way using chordal
decomposition techniques for SDPs [55, 104, 149, 173, 174|, which decompose sparse
LMIs into smaller ones by considering their dense principal submatrices (see the
bottom panel in Figure C.1). This requires introducing additional optimization
variables to account for the overlap between dense submatrices, but, if these are
small and do not overlap significantly, then the added cost is negligible compared to
the savings associated by the reduction in LMI dimension.

To tackle (2.4.12) and (3.3.3), we used a finite-element approximation similar to
that considered by [44]. The reason for this choice is twofold. First, a piecewise-linear
finite-element representation for A enables us to impose exactly the monotonicity
constraint, which is key to enforcing the minimum principle on the temperature
as discussed in §3.3. Second, the optimal 7 and A have steep boundary layers
near the bottom boundary that cannot be approximated accurately at a reasonable
computational cost using global polynomial expansions (e.g. Legendre series). Finite-
element bases, instead, lead to SDPs with chordal sparsity [55] that can be solved
extremely efficiently. For our particular problem, however, we also found that finite-
element bases lead to SDPs with worse numerical conditioning than those obtained
with other bases, such as Legendre polynomials. Accurate solution, therefore, required

the multiple-precision solver SDPA-GMP [53, 151]. Despite this issue, which we do not
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expect to be generic, the enhanced sparsity of the finite-element approach resulted
in significant efficiency gains compared to accurate Legendre series expansions.

As a final note to discretise (7.2.15), we used global polynomial expansions in the
Legendre basis as implemented in the MATLAB toolbox QUINOPT [49, 51|, which
result in SDPs with good numerical conditioning that can be solved to high accuracy

with the solver MOSEK [102].
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Comparison of the spectral

constraints

We provide further computational evidence that replacing the constraint S > 0 in
(2.4.6) with the stronger constraint S > 0 in (3.2.6) does not affect the qualitative
behaviour of the optimal bounds on (wT). The simplified optimization problem (3.2.7)
was solved using the finite-element expansion approach described in appendix C. For
simplicity, instead, the wavenumber-dependent problem (2.4.12) was solved using the
general-purpose toolbox QUINOPT [49], which implements Legendre series expansions.
The critical wavenumbers were determined with the help of the following result.

The result from Lemma 4.2.1 guarantees that, when implementing (2.4.12) nu-

merically, it suffices to consider wavenumbers with

k< (&)4 la —7(2)]1%. (D.0.1)

While the right-hand side of this inequality is unknown a priori, as it depends on
the optimisation variables a,  and 7(z), in practice one can simply solve (2.4.12)
using all wavevectors with k smaller than an arbitrarily chosen value. Then, one
checks whether S, is indeed nonnegative for all k satisfying (D.0.1), and repeats the

computation with a larger set of wavevectors if these checks fail.
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Figure D.1: Top: Critical temperature Tp(z) recovered using (2.4.9) when the spectral constraint
is given by S > 0. Colors indicate the Rayleigh number. Panels (a) and (¢) show details of the
boundary layers. Middle: Detailed view of Ty for R = 7353761, 7455000, and 7600 269. Dashed
lines (--=) are tangent to Ty at z = 0. In (d), T} is nonnegative and has minimum of zero inside the
layer. In (e), Tj is initially positive but has a negative minimum. In (), 73(0) = 0 and there is no
positive initial layer. Bottom: Upper bounds U on (wT). Circles mark the values of Ra considered
in (d-f) and U =1/2 at R = 7600 269.

Upper bounds obtained by solving the full problem (2.4.12) and the simplified
problem (3.2.7) are shown in Figure 3.2. As expected, using the simplified spectral
constraint yields worse bounds at a fixed Rayleigh number. While the full spectral
constraint yields bounds that are zero up for all R up to the energy stability threshold,
which depends on the choice of horizontal periods L, and L, the simplified functional
S is insensitive to these values and gives a conservative estimate for the nonlinear
stability threshold. Nevertheless, both sets of result display the same qualitative
increase as R is raised. This is further demonstrated in Figures D.1, where the
critical temperature fields and bound U is computed with S, which can be compared
to Figure 3.3. Panels (d)-(f) demonstrate that the same behaviour in ) near the
lower boundary occurs for S in addition to Sy, while panel (g) displays the value of

the bound for each corresponding critical temperature.
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In particular, the upper bound reaches 1/2 exactly when the critical temperature
TO, which minimizes the functional Sy, has zero gradient at z = 0, as can be observed
in Figures D.1(f) & (g). Shown in panels (a)-(c) are the critical temperature fields,
To, for 10* < R < 10%. In the middle row of the figure, going from left to right,
observe first that for R > 7353761 the critical temperature is negative in the domain.
Then panel (e) shows a value of R at which Ty is positive in a small region very close
to the wall but clearly violates the minimum principle further away. In (f), where
R = 7600269, for our choice of L, = L, = 2, the numerically optimal bound equals
%, at which point we have T 0(0) = 0. These results for the k-dependent spectral
constraint qualitatively match the results for the simplified spectral constraint (3.2.6)
presented Figure 3.3.

These observations confirm that strengthening the spectral constraints using the

wavevector-independent functional S only affects the computational results §3.2.1

quantitatively, but preserves the overall qualitative behaviour.
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Appendix E

Shortcomings of standard background

method

In the case of perfectly conducting boundaries discussed in chapter 3. The numerical

optimisation from §3.3.1 suggests that the upper bound on (wT') obtained from the

optimization problem (3.3.3) approaches % asymptotically from below as R — oo.
To confirm this observation with a proof requires, for every R > 1, construction of
feasible decision variables «, 3, 7(2), A(z) whose corresponding cost is strictly less
than % This section discusses the challenges presented by this goal. Specifically,
we show that no construction is possible if one tries to mimic key properties of
the numerically optimal decision variables presented in §3.3.1 and, at the same
time, enforces the spectral constraint using estimates typically used in successful
applications of the background method. The proposition in this section illustrates
the necessity of new estimates employed in the proof in addition to the construction
of novel background profiles, not previously utilised in similar convection problems.
These novel ingredients are later demonstrated in §3.3.2.

To aid the discussion, the following definition introduces three subsets X', Y and Z

of decision variables that capture some of the properties observed from our numerical

study.
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Definition E.0.1. Let 0 <d <1 —e <1 and h > 0 and R > 1. Decision variables

(o, B,7(2), A(2)) are said to belong to:

1. The set X{d, ¢} if the following conditions hold:

(a) The balance parameters satisfy 0 < a < 3;
(b) 7 € C'0,1] with boundary conditions 0 < 7(0) < 1 and 7(1) = 0;

(c) The derivative of 7 satisfies 7/|jo.5) < 0, 7'|(51-¢] > 0, and ||77]| pee1-c1) <

28,
2. The set Y{h} if both 7/(z) and A(z) are constant on the interval (3 — h, 3 +h).
3. The set Z{4,¢, R} if

Flla— 70y + o = 7 ey < 84/ 20

The set X{d,c} contains profiles 7 which possess an initial (and potentially
severe) boundary layer in an interval [0, 0], then increase in a bulk region [J,1 — €],
before approaching 7(1) = 0 in an upper boundary layer contained in the interval
[1—¢,1] and in which 7/ is controlled by the balance parameter /3, as seen in previous
results. Optimal decision variables («, 5, 7(2), A(z)) obtained in §3.3.1 appear, with
compelling evidence, to belong to a set of the form X {4, e} with the exception of the
differentiability condition 7 € C'[0, 1]. Indeed, the optimal profiles T appear to be
piecewise differentiable, losing differentiability at two points corresponding to the
boundaries of non-constant behaviour of the multiplier A(z) observed in figure 3.8.
However, since no higher derivatives of 7 appear in the optimization problem (3.3.3),
adding the constraint (a, 5,7(2),A(2)) € & to (3.3.3) will not change its optimal
cost.

The set Y{h} contains decision variables for which 7" and A are constant in some

interval centred at % Figures 3.8 and 3.10 reveal that this is not the case for the
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numerically optimal 7, so the use of Y{h} corresponds to a proof which ignores
subtle variations from a purely linear profile away from the boundaries. Without
further assumptions (say, restriction to fluids with infinite Prandtl number), it is not
clear how such variations can be exploited in analytical constructions.

The set Z{0, ¢, R} relates to a choice of profiles 7 and balance parameters a;, 3
for which the constraint S > 0 can be proven to hold for a given R. In particular,
if a, B, 7(2) satisfy (3.2.6) and it is the case that 7'|(5,_ = o, then the argument
implies that S > 0. Specifically, Z{6, e, R} provides sufficient control of the severity
of the boundary layers of 7 for the spectral constraint to be provably satisfied. While
crude, estimates of this form in conjunction with constant 7/(z) in a bulk region
0 < z <1 — ¢ are employed for almost all analytical constructions of background
fields.

We now return to the original question of attempting to upper-bound W via
an analytical construction of feasible decision variables (a, 8, 7(2), A(2)) for (3.3.3).
It is not unreasonable, based upon the above evidence, to propose R-dependent

balance parameters a = ag, 8 = g, boundary layer widths § = dg,e = g and

profiles 7z, Agr which satisfy

(GR, bR,TR(Z), )\R(Z’)) c X{(SR, ER} N y{h} N Z{éR,ER, R}, R > 1,

for some h > 0. The following result shows that, for such a construction, there is a

hard lower bound on the optimal cost achievable using (3.3.3).

Proposition E.0.1. Let0<d<1—e<1andh>0,R > 1. Suppose that

(o, B, 7(2), M(2)) € X{6,}y N YV{h} N 2{6,=, R}. (E.0.1)
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Then

<£ B(z = 1) = 7(2) + A(2)|” —T> > % <h3 —24.

4

1+2\/§>

From the proof, the consequence of Proposition E.0.1 is the following. If one
constructs feasible decision variables for the optimization problem (3.3.3) which

satisfy (E.0.1), then the best achievable bound U for which (wT') < U must satisfy

5(h4_f)

1
U>—
-2 6 1

Hence, using such a construction with the assumption that 7" and A are constant in
a bulk region (% — h, % + h), it is not possible to prove that m < % at arbitrarily
high Rayleigh number.

Consequently, one must ask what conditions should be dropped if a rigorous
bound W < %, R > 1, is to be found. The numerical evidence presented in §3.3.1
suggests that the optimal decision variables do belong to X. Consequently, either
Y or Z must be dropped. Figure 3.8 indicates that optimal multipliers A(z) are
constant outside a lower boundary layer. Hence, dropping ) corresponds to choosing
a profile with non-constant 7/(z) in the bulk; the cost function of (3.3.3) and Figure
3.10(b) suggests that a quadratic ansatz for 7(z) may be beneficial. Dropping Z

corresponds to requiring more sophisticated analysis of the spectral constraint. Using

these insights will be the focus of future research.

Proof. 1t is assumed that (a,b,7,q) € X{d,e} N Y{h} N Z{J,e, R}. The first step
is to bound (7(z)) from above. To do this, we work back from z = 1, using the

assumptions to estimate 7.
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Let 1 —¢ < 2z < 1. Since 7 € C'[0,1] and 7(1) = 0, the mean value theorem

implies that there exist z. € (1 — ¢, 1) such that

7(2) > 7(2)

1—=2

_T,(ZC) =

Since (a, B, 7(z)) satisty (3.2.6), it follows that
el =7 fo1c) < HZM = 54( +M) <12875
a e3r(z) 128 er(2)\’
— (E) (5) (57 7) (57 =0
2
37 (z) 128) S et (mﬁ(z))

2
< % (E.0.22)

I
ENPE
m

l

Next, since 7(1) = 0, the assumption that ||7'|| fec1—c1) < 20 gives

|7(2)| < €||7'||Le(1-c,1) < 28Be, which in turn implies
e > —71(2). (E.0.3)

Since 1 — e < z < 1 was arbitrary in the above argument, it follows from (E.0.2a)

and (E.0.3) and the fact that 7/(z) > 0 for all z € [§,1 — €] that
7l < I7llzeae < 48R, (E.0.4)

We now estimate 7 in the lower boundary layer [0,d]. The mean value theorem

implies that there exists z5 such that
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Since (a, B, 7(z)) satisfy (3.2.6), using the above equation and the assumption that

0 < a < 3, it then follows that

) af 7(0) — 7(8)\ | af
5l = 713 0.5) < 128- — = §la+ (T( <128 —
2
—  lad +71(0) — 7(6)]* < 128 =
§ 8v2  07(9)
= —-70) < —F+
5 © R> B
) 8vV2 46
by (B.04)) = —=7(0) < —4 + — E.0.5
(by ( ) E (0) 7 TR ( )

Using (E.0.4), (E.0.5), the assumption that 7/(z) < 0 on [0,d] and R > 1 gives

1-9 8v2+4
( >HTHL<>O(5,1) < I (E.0.6)

ﬁ R4

<ﬂw§%d®+

Next we consider the L? component of the cost function. Using the assumption

that 7/, A are constant in an interval (1/2 — h,1/2 + h),

1
1 , 9 1 §+h , 5
@<|T A= BE-2fY) > 4—/%_h = A= Bz — 1/2) dz
3+h
> é/2 (z—1/2)*dz
4 1 5
2
ph?
= —. E.0.7
: (£.07)
Combining the above estimate with (E.0.6) gives the stated result
A= Bz —1/2)]F > 2 (p3—o4. .
(g5l === 172) T@>_6( =
[
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