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Abstract
We consider the valuation of contingent claims with delayed dynamics in a Samuelson com-
plete market model. We find a pricing formula that can be decomposed into terms reflecting
the current market values of the past and the future, showing how the valuation of prospective
cashflows cannot abstract away from the contribution of the past. As a practical application,
we provide an explicit expression for the market value of human capital in a setting with
wage rigidity. The formula we derive has successfully been used to explicitly solve the infi-
nite dimensional stochastic control problems addressed in Biffis et al. (SIAM JControl Optim
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1 Introduction

It is a standard result in asset pricing theory that the absence of arbitrage opportunities is
“essentially” equivalent to the existence of an equivalent probability measure under which
the price of any contingent claim is a local martingale after deflation by the money market
account; see [17, 24, 25]. In this paper, we preserve the standard formulation of arbitrage
pricing in a complete market model with security prices evolving as geometric Brownian
motions (GBM), in the spirit of Samuelson’s contribution [36] (see [37] for an overview).
The main novelty of our work is that we consider contingent claims that have dynamics
described by a stochastic delay differential equation (SDDE).

It is perhaps surprising that using the no-arbitrage pricing machinery we are able to derive
an explicit valuation formula for dynamics with memory, a case that is notoriously difficult
to handle. However, we find a particularly appealing solution showing that the price can be
decomposed into a term related to the ‘current market value of the past’ (in a sense to be
made precise below), and the more traditional term reflecting the ‘current market value of
the future’ (in the spirit of a discounted cashflow approach). In our setting the contribution
of the past is represented by the portion of a contingent claim’s past trajectory that shapes
its dynamics going forward.1 Our pricing formula demonstrates that the market consistent
valuation of future cashflows cannot ignore the contribution of the past. This is important for
a number of applications in which path-dependency is a key feature of the state variables, as
we now discuss.

As a practical application of our results, we consider in detail contingent claims represent-
ing stochastic wages received by an agent over her lifetime (e.g., [7, 20]). It is well known that

1 The importance of the past in understanding the qualitative feature of amodelwith delaywas also emphasized
in Fabbri and Gozzi [21], although in a deterministic setting, when solving the endogenous growth model with
vintage capital of Boucekkine et al. [10].
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when labor income is spanned by the assets available for trade, the market value of human
capital can be easily derived via risk-neutral valuation in a setting with labor income driven
by a Stochastic Differential Equation (SDE); see [13] for an overview. However, the empir-
ical literature on labor income dynamics widely relies on auto-regressive moving average
(ARMA) processes (e.g., [1, 26, 31, 33]).

The contributions by [19, 29, 35] show how SDDEs can be understood as the weak limit
of discrete time ARMA processes. Therefore specific classes of SDDEs can be used to
model labor income, thereby providing the continuous time counterpart of ARMA models
supported by the empirical literature. We therefore consider the introduction of delayed drift
and volatility coefficients in a GBM labor income model to provide a tractable example
of wage dynamics that adjusts slowly to financial market shocks. We obtain a closed form
solution for human capital, which makes explicit the contributions of the market value of the
past and the future. Our results demonstrate that SDDEs are valuable modeling tools that can
address the findings of a large body of empirical literature on wage rigidity (e.g., [3, 15, 28,
30]). Moreover, the results open the way to finding explicit solutions to interesting classes
of lifecycle portfolio choice problems with state costraints (see [6, 7, 16]), as discussed in
Sect. 3.

Although in this paper we discuss the application to human capital more extensively, the
results can be used for other applications of interest. For instance, we provide some references
to the literature on counterparty risk and derivatives valuation, in which analogous dynamics
arise in the context of collateralization procedures entailing a delay in the marking-to-market
procedure of over-the-counter derivatives (e.g., [11, 12]).

It should be noted that no-arbitrage pricing in the case of delayed price dynamics has
been recently studied by several authors (see [2, 32], for example). Their focus, however, is
on proving completeness of a market with security prices with delayed dynamics and hence
very different from ours. On the other hand, their work suggests the opportunity to explore
extensions of our results to broader settings in which market completeness is preserved,
including those in which tradable assets have delayed drift and volatility terms.

The paper is organized as follows. In the next section, we introduce the setup and state our
main result. In Section 3 we discuss in detail an application to human capital valuation and
briefly outline other areas of application. In Sect. 4, we prove the main result of the paper.
Finally, Sect. 5 offers concluding remarks. We relegate to an “Appendix” the proofs of some
more technical results.

2 Setup and statement of themain result

We consider a filtered probability space (�,F,F,P) and an F-adapted vector valued process
(S0, S), representing the price evolution of a money market account, S0, and n risky assets,
S = (S1, . . . , Sn)�, whose dynamics is given by

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

dS0(t) = S0(t)rdt,

dS(t) = diag(S(t)) (μdt + σdZ(t)) ,

S0(0) = 1,

S(0) ∈ R
n+,

(1)

where μ ∈ R
n , and the matrix σ ∈ R

n×n is assumed to be invertible. Here Z is an n-
dimensional Brownian motion and we assume that F := {Ft }t≥0 is the filtration generated
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by Z , and enlarged with the P-null sets. In the following, for given vectors a, b ∈ R
n , we

denote by a · b the scalar product in Rn and by ‖ · ‖ the corresponding norm.
We are interested in the valuation of a payment stream represented by anF-adapted process

(yt )t≥0. The payment stream can be thought of as capturing the mark-to-market process of a
trading account, the flow of profits and losses generated from a trading strategy, the collateral
flows arising from an over-the-counter derivative transaction, or the labor income received by
an agent over time. The latter is the application we will consider in detail in the next section.

We assume that the payment stream y obeys the following SDDE with delay in both the
drift and the diffusion terms:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dy(t) =
[
y(t)μy + ∫ 0

−d y(t + s)φ(ds)
]
dt

+

⎡

⎢
⎢
⎣y(t)σy +

⎛

⎜
⎜
⎝

∫ 0
−d y(t + s)ϕ1(ds)

...
∫ 0
−d y(t + s)ϕn(ds)

⎞

⎟
⎟
⎠

⎤

⎥
⎥
⎦ · dZ(t),

y(0) = x0,

y(s) = x1(s) for s ∈ [−d, 0),

(2)

whereμy ∈ R, σy ∈ R
n , the signedmeasuresφ, ϕi (for i = 1, . . . , n) have bounded variation

on [−d, 0] and x0 ∈ R, x1 ∈ L2
([−d, 0];R), where L2

([−d, 0];R) denotes the space of
Lebesgue square integrable (deterministic) functions on [−d, 0]. In the following, we denote
by |φ| the total variation of a signed measure of bounded variation φ on [−d, 0]. Existence
of a unique solution to SDDE (2) is ensured by the following result, which is proved in
“Appendix A.1”.

Proposition 2.1 For any given initial datum (x0, x1) ∈ R×L2(−d, 0;R) equation (2) admits
a unique strong (in the probabilistic sense) solution y ∈ L2(� × [0, T ]), for all T > 0, with
P-a.s. continuous paths.

Assuming the process y to represent an agent’s income stream, we see that (2) provides
a compelling example (which will be shown to be tractable) of wage dynamics adjusting
slowly to financial market shocks. In particular, the measures φ, ϕ1, . . . ϕn can be thought as
modulating the impact of past income’s realizations on wages going forward. As discussed
in [7], this setting can also be related to the literature on ‘learning your income’ (e.g., [22]),
whereby an agent learns about her earning potential based on past wages. Here, moving
averages can be used as a tractable substitute for fully fledged Bayesian filters and can be
justified on the grounds of bounded rationality.

As the market is complete and the stream process y is spanned by the stock S, we can find
uniquely the current value of the future uncertain income stream by considering the expected
discounted value under the unique stochastic discount factor ξ (see [18]):

H (t0) := ξ(t0)
−1

E

[∫ +∞

t0
ξ(s)y(s)ds

∣
∣
∣Ft0

]

, (3)

where the process ξ is F-adapted and evolves according to the following SDE,
{
dξ(t) = −ξ(t) (rdt + κ · dZ(t))
ξ(0) = 1,

(4)

with the constant κ representing the market price of risk, which is given by

κ = (σ�)−1(μ − r1), (5)

with 1 = (1, . . . , 1)� denoting the unitary vector in Rn .
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Our main goal now is to provide an explicit formula for the quantity H(t0) given in (3).
The challenging aspect of the problem lies in the fact that we consider a payment stream
whose dynamics is path dependent, thus making the problem considerably different from and
harder to prove than the cases discussed in the extant literature. Before stating the main result
of the paper, we introduce the following conditions that will be assumed to hold throughout
the paper.

Assumption 2.2 The following conditions are assumed to apply:

(i) The measure � on [−d, 0] defined as
�(·) := φ(·) − (ϕ1(·), . . . , ϕn(·)) · κ (6)

is a signed measure of bounded variation.
(ii) The quantity

r − μ0 + σy · κ −
∫ 0

−d
erτ |�|(dτ) (7)

is assumed to be strictly positive.

Under assumption 2.2, which will be discussed in details in Sect. 4.5, the following result
holds.

Theorem 2.3 Under Assumption 2.2, for any t0 ≥ 0, the quantity H(t0) defined in (3) admits
the following explicit expression:

H(t0) = 1

K

(

y(t0) +
∫ 0

−d
G(s)y(t0 + s) ds

)

, P − a.s., (8)

where y(t0) denotes the solution at time t0 of equation (2) and the constant K and function
G are given by:

K := r − μ0 + σy · κ −
∫ 0

−d
erτ�(dτ),

G(s) :=
∫ s

−d
e−r(s−τ)�(dτ).

In expression (8), we can recognize an annuity factor, K−1, multiplying a term representing
the current market value of labor income, y(t0), and a term representing the current market
value of the past trajectory of y over the time window (t0 − d, t0). The ‘market value of the
past’ trades off the returns on the payment stream against its exposure to financial risk, as
can be seen from expression (6). When the delay terms in the drift and volatility coefficients
vanish, the valuation of the payment stream reduces to K−1y(t0), in line with [20], among
others.

Remark 2.4 The setup described above can be extended to the case of payments over a
bounded horizon in some interesting situations. When the payment stream is received until
an exogenous Poisson stopping time τδ (representing death or an irreversible unemployment
shock when y represents labor income), expression (8) still applies, provided discounting is
carried out at rate r + δ instead of r , where δ > 0 represents the Poisson parameter; see [6,
7, 16]. The case in which payments are received until a finite, deterministic time (capturing
irreversible retirement when y represents labor income) can also be considered, at the price
of additional technical work; see [5].

123



180 Mathematics and Financial Economics (2023) 17:175–202

3 Applications

3.1 Optimal portfolio problems with path dependent labor income

Wenow consider in detail the case in which the contingent claim y in (2) represents stochastic
wages received by an agent over her lifetime. As discussed in the Introduction, SDDEs allow
us to rely on continuous time labor income dynamics better matching some of the salient
features documented in the empirical literature. The path-dependency of (2) captures the
slow adjustment of labor income to financial market shocks and provides a counterpart to
discrete time ARMAmodels used to model wage dynamics. See [7] for a comprehensive list
of references and [5] for the complexities brought about by considering unspanned shocks
in labor income dynamics.

In the context of lifecycle portfolio choice, obtaining an explicit expression for human
capital is often crucial not only to reveal the structure of optimal solutions (e.g., [13]), but also
to handle state constraints (e.g., [7, 20]). We will discuss these points by making reference to
some applications in Sects. 3.1.1–3.1.3. Before proceeding, we note that assumption 2.2 is all
we need to provide the explicit valuation result of Theorem 2.3, but the particular application
to human capital requires labor income to be positive almost surely. A sufficient condition
for this to be the case is as follows (see [7, Proposition 2.7] for a proof).

Remark 3.1 When ϕi = 0 for all i = 1, ldots, n (i.e., when the delay term in the volatility
coefficient of (2) vanishes), the variation of constants formula yields the following explicit
representation:

y(t) = E(t)
(
x0 + I(t)

)
, (9)

where

E(t) := e(μy− 1
2 |σy |2)t+σy Z(t), I(t) :=

∫ t

0
E−1(u)

∫ 0

−d
y(s + u)φ(ds) du.

One can then see that in this case y(t) > 0 P-a.s. if x0 > 0, x1 ≥ 0 a.s. and φ ≥ 0 a.s..

The results of Theorem 2.3 and the solution approach followed in this paper show how
tools from infinite-dimensional analysis can be successfully used to address non-Markovian
valuation problems, which are beyond the reach of conventional approaches. In the following,
we illustrate some of those applications to show how the findings of Theorem 2.3 (or suitable
generalization of it) can be successfully used to identify explicit solutions in some interesting
situations.

3.1.1 Infinite horizon lifecycle portfolio choice

In [7] the authors solve an infinite horizon portfolio problem with borrowing constraints in
which an agent receives labor income affected by financial market shocks in a path dependent
way. The framework is the complete market model described by (1). An agent is endowed
with initial wealth w ≥ 0 and receives wages until death, which coincides with the first
jump time τδ of a Poisson process with parameter δ > 0. The financial wealth of the agent
at time t ≥ 0, denoted by W (t), can be invested in the riskless and risky assets. The agent
receives wages at rate y(t) and consumes at rate c(t) ≥ 0. The wealth amount allocated to
the risky assets is θ(t) ∈ R

n at each time t ≥ 0. The agent sets a bequest target B(τδ) ≥ 0 at
death. In line with [20], the agent can purchase life insurance at the (actuarially fair) premium
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rate δ(B(t) − W (t)), for t < τδ , to reach the bequest target and hence cover any shortfall
B(τδ) − W (τδ) at death. The agent’s wealth (before death) is assumed to obey the standard
dynamic budget constraint given by the SDE

⎧
⎪⎨

⎪⎩

dW (t) = [W (t)r + θ(t) · (μ − r1) + y(t) − c(t)

−δ (B(t) − W (t))] dt + θ(t) · σdZ(t),

W (0) = w.

(10)

In line with the empirical evidence on labour income dynamics recalled in the Introduction,
labor income is modelled via the following SDDE:

{
dy(t) =

[
μy y(t) + ∫ 0

−d φ(s)y(t + s)ds
]
dt + y(t)σydZ(t),

y(0) = x0, y(s) = x1(s) for s ∈ [−d, 0),
(11)

where μy ∈ R, σy ∈ R
n and the functions φ(·), x1(·) belong to L2 (−d, 0;R) (thus making

(11) a particular case of (2)).
Denoting by k > 0 the intensity of preference for leaving a bequest, by γ ∈ (0, 1) ∪

(1,+∞) the risk-aversion coefficient and by ρ > 0 the subjective discount rate, the objective
is tomaximize the expected utility from lifetime consumption and bequest, which on {τ δ > t}
takes the form:

E

(∫ +∞

0
e−(ρ+δ)t

(
c(t)1−γ

1 − γ
+ δ

(
kB(t)

)1−γ

1 − γ

)

dt

)

. (12)

Maximization is carried out over all triplets (c, θ, B) ∈
{
F−predictable c(·), B(·), θ(·) : c(·),

B(·) ∈ L1(� × [0,+∞);R+), θ(·) ∈ L2(� × R;Rn)
}
subject to the state constraint

W (t) + ξ−1(t)E

(∫ +∞

t
ξ(u)y(u)du

∣
∣
∣
∣Ft

)

≥ 0, (13)

which is a ‘no-borrowing-without-repayment’ constraint [20]. As the second term appearing
in (13) represents the agent’s human capital at time t , constraint (13) captures the situation
in which human capital can be pledged as collateral and represents the agent’s maximum
borrowinge capacity. In line with [7], we note that the triplets (c, θ, B) must be understood
as representing the pre-death counterparts of the controls predictable relative to the reference
filtration F. Similarly, on the trace of F on {τ δ > t}, the process ξ satisfies equation (4) with
a drift of the form −ξ(t)(r + δ), as explained in Remark 2.4.

In [7], the authors find an explicit solution to the optimization problem under power
utility. The proof of the result relies on the resolution of an infinite-dimensional Hamilton-
Jacobi-Bellman (HJB) equation, which can be considered as an infinite-dimensional version
of the classical Merton problem. From a technical point of view, the key idea is to extend
the state space so as to include the past trajectory of y over [−d, 0]. In this way, the problem
becomes infinite dimensional and Markovian (in the current wealth level and path of y
over the time window [−d, 0]). In this infinite-dimensional reformulation of the problem, it
becomes essential to rewrite the constraint (13) by exploiting the explicit expression given
in Theorem 2.3. Importantly, the optimal risky asset allocation found in [7],

θ∗(t) := (σσ�)−1(μ − r1)
W ∗(t) + H(t)

γ
− σ−1σy

1

K
y(t), (14)
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reveals that the decomposition of humancapital into a past and future component is essential in
understanding the agent’s hedging demand, as we now discuss. We first note that the solution
follows the logic of Merton’s, in that the agent chooses constant fractions of total wealth
(given by financial wealth and human capital). In line with [9, 20], the agent considers the
capitalized value of future wages as if they were a traded asset. As the agent’s labor income is
instantaneously perfectly correlated with the risky assets, a negative income hedging demand
arises (the term σ−1σy K−1y(t)), and the allocation to risky assets is reduced by a term
proportional to the regression coefficient of labor income shocks on risky asset returns ([13]).
The key difference with the benchmark model with no delay is that the hedging demand only
depends on the ‘future component’ of human capital, and not on the capitalized market value
of the labor income’s past trajectory. The intuition is that when wages respond to market
shocks with a delay, then human capital is more predictable and only the portion of human
capital exposed to future market shocks drives the negative income hedging demand.

3.1.2 Extensions: robustness and finite horizon

The authors in [6] study a robust version of the lifecycle optimal portfolio choice problem
presented in Sect. 3.1.1. Again, the result in Theorem 2.3 is essential in obtaining an explicit
solution of the problem considered.

The authors in [5] consider the same problem as in the previous section, but now with a
finite time horizon, which can be interpreted as the agent’s fixed retirement date. The authors
extend the results of Theorem 2.3 to the finite horizon case, obtaining again a decomposition
of human capital into two components pertaining to the past and the future evolution of
labor income. They then proceed to solve the lifecycle portfolio choice model, which entails
time-dependent state constraints, as horizon effects are now material during the working life
of the agent. This appears to be a novel type of problem in the infinite dimensional stochastic
control literature, which is again successfully solved by exploiting the structure of the explicit
solution for human capital.

3.1.3 Mean-field games

Another generalization of the problem addressed in [7] is considered in [16]. Similarly to [7],
the authors consider a lifecycle optimal portfolio choice problem faced by an agent receiving
labor income and allocating her wealth to risky securities and a riskless asset subject to a
borrowing constraint. However, in addition to assuming the dynamics of labor income to
adjust slowly to financial market shocks, they also assume it to be benchmarked to the wages
of a population of agents with comparable tasks and/or ranks. Specifically, each agent i’s
labor income yi is benchmarked against the wages yn := (y1, y2, . . . , yn) of a population of
n agents. As n grows larger, the problem falls into the family of optimal control of infinite
dimensional McKean-Vlasov dynamics type. By adding a suitable new variable, the authors
simplify the problem and are able to find explicitly the solution of the associated infinite-
dimensional HJB equation and the optimal feedback controls. A necessary step to solve
the problem is to provide a suitable reformulation of the no-borrowing without repayment
constraint (13), where now labor income obeys an SDDE with a drift containing not only a
path-dependent term but also a mean reverting term. This is carried out in [16, Section 3],
where the authors provide a generalization of formula (8) by carefully adapting the techniques
used in Sect. 4 of this paper.
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3.2 Counterparty risk and derivatives valuation

As a simple example of application of our setup to the context of over-the-counter derivatives,
let us consider in equation (2) the case of n = 1, μ0 = 0, φ = 0, σ0 = 0, and ϕ(s) = δ−d(s),
where δa(s) indicates the delta-Dirac measure at a, so that equation (2) now reads

dX0(t) = X0(t − d)dZ(t). (15)

Then, for t ∈ [0, d) we have

X0(t) = x0 +
∫ t

0
X0(s − d)dZ(s) = x0 +

∫ t−d

−d
x1(τ )dZ(τ + d). (16)

In this case X0(t) is Gaussian, and dynamics (15) could be used to model, for example, the
variation margin of an over-the-counter swap, when the collateralization procedure relies on
a delayed mark-to-market value of the instrument (see [11], page 316, or [8, 12] for some
examples).

4 Proof of the result

Within this section we consider the unique continuous F-adapted solution y of (2) given in
Proposition 2.1. The proof of Theorem 2.3 can be divided in the following steps:

• we incorporate the discount factor ξ in the equivalent risk-neural probability measure P̃
and rewrite the dynamics of y under P̃. Derive the deterministic delayed equation satisfies
by the quantity Ẽ[y(t)|Ft0 ]. (Sect. 4.1).

• We rewrite the delayed equation for Ẽ[y(t)|Ft0 ] as a deterministic evolution equation,
which takes values in a suitable Hilbert space incorporatingthe past and the present in its
structure. We will appeal to the so-called product-space framework for path-dependent
equations (Sect. 4.2).

• Weexploit suitable spectral properties of the operator that appears in the abovementioned
infinite-dimensional formulation of the problem in order to obtain expression (8) for
H(t0) (Sects. 4.3 and 4.4).

• We clarify the relationship between the spectral properties used and our Assumption 2.2
(Sect. 4.5).

The above first three steps will lead to Proposition 4.8, whereas the last stepwill be formal-
ized in Lemmas 4.10 and 4.11. Theorem 2.3 will then follow as an immediate consequence
of these results. For readability, we relegate to an “Appendix” the proofs of some technical
lemmas.

4.1 Equivalent probability measure

We find it more convenient to change perspective from a valuation formula relying on the use
of the stochastic discount factor ξ under the measure P to the one discounting at the risk-free
rate r the equivalent martingale measure P̃, which is therefore called ‘risk-neutral measure’.
It is well know that the two approaches are equivalent under no arbitrage in our setting.
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We start by considering the equivalent probability measure P̃ on Fs such that2

dP̃

dP

∣
∣
∣
∣Fs

= exp

(

−1

2
|κ|2s − κ · Z(s)

)

= ersξ(s). (17)

By [27, Lemma 3.5.3] we can write

E
[
ξ(s)y(s) | Ft0

] = ξ(t0)e
−r(s−t0)Ẽs

[
y(s) | Ft0

]
,

and thus3
∫ +∞

t0
E
[
ξ(s)y(s) | Ft0

]
ds = ξ(t0)e

rt0

∫ +∞

t0
e−rs

Ẽs
[
y(s) | Ft0

]
ds. (18)

The idea is to nowunderstandwhat kind of differential equation the quantity Ẽ
[
y(s) | Ft0

]

= Ẽs
[
y(s) | Ft0

]
satisfies. Let P̃ the measure such that P̃

∣
∣
∣Fs

= P̃(s) for all s ≥ 0. By the

Girsanov Theorem the process Z̃(t) = Z(t) + κt is an n-dimensional Brownian motion
under P̃. The dynamics of y under P̃ is then

dy(s) = [
(μy − σy · κ)y(s) +

∫ 0

−d
y(s + τ)�(dτ)

]
ds

+

⎡

⎢
⎢
⎣y(t)σy +

⎛

⎜
⎜
⎝

∫ 0
−d y(s + τ)ϕ1(dτ)

...
∫ 0
−d y(s + τ)ϕn(dτ)

⎞

⎟
⎟
⎠

⎤

⎥
⎥
⎦ · dZ̃(s), (19)

where � is defined in (6). Integrating between t0 and t we obtain

y(t) = y(t0) +
∫ t

t0
(μy − σy · κ)y(s)ds +

∫ t

t0

∫ 0

−d
y(s + τ)�(dτ)ds

+
∫ t

t0

⎡

⎢
⎢
⎣y(s)σy +

⎛

⎜
⎜
⎝

∫ 0
−d y(s + τ)ϕ1(dτ)

...
∫ 0
−d y(s + τ)ϕn(dτ)

⎞

⎟
⎟
⎠

⎤

⎥
⎥
⎦ · dZ̃(s) ,

(20)

and therefore, by taking the conditional expected value on both sides, we get

Ẽ
[
y(t) | Ft0

] =y(t0) + (μy − σy · κ)Ẽ

[∫ t

t0
y(s)ds | Ft0

]

+ Ẽ

[∫ t

t0

∫ 0

−d
y(s + τ)�(dτ)ds | Ft0

]

+ Ẽ

⎡

⎢
⎢
⎣

∫ t

t0

⎡

⎢
⎢
⎣y(s)σy +

⎛

⎜
⎜
⎝

∫ 0
−d y(s + τ)ϕ1(dτ)

...
∫ 0
−d y(s + τ)ϕn(dτ)

⎞

⎟
⎟
⎠

⎤

⎥
⎥
⎦ · dZ̃(s) | Ft0

⎤

⎥
⎥
⎦ .

(21)

2 Recall that the state price density ξ characterizes the Radon-Nikodym derivative that defines the change of
probability measure from the objective probability measure P to the risk-neutral measure P̃ via the relationship

ξ(s) = e−rsρ(s) = e−rs dP̃
dP (s).

3 Recall (see (3)) that our aim is to evaluate the expectation E

[∫+∞
t0

ξ(s)y(s)ds | Ft0

]
. We will

prove that
∫+∞
t0

E
[
ξ(s)y(s) | Ft0

]
ds is equal to the r.h.s. of (8) and then justify the equality

E

[∫+∞
t0

ξ(s)y(s)ds | Ft0

]
= ∫+∞

t0
E
[
ξ(s)y(s) | Ft0

]
ds.
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The following Lemma guarantees that the stochastic integral with respect to Z̃ is a mar-
tingale, and has zero mean. The proof is provided in “Appendix A.2”.

Lemma 4.1 It holds that

Ẽ

⎡

⎢
⎢
⎣

∫ t

t0

∥
∥
∥
∥
∥
∥
∥
∥

y(s)σy +

⎛

⎜
⎜
⎝

∫ 0
−d y(s + τ)ϕ1(dτ)

...
∫ 0
−d y(s + τ)ϕn(dτ)

⎞

⎟
⎟
⎠

∥
∥
∥
∥
∥
∥
∥
∥

2

ds

⎤

⎥
⎥
⎦ < +∞ .

We thus obtain that

Ẽ

⎡

⎢
⎢
⎣

∫ t

t0

⎡

⎢
⎢
⎣y(s)σy +

⎛

⎜
⎜
⎝

∫ 0
−d y(s + τ)ϕ1(dτ)

...
∫ 0
−d y(s + τ)ϕn(dτ)

⎞

⎟
⎟
⎠

⎤

⎥
⎥
⎦ · dZ̃(s) | Ft0

⎤

⎥
⎥
⎦ = 0,

and, by definition of conditional mean and by Fubini’s Theorem, the expression in (21)
reduces to

Ẽ
[
y(t) | Ft0

] = y(t0) + (μy − σy · κ)

∫ t

t0
Ẽ
[
y(s) | Ft0

]
ds

+
∫ t

t0

∫ 0

−d
Ẽ
[
y(s + τ) | Ft0

]
�(dτ)ds.

(22)

Therefore, defining

Mt0(t) := Ẽ
[
y(t)|Ft0

]
, (23)

we have that Mt0 satisfies for t ≥ t0 the equation (with random initial conditions)
⎧
⎪⎨

⎪⎩

dMt0 = [(μy − σy · κ)Mt0(t) + ∫ 0
−d Mt0(t + s)�(ds)] dt,

Mt0(t0) = y(t0),

Mt0(t0 + s) = y(t0 + s), s ∈ [−d, 0).

(24)

Existence of a unique solution of the above system is guaranteed by the following general-
ization of [4, Part II, Chapter 4, Theorem3.2] to random initial conditions.

Lemma 4.2 Given any fixed Ft0 -measurable R × L2([−d, 0];R)-valued random variable
m = (m0,m1), the Cauchy problem

⎧
⎪⎨

⎪⎩

dm(t0; t) = [(μy − σy · κ)m(t0; t) + ∫ 0
−d m(t0; t + s)�(ds)] dt,

m(t0; t0) = m0,

m(t0; t0 + s) = m1(s), s ∈ [−d, 0).

(25)

admits a unique absolutely continuous solution. Moreover, system (25) is equivalent to (24)
when we choose (m0,m1) = (y(t0), y(t0 + ·)).

4.2 Reformulation of the problem in an infinite-dimensional framework

We now reformulate the differential equation with delay (24) as an evolution equation with
values in the so called Delfour-Mitter Hilbert space, defined as

H := R × L2(−d, 0;R),
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whose elements are denoted as x = (x0, x1). H is a Hilbert space when endowed with the
inner product 〈(x0, x1), (y0, y1)〉H = x0y0+〈x1, y1〉, the latter being the usual inner product
of L2(−d, 0;R).

We define the operator A : D(A) ⊂ H → H as

D (A) := {
(x0, x1) ∈ H : x1(·) ∈ W 1,2([−d, 0];R), x0 = x1(0)

}
,

A(x0, x1) :=
(
(μ0 − σ0 · κ)x0 +

∫ 0

−d
x1(s)�(ds),

d

ds
x1
)
, (26)

with � defined in (6). Here by W 1,2
([−d, 0];R) we denote the Sobolev space of weakly

differentiable square-integrable functions.
We can then reformulate equation (24) as an evolution equation in H.
Consider, again for any fixed Ft0 -measurable H-valued random variable m = (m0,m1),

the H-valued processM(t0; ·) that is the solution on [t0,+∞) of

{
dM(t0; t) = AM(t0; t)dt,
M(t0; t0) = m.

(27)

We collect in the following Proposition some useful results about the above equation (for
more details see e.g. [14, AppendixA]).

Proposition 4.3 (i) The operator A generates a strongly continuous semigroup {S(t)}t≥0 in
H.

(ii) S(t) is a compact operator for every t ≥ d.
(iii) For every Ft0 -measurable H-valued random variable m the process

S(t − t0)m; (28)

is the unique weak (in distributional sense) solution of (27); in particular

M(t0; t) = M(0; t − t0) . (29)

(iv) The Cauchy problem (27) is equivalent to (25).

Proof See “Appendix A.3”. 
�

As an immediate consequence of the above result we obtain the desired equivalence
between equations (27) and (24).

Corollary 4.4 Let y be a solution of (2) on [0, t0]; when choosing m as (m0,m1) =
(y(t0), y(t0 + ·)), (27) is equivalent to (24) and in this case we have

M(t0; t) = S(t − t0)m = (m(t0; t),m(t0; t + ·)) =
(
Mt0(t),

{
Mt0(t + s)

}

s∈[−d,0]
)

.

From now on we thus will work with formulation (27). The spectral properties of the
operator A, that appears in this infinite-dimensional formulation, will be crucial to prove our
result. We devote the next section to the analysis of these properties.

123



Mathematics and Financial Economics (2023) 17:175–202 187

4.3 Spectral properties of A

In the present section we collect some technical results concerning the spectral properties of
the operator A. Proof of Theorem 2.3 is based on the Lemmas presented here. The technical
proofs are postponed to the “Appendix”.

Lemma 4.5 The spectrum of the operator A is given by

σ(A) = {λ ∈ C : K (λ) = 0},
where

K (λ) := λ − (μy − σy · κ) −
∫ 0

−d
eλτ�(dτ) , λ ∈ C . (30)

The spectrum σ (A) is a countable set and every λ ∈ σ (A) is an isolated eigenvalue of finite
multiplicity.

The spectral bound of A is

λ0 = sup {Re λ : K (λ) = 0} . (31)

Proof See [23, Chapter 7, Lemma 2.1 and Theorem4.2] 
�

We ca explicitly compute the resolvent operator of A.

Lemma 4.6 Let ρ(A) denote the resolvent set of A and let λ ∈ R ∩ ρ (A). The resolvent
operator of A at λ, denoted by R(λ, A) is given by

R(λ, A) (m0,m1) = (u0, u1) (32)

with

u0 = 1

K (λ)

[

m0 +
∫ 0

−d

∫ s

−d
e−λ(s−τ)�(dτ)m1(s)ds

]

,

u1(s) = u0e
λs +

∫ 0

s
e−λ(τ−s)m1(τ ) dτ.

(33)

Proof See “Appendix A.4”. 
�

Lemma 4.7 For every real λ such that λ > λ0 and every m = (m0,m1) ∈ H we have
∫ +∞

0
e−λt S(t)m dt = R(λ, A)m. (34)

Proof Identity (34) is well known to hold for all real λ larger than the type of S(t). Since S(t)
is compact for every t ≥ d , its type is actually equal to its spectral radius λ0. For a reference
see e.g. [4, Part II, Chapter 1, Corollary 2.5]. 
�

4.4 Deriving the explicit formula for H

In this section we exploit the results derived in the above sections to prove the following.
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Proposition 4.8 Assume r > λ0, then for any t0 ≥ 0, the quantity H(t0) defined in (3) has
the following explicit form

H(t0) = 1

K

(

y(t0) +
∫ 0

−d
G(s)y(t0 + s) ds

)

, P − a.s.,

where y(t0) denotes the solution at time t0 of equation (2),

K := r − μ0 + σy · κ −
∫ 0

−d
erτ�(dτ), (35)

and G is given by

G(s) :=
∫ s

−d
e−r(s−τ)�(dτ). (36)

Remark 4.9 Notice that the statement of the above result is the same of Theorem 2.3, but the
assumptions here are different: we assume r > λ0 instead of Assumption 2.2. An explanation
of why we do actually consider Assumption 2.2 in Theorem 2.3, will be provided in the next
section.

Proof Let m = (m0,m1) = (y(t0), y(t0 + ·)). We denote here by � the projection on the
first (finite-dimensional) component of H, i.e. �[m] = �[(m0,m1)] = m0.

Starting from (18), we have
1

ξ(t0)

∫ +∞

t0
E
[
ξ(s)y(s) | Ft0

]
ds = ert0

∫ ∞

t0
e−rs

Ẽ
[
y(s)|Ft0

]
ds (by(18))

= ert0
∫ ∞

t0
e−rsMt0(s) ds (by(23))

= ert0
∫ ∞

t0
e−rs� [M(t0; s)] ds (by Corollary 4.4)

= ert0
∫ ∞

0
e−r t0e−rs� [M(0; s)] ds (by(29))

=
∫ ∞

0
e−rs� [S(s)m] ds (by (28))

= � [R(r , A)m] (by Lemma 4.7, since r > λ0)

= 1

K (r)

[

y(t0) +
∫ 0

−d

∫ s

−d
e−r(s−τ)�(dτ) y(t0 + s)ds

]

(by Lemma 4.6). (37)

From the above equalities we infer, in particular, the P-integrability of
∫ +∞
t0

E[ξ(s)y(s) |
Ft0 ] ds, which justifies the equality

E

[∫ +∞

t0
ξ(s)y(s)ds | Ft0

]

=
∫ +∞

t0
E
[
ξ(s)y(s) | Ft0

]
ds. (38)

In fact, by the characteristic property of the conditional mean, and Fubini’s Theoremwe have
that, for any F ∈ Ft0
∫

F

∫ +∞

t0
E[ξ(s)y(s) | Ft0 ] ds dP =

∫ +∞

t0

∫

F
E[ξ(s)y(s) | Ft0 ]dP ds

=
∫ +∞

t0

∫

F
ξ(s)y(s) dP ds =

∫

F

∫ +∞

t0
ξ(s)y(s) ds dP

=
∫

F
E

[∫ +∞

t0
ξ(s)y(s) ds | Ft0

]

dP.
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Defining now K := K (r) and recalling (3), (35) and (36), by (37) and (38), the result
immediately follows. 
�

4.5 Motivations for Assumption 2.2

In Proposition 4.8 we proved our main result under the Assumption r > λ0. This requirement
is difficult to check in practice, since it requires an explicit computation of the spectral bound
λ0. In the present section we therefore look for some sufficient conditions easier to check.

Set for λ ∈ C

K̃ (λ) := λ − (μy − σy · κ) −
∫ 0

−d
eλτ |�|(dτ), (39)

where by |�| we denote the total variation measure of �. Set

λ̃0 = sup
{
Re λ : K̃ (λ) = 0

}
. (40)

We note that λ̃0 is the spectral radius of the operator Ã : D( Ã) ⊂ H → H defined as follows:

D( Ã) := {
(x0, x1) ∈ H : x1 ∈ W 1,2(−d, 0;R), x1(0) = x0

}
,

Ã (x0, x1) :=
(

(μy − σy · κ)x0 +
∫ 0

−d
x1(s)|�|(ds), d

ds
x1

)

.

Lemma 4.10 The function K̃ , restricted to the real numbers, is strictly increasing and the
spectral bound λ̃0 is the only real root of the equation K̃ (ξ) = 0. In particular,

K̃ (r) > 0 ⇐⇒ r > λ̃0. (41)

Proof See “Appendix A.5”. 
�
Recall the definition of K given in (30) and the definition of the spectral bound of A, λ0,

given (31).

Lemma 4.11 It holds

λ̃0 ≥ λ0.

Proof See “Appendix A.6”. 
�
Thanks to the above twoLemmas it becomesnowclearwhyweworkunderAssumption2.2

in Theorem 2.3. It provides a sufficient condition for the condition r > λ0, imposed in
Proposition 4.8, to hold. In fact, assume K̃ > 0 as in Assumption 2.2, then by Lemmas 4.10
and 4.11 we immediately get r > λ0.

Remark 4.12 Notice that, if � is a positivemeasure, then K̃ ≡ K , λ0 ≡ λ̃0 and the condition
K > 0 becomes also necessary, that is K > 0 ⇐⇒ r > λ0.

5 Conclusion

In this paper we have considered a complete market model in the spirit of Samuelson’s
original contribution [36], in which security prices evolve as geometric Brownian motions.
Despiteworkingwithin a classical setup,we have obtained a novel explicit pricing formula for
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stream of payments with delayed dynamics, by using techniques from infinite-dimensional
stochastic analysis. Our valuation formula results in an explicit expression demonstrating
the importance of appreciating the past to quantify the current market value of the future.
The approach followed in this paper highlights how tools from infinite-dimensional analysis
can be successfully used to address valuation problems that are non-Markovian, and hence
beyond the reach of conventional approaches. As highlighted in the applications discussed
in Sect. 3, it is apparent how our results and the techniques developed here can be used
successfully to explicitly solve interesting classes of infinite dimensional stochastic optimal
control problems with nontrivial state constraints.
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A Further technical details

A.1 Proof of Proposition 2.1

The existence and uniqueness result for (2) is not covered by the extant literature. When the
initial datum x = (x0, x1), seen as a function on [−d, 0], is continuous, existence and unique-
ness of the strong solution to the SDDE for y is proved by [34, Theorem I.2]. When the initial
datum x ∈ R× L2([−d, 0), dt;R), with the additional requirement that φ and (ϕ1, . . . , ϕn)

are absolutely continuous w.r.t the Lebesgue measure, that is dφ = ϕdt, d(ϕ1, . . . , ϕn) =
(φ1, . . . , φn) dt and theRadon-Nikodymdensitiesϕ, φ1, . . . , φn ∈ L2([−d, 0), dt), the exis-
tence and uniqueness result follows by [34, Remark I.3(iv)]. We need to extend this latter
result to the case in which φ and (ϕ1, . . . , ϕn) are signed measures of bounded variation on
[−d, 0]. We will prove the result by means of the same procedure employed for the proof
of [6, Proposition B.2]. There the authors prove the existence and uniqueness of the solution
for an equation similar to (2), under more general assumptions on the measure φ, but with
no delay in the diffusion term.

Let us start by introducing the standard notation for the past path at t of a (deterministic)
function h : [−d, T ] → R, for 0 ≤ t ≤ T , that is the function ht

ht (s) := h(t + s) for − d ≤ s ≤ 0.

The past path of y at t for the realization ω is thus yt (s, ω) := y(t + s, ω) s ∈ [−d, 0]. As
usual, we hide the dependence of the process on ω and write the delay terms in the drift and
in the diffusion as follows:

∫ 0

−d
y(t + s)φ(ds) =

∫ 0

−d
yt (s)φ(ds) (42)
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and
⎛

⎜
⎜
⎝

∫ 0
−d y(t + s)ϕ1(ds)

...
∫ 0
−d y(t + s)ϕn(ds)

⎞

⎟
⎟
⎠ =

⎛

⎜
⎜
⎝

∫ 0
−d yt (s)ϕ1(ds)

...
∫ 0
−d yt (s)ϕn(ds).

⎞

⎟
⎟
⎠ (43)

The delay parts in (2), given by (42) and (43) can be then expressed in terms of (an
extension of) the following linear operators ok kernel type:

L : C([−d, 0];R) → R, L f :=
∫ 0

−d
f (s) φ(ds), (44)

and

G : C([−d, 0];R) → R
n, G f :=

⎛

⎜
⎜
⎝

∫ 0
−d f (s)ϕ1(ds)

...
∫ 0
−d f (s)ϕn(ds)

⎞

⎟
⎟
⎠ . (45)

Since the operators L and G are well-defined only on the space of continuous func-
tions C([−d, 0];R), when the initial datum does not belongs to C([−d, 0];R) but just
to L2([−d, 0);R) problems may arise. In fact, consider the initial datum (x0, x1) ∈
R × L2(−d, 0;R) and proceed by assuming that the solution to (2) exists. Denote the past
path on the window [t −d, t] by yt : [−d, 0] → R, yt (s) := y(t + s) a.e. t ≥ 0, s ∈ [−d, 0].
Then, for 0 ≤ t < d , the past path is

yt (s) =
{
y(t + s) if − t ≤ s < 0

x1(s) if − d ≤ s < −t .

which, in general, is not a continuous function, but only square integrable. Therefore, the
operators L and G introduced in (44) and (45) cannot be applied to yt since the integrals in
(42) and (43) may not be well defined.
The first issue is thus to show that L and G admit continuous extensions to the square
integrable functions on [−d, 0], as made precise in the following lemma.

Lemma 5.1 Let L : C([−d, 0];R) → R and G : C([−d, 0];R) → R
n be the continuous

and linear maps given in (44) and (45) respectively. Fix T > 0 and define on C([−d, T ];R)

the delay operators

L(y)(t) := Lyt , 0 ≤ t ≤ T ,

G(y)(t) := Gyt , 0 ≤ t ≤ T .

Then,

1. themapsL : C([−d, T ];R) → L2([0, T ];R) andG : C([−d, T ];R) → L2([0, T ];Rn)

satisfy, respectively, the inequalities

‖L(y)‖L2([0,T ];R) ≤ |φ|([−d, 0])‖y‖L2([−d,T ];R), ∀y ∈ C([−d, T ];R).

(46)

‖G(y)‖L2([0,T ];Rn) ≤
(

n∑

i=1

[|ϕi |([−d, 0])]2
) 1

2

‖y‖L2([−d,T ];R), ∀y ∈ C([−d, T ];R).

(47)

123



192 Mathematics and Financial Economics (2023) 17:175–202

2. L and G have L2-norm continuous, linear extensions (still denoted by G and L, respec-
tively) to L2([−d, T ];R).

Proof The proof follows the lines of [6, Lemma B.1] (see also [4, Part II, Chapter 4, The-
orem3.3], but for the sake of completeness, we prove the result for the operator G. For the
operator L one follows the same reasoning.

1.

‖G(y)‖L2([0,T ];Rn) = ‖Gy·‖L2([0,T ];Rn) = sup
h∈L2([0,T ];Rn),‖h‖L2≤1

∫ T

0
Gyr · h(r) dr

= sup
h∈L2([0,T ];Rn),‖h‖L2≤1

∫ T

0

⎛

⎜
⎜
⎝

∫ 0
−d yr (s)ϕ1(ds)

...
∫ 0
−d yr (s)ϕn(ds)

⎞

⎟
⎟
⎠ · h(r) dr

= sup
h∈L2([0,T ];Rn),‖h‖L2≤1

n∑

i=1

∫ T

0
hi (r)

∫ 0

−d
yr (s)ϕi (ds) dr .

We estimate the i-th component (i = 1, . . . , n) of the above expression exploiting the
Fubini Theorem and the Hölder inequality.

∫ T

0
hi (r)

∫ 0

−d
yr (s) ϕi (ds) dr ≤

∫ T

0
|hi (r)|

∫ 0

−d
|y(r + s)| |ϕi |(ds) dr

=
∫ 0

−d

∫ T

0
|hi (r)||y(r + s)| dr |ϕi |(ds)

≤
∫ 0

−d
‖hi‖L2([0,T ];R)‖y‖L2([s,s+T ];R) |ϕi |(ds)

≤ |ϕi |([−d, 0])‖hi‖L2([0,T ];R)‖y‖L2([−d,T ];R),

where for the last inequality we exploit the inclusion [s, s + T ] ⊆ [−d, T ]. Therefore,
by means of the Hölder inequality we obtain

‖G(y)‖L2([0,T ];Rn) ≤ sup
h∈L2([0,T ];Rn),‖h‖L2≤1

n∑

i=1

|ϕi |([−d, 0])‖hi‖L2([0,T ];R)‖y‖L2([−d,T ];R)

≤ ‖y‖L2([−d,T ];R) sup
h∈L2([0,T ];Rn),‖h‖L2≤1

×
(

n∑

i=1

[|ϕi |([−d, 0])]2
) 1

2
(

n∑

i=1

‖hi‖2L2([0,T ];R)

) 1
2

= ‖y‖L2([−d,T ];R) sup
h∈L2([0,T ];Rn),‖h‖L2≤1

(
n∑

i=1

[|ϕi |([−d, 0])]2
) 1

2

‖h‖2L2([0,T ];Rn)

≤
(

n∑

i=1

[|ϕi |([−d, 0])]2
) 1

2

‖y‖L2([−d,T ];R).
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2. The existence of the bounded linear extension of L and G to L2([−d, t];R) is a con-
sequence of inequalities (46) and (47) and the fact that C([−d, T ];R) is dense in
L2([−d, T ];R).


�
We are now ready to prove Proposition 2.1.Wewill use the following notation: if functions

a, b ≥ 0 satisfy the inequality a ≤ C(A)b with a constant C(A) > 0 depending on the
expression A, we write a �A b.

Proof (Proof of Proposition 2.1) The proof of the result relies on a contraction type argument.
The same argument has been used in the proof of [6, Proposition B.2]. There the authors
consider a SDDE of type (2) with no delay in the diffusion term. On the other hand they work
in a more general setting considering a measure valued process φ in the delay integral of the
drift term.

We provide here a sketch of the proof referring to [6] for more details. We will give just
the details of the estimates concerning the delay integral in the diffusion term that is missing
in [6].

Let us fix the initial condition (x0, x1) ∈ R
2 × L2([−d, 0];R). Let T > 0, we introduce

the space

ST := {y ∈ C([0, T ];R) : y(0) = x0},
endowed with the sup norm

‖y‖ST = sup
t∈[0,T ]

|y(t)|.

We consider the space L p(�; ST ), p ≥ 2, endowed with the norm

‖y‖L p(�;ST ) =
(
E

[
‖y‖p

ST

]) 1
p =

(

E

[

sup
t∈[0,T ]

|y(t)|p
]) 1

p

.

In the sequel we will denote by p′ := p
p−1 the conjugate exponent to p and by p∗ := p

p−2

the conjugate exponent to p
2 .

Given y ∈ L p(�; ST ), let

F(y)(t) := x0 + μy

∫ t

0
y(r) dr +

∫ t

0
L(ȳx1) dr +

∫ t

0
y(r)σy · dZ(r)

+
∫ t

0
G(ȳx1) · dZ(r), 0 ≤ t ≤ T . (48)

Here L and G are the continuous linear operators introduced in Lemma 5.1 and ȳx1 ∈
L p(�; L2([−d, T ];R)) is defined as follows:

ȳx1(t) =
{
x1(t), if − d ≤ t < 0;
y(t), if 0 ≤ t ≤ T .

(49)

We aim at proving that F maps L p(�; ST ) into itself for any p ≥ 2 and that it is a contraction
on the same space when p > 4.

Let us start by proving that F maps L p(�, ST ), p ≥ 2, into itself. We write

‖F(y)‖L p(�;ST ) ≤ |x0| + |μy |
∥
∥
∥
∥

∫ ·

0
y(r) dr

∥
∥
∥
∥
L p(�;ST )
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+
∥
∥
∥
∥

∫ ·

0
L(ȳx1) dr

∥
∥
∥
∥
L p(�;ST )

+
∥
∥
∥
∥

∫ ·

0
y(r)σy · dZ(r)

∥
∥
∥
∥
L p(�;ST )

+
∥
∥
∥
∥

∫ ·

0
G(ȳx1) · dZ(r)

∥
∥
∥
∥
L p(�;ST )

. (50)

The boundedness of the terms that appears in the r.h.s. of (50), except the last one, can be
proved following the lines of [6, Proposition B.2]. We estimate the last term in the r.h.s. of
(50) by means of the Burkholder-Davies-Gundy inequality

∥
∥
∥
∥

∫ ·

0
G(ȳx1) · dZ(r)

∥
∥
∥
∥

p

L p(�;ST )

= E

[

sup
t∈[0,T ]

∣
∣
∣
∣

∫ t

0
G(ȳx1) · dZ(r)

∣
∣
∣
∣

p
]

� E

⎡

⎣

∣
∣
∣
∣

∫ T

0
‖G(ȳx1)‖2 dr

∣
∣
∣
∣

p
2

⎤

⎦

= E

[
‖G(ȳx1)‖p

L2([0,T ];Rn)

]
� E

[
‖ȳx1‖p

L2([−d,T ];R)

]

= ‖ȳx1‖p
L p(�;L2([−d,T ];R))

< ∞,

where in the last inequality we exploited (47) of Lemma 5.1.
Let us now prove that, for p > 4, F defines a contraction in L p(�, ST ). We endow this

space by the equivalent norm

‖y‖α :=
(

E

[

sup
t∈[0,T ]

(
e−αt |y(t)|)p

]) 1
p

, (51)

where α > 0 will be chosen later on. Once we proved that F defines a contraction, by the
Banach fixed point Theorem, we can infer the existence of a unique y ∈ L p(�; ST ) such
that y = F(y), i.e.

y(t) = x0 + μy

∫ t

0
y(r) dr +

∫ t

0
L(ȳx1) dr +

∫ t

0
y(r)σy · dZ(r)

+
∫ t

0
G(ȳx1) · dZ(r), 0 ≤ t ≤ T , P − a.s.,

and this will conclude the proof.
Given y, z ∈ L p(�; ST ), from (48) and (51), we have

‖F(z) − F(y)‖p
α �pE

[

sup
t∈[0,T ]

e−pαt
(

|μy |
∣
∣
∣
∣

∫ t

0
(z(r) − y(r))dr

∣
∣
∣
∣

p

+
∣
∣
∣
∣

∫ t

0
L(z̄x1 − ȳx1 ) dr

∣
∣
∣
∣

p)
]

+ E

[

sup
t∈[0,T ]

e−pαt
∣
∣
∣
∣

∫ t

0
(z(r) − y(r))σy · dZ(r)

∣
∣
∣
∣

p
]

+ E

[

sup
t∈[0,T ]

e−pαt
∣
∣
∣
∣

∫ t

0
G(z̄x1 − ȳx1 ) · dZ(r)

∣
∣
∣
∣

p
]

. (52)
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Wecan estimate the first three terms in the r.h.s. of (52)proceedingasin [6, Proposition B.2]4.
For the first term we obtain

E

[

sup
t∈[0,T ]

e−pαt |μy |
∣
∣
∣
∣

∫ t

0
(z(r) − y(r))dr

∣
∣
∣
∣

p
]

≤ |μy |T
(

1

α p′

) p
p′ ‖z − y‖p

α �μy ,T ,p C1(α)‖z − y‖p
α . (53)

For the second term we get

E

[

sup
t∈[0,T ]

e−pαt
∣
∣
∣
∣

∫ t

0
L(z̄x1 − ȳx1) dr

∣
∣
∣
∣

p
]

≤
( |φ|([−d, 0])

α p′

) p
p′
T |φ|([−d, 0])‖z − y‖p

α �|φ|,p,T C2(α)‖z − y‖p
α . (54)

For the third term, by means of the so called factorization method (see e.g. [?, Section 5.3]),

for a given δ ∈
(
1
p , 1

2

)
5, we have

E

[

sup
t∈[0,T ]

e−pαt
∣
∣
∣
∣

∫ t

0
(z(r) − y(r))σy · dZ(r)

∣
∣
∣
∣

p
]

�p,δ

(∫ T

0
u p′(δ−1)e−p′αu du

) p
p′
T ‖σy‖p

(

sup
u∈[0,T ]

∫ u

0
(u − r)−2δe−2α(u−r) dr

) p
2

‖z − y‖p
α �p,δ,T ,‖σy‖ C3(α)‖z − y‖p

α . (55)

Let us now come to the estimate of the fourth term in (52). Exploiting the factorization

method, for η ∈
(
1
p ,

p−2
2p

)
6 we rewrite that stochastic integral as follows

∫ t

0
G(z̄x1 − ȳx1) · dZ(r) = cη

∫ t

0
(t − u)η−1Y (u) du,

with

1

cη

:=
∫ t

r
(t − u)η−1(u − r)−η du = π

sin(πη)
,

and

Y (u) =
∫ u

0
(u − r)−ηG(z̄x1 − ȳx1) · dZ(r).

Thanks to the Hölder inequality we estimate

e−αt
∣
∣
∣
∣

∫ t

0
G(z̄x1 − ȳx1) · dZ(r)

∣
∣
∣
∣ = cηe

−αt
∣
∣
∣
∣

∫ t

0
(t − u)η−1Y (u) du

∣
∣
∣
∣

= cη

∣
∣
∣
∣

∫ t

0
e−α(t−u)(t − u)η−1e−αuY (u) du

∣
∣
∣
∣

4 For more details on the estimates, the interested reader can consult that paper.
5 Notice that this condition require to work with p > 2.
6 This condition is made in order to guarantee the convergence of the integrals that will appear in what follows.
Notice that this condition require to work with p > 4.
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≤ cη

(∫ t

0
e−α p′(t−u)(t − u)p

′(η−1) du

) 1
p′

(∫ t

0
e−α pu |Y (u)|p du

) 1
p

.

Therefore we obtain

E

[

sup
t∈[0,T ]

e−α pt
∣
∣
∣
∣

∫ t

0
G(z̄x1 − ȳx1) · dZ(r)

∣
∣
∣
∣

p
]

≤ cpηE

[

sup
t∈[0,T ]

(∫ t

0
e−α p′(t−u)(t − u)p

′(η−1) du

) p
p′
(∫ t

0
e−α pu |Y (u)|p du

)]

≤ cpη

(∫ T

0
e−α p′uu p′(η−1) du

) p
p′ ∫ T

0
e−α pu

E
[|Y (u)|p] du.

Now, recalling the definition ofG and that, when r < d , z̄x1r (s)− ȳx1r (s) = 0 for s ∈ [−d,−r)
(see (49)), by means of the Burkholder-Davis-Gundy (BDG) and the Hölder (H) inequalities,
we obtain for all u ∈ [0, T ],

e−α pu
E
[|Y (u)|p] = e−α pu

E

[∣
∣
∣
∣

∫ u

0
(u − r)−ηG(z̄x1 − ȳx1 ) · dZ(r)

∣
∣
∣
∣

p]

BDG
�p e−αup

E

[∣
∣
∣
∣

∫ u

0
(u − r)−2η‖G(z̄x1 − ȳx1 )‖2 dr

∣
∣
∣
∣

p
2
]

= e−αup
E

⎡

⎣

∣
∣
∣
∣
∣

∫ u

0
(u − r)−2η

n∑

i=1

∣
∣
∣
∣

∫ 0

−d
(z̄x1r − ȳx1r )(s) ϕi (ds)

∣
∣
∣
∣

2

dr

∣
∣
∣
∣
∣

p
2
⎤

⎦

= e−αup
E

⎡

⎣

∣
∣
∣
∣
∣

∫ u

0
(u − r)−2η

n∑

i=1

∣
∣
∣
∣

∫ 0

−d∨−r
((z(r + s) − y(r + s)) ϕi (ds)

∣
∣
∣
∣

2

dr

∣
∣
∣
∣
∣

p
2
⎤

⎦

= E

[∣
∣
∣
∣
∣

∫ u

0
(u − r)−2ηe−2α(u−r−s)e−2α(r+s)

n∑

i=1

∣
∣
∣
∣

∫ 0

−d∨−r
(z(r + s) − y(r + s)) ϕi (ds)

∣
∣
∣
∣

2

dr

∣
∣
∣
∣
∣

p
2
⎤

⎦

H≤ E

[∣
∣
∣
∣
∣

∫ u

0
(u − r)−2ηe−2α(u−r−s)e−2α(r+s)

n∑

i=1

|ϕi |([−d, 0])

∫ 0

−d∨−r
|(z(r + s) − y(r + s)|2 ϕi (ds) dr

∣
∣
∣
∣

p
2
]

H≤
(

n∑

i=1

(|ϕi |([−d, 0]))p∗
∫ u

0

∫ 0

−d∨−r
(u − r)−2p∗ηe−2α p∗(u−r−s) ϕi (ds) dr

) p
2p∗

E

[
n∑

i=1

∫ u

0

∫ 0

−d∨−r
e−α p(r+s)|z(r + s) − y(r + s)|p ϕi (ds) dr

]
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≤
(

n∑

i=1

(|ϕi |([−d, 0]))p∗
∫ u

0

∫ 0

−d∨−r
(u − r)−2p∗ηe−2α p∗(u−r−s) ϕi (ds) dr

) p
2p∗

n∑

i=1

∫ u

0

∫ 0

−d∨−r
E

[

sup
(r+s)∈[0,u]

(
e−α p(r+s)|z(r + s) − y(r + s)|p

)
]

ϕi (ds) dr

≤
(

n∑

i=1

(|ϕi |([−d, 0]))p∗
∫ u

0

∫ 0

−d∨−r
(u − r)−2p∗ηe−2α p∗(u−r−s) ϕi (ds) dr

) p
2p∗

u
n∑

i=1

|ϕi |([−d, 0])E
[

sup
(r+s)∈[0,u]

(
e−α p(r+s)|z(r + s) − y(r + s)|p

)
]

.

Therefore,

∫ T

0
e−α pu

E
[|Y (u)|p] du

�|ϕi |,p
∫ T

0
u

(
n∑

i=1

∫ u

0

∫ 0

−d∨−r
(u − r)−2p∗ηe−2α p∗(u−r−s) ϕi (ds) dr

) p
2p∗

E

[

sup
(r+s)∈[0,u]

(
e−α p(r+s)|z(r + s) − y(r + s)|p

)
]

du

�|ϕi |,p
∫ T

0
u

(
n∑

i=1

∫ u

0

∫ 0

−d∨−r
(u − r)−2p∗ηe−2α p∗(u−r−s) ϕi (ds) dr

) p
2p∗

E

[

sup
(r+s)∈[0,T ]

(
e−α p(r+s)|z(r + s) − y(r + s)|p

)
]

du

=
⎛

⎝

∫ T

0
u

(
n∑

i=1

∫ u

0

∫ 0

−d∨−r
(u − r)−2p∗ηe−2α p∗(u−r−s) ϕi (ds) dr

) p
2p∗

du

⎞

⎠ ‖z − y‖p
α

�|ϕi |,T ,p

(∫ T

0
r−2p∗ηe−2α p∗r dr

) p
2p∗

‖z − y‖p
α

where the last inequality is obtained as follows:

∫ T

0
u

(
n∑

i=1

∫ u

0

∫ 0

−d∨−r
(u − r)−2p∗ηe−2α p∗(u−r−s) ϕi (ds) dr

) p
2p∗

du

≤ T
∫ T

0

(
n∑

i=1

∫ u

0

∫ 0

−d∨−r
(u − r)−2p∗ηe−2α p∗(u−r)e2α p∗s ϕi (ds) dr

) p
2p∗

du

≤ T
∫ T

0

(
n∑

i=1

∫ u

0

∫ 0

−d∨−r
(u − r)−2p∗ηe−2α p∗(u−r) ϕi (ds) dr

) p
2p∗

du

≤ T sup
u∈[0,T ]

(
n∑

i=1

|ϕi |([−d, 0])
∫ u

0
(u − r)−2p∗ηe−2α p∗(u−r) dr

) p
2p∗
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�|ϕi |,T
(∫ T

0
r−2p∗ηe−2α p∗r dr

) p
2p∗

.

Putting together the above estimates we obtain

E

[

sup
t∈[0,T ]

e−α pt
∣
∣
∣
∣

∫ t

0
G(z̄x1 − ȳx1) · dZ(r)

∣
∣
∣
∣

p
]

�T ,|ϕi |,η,p

(∫ T

0
e−α p′uu p′(η−1) du

) p
p′ (∫ T

0
r−2p∗ηe−2α p∗r dr

) p
2p∗

‖z − y‖p
α

�T ,|ϕi |,η,p C4(α)‖z − y‖p
α, (56)

Finally, from (53), (54), (55) and (56) we infer

‖F(z) − F(y)‖p
α �μy ,T ,p,|φ|,|ϕi |,‖σy‖,δ,η

4∑

i=1

Ci (α)‖z − y‖p
α,

where Ci (α) → 0 as α → ∞, for i = 1, . . . , 4. So, by taking α > 0 sufficiently large,
this proves that F is a contraction, thus there exists a unique fixed point of it. In this way
we prove the existence and uniqueness of the solution in the space L p(�, ST ) for p > 4.
Since, for such p, L p(�, ST ) ⊂ L2(�, ST ), such solution also belongs to L2(�, ST ). To
get uniqueness in the space L2(�,C([0, T ];R)) one can take two solutions y and ỹ in this
space and take their difference. Using the fact that both are fixed points of F , by means of the
Gronwall Lemma one gets supt∈[0,T ] E

[|y(t) − ỹ(t)|2] = 0 and this concludes the proof.
�

A.2 Proof of Lemma 4.1

Proof Let us denote with σ i
y the i-th component of σy , and let us show that

E

[∫ t

t0

∣
∣
∣
∣y(s)σ

i
y +

∫ 0

−d
y(s + τ)ϕi (dτ)

∣
∣
∣
∣

2

ds

]

< +∞.

By the trivial inequality (a + b)2 ≤ 2(a2 + b2), it is sufficient to show that

E

[∫ t

t0
|y(s)σ i

y |2ds
]

< +∞, (57)

and

E

[∫ t

t0

∣
∣
∣
∣

∫ 0

−d
y(s + τ)ϕi (dτ)

∣
∣
∣
∣

2

ds

]

< +∞. (58)

We immediately see that (57) holds true thanks to Proposition 2.1.
To show (58), we use the Hölder inequality and the Fubini Theorem to estimate

E

[∫ t

t0

∣
∣
∣
∣

∫ 0

−d
y(τ + s) ϕi (dτ)

∣
∣
∣
∣

2

ds

]

≤ |ϕi |([−d, 0])E
[∫ t

t0

∫ 0

−d
|y(τ + s)|2 |ϕi |(dτ) ds

]

= |ϕi |([−d, 0])E
[∫ 0

−d

∫ t

t0
|y(τ + s)|2 ds |ϕi |(dτ)

]
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= |ϕi |([−d, 0])E
[∫ 0

−d

∫ t+τ

t0+τ

|y(r)|2 dr |ϕi |(dτ)

]

≤ |ϕi |([−d, 0])E
[∫ 0

−d

∫ t

t0−d
|y(r)|2 dr |ϕi |(dτ)

]

= (|ϕi |([−d, 0]))2 E
[∫ t

t0−d
|y(r)|2 dr)

]

,

which is finite, thanks to Proposition 2.1. 
�

A.3 Proof of Proposition 4.3

Proof (i) The operator A can be written in the form

A (x0, x1) =
(∫ 0

−d
x1(θ)a(dθ),

d

ds
x1

)

, (59)

where

a(dθ) = μyδ0(dθ) + �(dθ) ,

and δ0 is the delta-Dirac measure at zero. The measure a defines a finite measure on
[−d, 0]. The result is thus an immediate consequence of [14, PropositionA.27].

(ii) See e.g. [23, Chapter 7, Lemma 1.2].
(iii) Existence and uniqueness of a weak solution given by (28) for deterministic m is a

classical result (see [14, Proposition A.5]). One can then easily generalize the result to
randomm. Property (29) follows from uniqueness of the solution.

(iv) Ifm(t0; ·) is the unique solution to (25) then theH-valuedprocess (m(t0; t),m(t0; t + ·))t≥t0
solves (27) by [4, Part II,Chapter 4, Theorem 4.3]. Since also the latter has a unique solu-
tion, its first component must be the solution to (27).


�

A.4 Proof of Lemma 4.6

Proof If λ ∈ R∩ρ(A) then K (λ) �= 0 by Lemma 4.5. To compute R(λ, A), we will consider
for a fixedm = (m0,m1) ∈ H the equation

(λ − A) (u0, u1) = (m0,m1) , (60)

in the unknown (u0, u1) ∈ D(A), that by definition of A is equivalent to

⎧
⎪⎪⎨

⎪⎪⎩

(λ − (μy − σy · κ))u0 −
∫ 0

−d
u1(τ )�(dτ) = m0

λu1 − du1
ds

= m1.

Then

u1(s) = eλsu0 +
∫ 0

s
e−λ(τ−s)m1(τ ) dτ, s ∈ [−d, 0],

123



200 Mathematics and Financial Economics (2023) 17:175–202

and u0 is determined by the equation

(
λ − (μy − σy · κ)

)
u0 =

[

m0 +
∫ 0

−d

(

eλτu0 +
∫ 0

τ

e−λ(s−τ)m1(s) ds

)

�(dτ)

]

,

yielding

K (λ)u0 = m0 +
∫ 0

−d

∫ s

−d
e−λ(s−τ)�(dτ)m1(s)ds.

Then the result immediately follows. 
�

A.5 Proof of Lemma 4.10

Proof It is immediate to check that the function K̃ : R → R is continuous and differentiable
with

K̃ ′(ξ) = 1 +
∫ 0

−d
eξτ |τ | |�|(dτ) > 0,

and that

lim
ξ→±∞ K̃ (ξ) = ±∞ .

Equation K̃ (ξ) = 0 has thus exactly one real solution ξ̄ . Let us now show that ξ̄ = λ̃0. By
the definition of λ̃0, clearly we have that ξ̄ ≤ λ̃0. To show the opposite inequality, ξ̄ ≥ λ̃0,
we consider an arbitrary λ = a + ib ∈ C such that K̃ (λ) = 0. Then

0 = Re(K̃ (λ)) = a − μy + σy · κ −
∫ 0

−d
eaτ cos(bτ) |�|(dτ)

≥ a − μy + σy · κ −
∫ 0

−d
eaτ |�|(dτ) =: K̃ (a) .

Since K̃ is an increasing function, we can infer Reλ ≤ ξ̄ and taking the supremum in the
definition of λ̃0 we obtain λ̃0 ≤ ξ̄ . By the same argument, the relation K̃ (r) > 0 ⇐⇒ r >

λ̃0 immediately follows. 
�

A.6 Proof of Lemma 4.11

Proof Since by Lemma 4.10 we know that K̃ is an increasing function and K̃ (λ̃0) = 0, we
just need to prove that K̃ (λ0) ≤ 0. For every λ = a + ib ∈ C we have

Re(K (λ)) = a − (μy + σy · κ) −
∫ 0

−d
eaτ cos(bτ)�(dτ).

Recalling the definition of λ0 it is enough to show that, for every λ = a + ib ∈ C such that
K (λ) = 0, it holds K̃ (a) ≤ 0. We have that

K̃ (a) = a − (μy + σy · κ) −
∫ 0

−d
eaτ |�|(dτ)

= a − (μy + σy · κ) −
∫ 0

−d
eaτ cos(bτ)�(dτ) −

∫ 0

−d
eaτ |�|(dτ)
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+
∫ 0

−d
eaτ cos(bτ)�(dτ)

≤ Re(K (λ)) +
∫ 0

−d
eaτ [� − |�|](dτ) ≤ 0.

This concludes the proof. 
�
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