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A B S T R A C T

The statistical distribution of zero-crossing crest heights represents a critical design input for a wide range of
engineering applications. The present paper describes the development and validation of a new crest height
model, suitable for application across a broad range of water depths. The purpose of this model is two-fold: first,
to describe the amplifications of the largest crest heights arising due to nonlinear interactions beyond a second-
order of wave steepness, and second, to incorporate the dissipative effects of wave breaking. Although these two
effects act counter to each other, there is substantial evidence to suggest departures from existing models based
upon weakly nonlinear second-order theory; the latter corresponding to current design practice. The proposed
model has been developed on the basis of a significant collection of experimental results and a small subset of
field measurements. It incorporates effects arising at different orders of nonlinearity as well as wave breaking
in a compact formulation and covers a wide range of met-ocean conditions. Importantly, the new model has
been independently validated against a very extensive database of experimental and field measurements. Taken
together, these include effective water depths ranging from shallow water (𝑘𝑝𝑑 ≈ 0.5) to deep water (𝑘𝑝𝑑 > 3)
and sea-state steepnesses covering mild, severe and extreme conditions. The new model is shown to provide a
significant improvement in crest height predictions over existing methods. This is particularly evident in the
steepest, most severe sea-states which inevitably form the basis of design calculations.
1. Introduction

The distribution of crests heights arising within specific sea-states
or storms is a key input for the design and re-assessment of most
marine structures. For example, one crucial aspect in the design of
many new structures concerns the avoidance of wave-in-deck (WID)
loading. Likewise, accurate loading calculations are essential for the
re-assessment of existing structures. A first step in addressing these
issues is to assess whether WID loading actually occurs. The key to
answering this lies in the height of the largest crests relative to the
underside of the deck structure. In other words, the occurrence of such
loads is determined by the distribution of crest heights; particularly the
largest crests in the most severe (‘‘design’’) conditions. Moreover, the
magnitude of the WID load is, in large part, determined by the crest
heights; the former being critically dependent upon the level of deck
inundation (Ma and Swan, 2020). As such, the importance of crest
height predictions lies in both the potential occurrence of WID loading
and the magnitude of the loading that results.

Traditional oil & gas applications, the rapidly expanding offshore
wind energy sector, and different types of marine renewable devices
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are all examples for which accurate crest height calculations are es-
sential. Importantly, such applications occur in a wide variety of deep,
intermediate and shallow water depths. As such, successful crest height
predictions must be achievable across the full range of effective water
depths.

In this context, the success of a crest height distribution is defined by
its potential to incorporate both the amplifications associated with fully
nonlinear wave–wave interactions and the dissipative effects of wave
breaking. Evidence of the importance of these effects is given in Latheef
and Swan (2013) and Karmpadakis et al. (2019); the former relating
to deep water and the latter intermediate water depths. Whilst the
findings in these studies were largely based upon laboratory data, Fig. 1
provides characteristic examples based upon water surface elevations
recorded in the field. In both subplots, the exceedance probability
(𝑄) of the normalised crest heights (𝜂𝑐∕𝐻𝑠) is compared to the most
widely applied models in engineering design. These models include
effects arising either at the first (linear) or second-order of wave
steepness (Forristall, 2000); the latter representing the recommended
practice in most design codes (DNV-RP-C205, ISO 19901-1). Fig. 1(a)
shows data recorded at a deep water location (𝑑 = 110m), in which the
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Fig. 1. Examples of normalised crest height distributions, 𝜂𝑐∕𝐻𝑠, recorded in the field
and showing comparisons to linear and second-order predictions. The data relate to:
(a) 𝐻𝑠 = 8m, 𝑇𝑝 = 10 s, 𝑑 = 110m and (b) 𝐻𝑠 = 4.5m, 𝑇𝑝 = 9.5 s, 𝑑 = 7.7m. The 95%
credible intervals have been added for reference.

largest crest heights are notably larger than the design (second-order)
predictions. In this case, design predictions appear to align with the
lower bound of the 95% confidence intervals of the data. In contrast,
Fig. 1(b) shows measurements at a shallow water location (𝑑 = 7.7m).
In this case the largest measured crest heights lie between the linear
and second-order predictions; both models clearly misrepresenting the
measured field data.

Taken together, the two examples on Fig. 1 are representative of a
wide range of environmental conditions and illustrate the motivation
behind the present study: that measured crest heights in severe sea-
states can be either under-predicted or over-predicted by present design
solutions. To address this issue, a new crest height model is developed.
This is capable of describing the short-term distribution of crest heights
in a wide range of sea-state steepnesses and water depths; the latter
covering deep, intermediate and shallow water conditions. The new
model captures higher-order nonlinear effects as well as wave break-
ing, and has been calibrated using a large database of experimental
measurements. Importantly, the proposed model is validated against
both experimental and field measurements and is shown to provide
an improved description of the measured crests heights in all water
depths. This is important for two reasons. First, it provides a model
that can be seamlessly integrated into the design process; removing the
requirement to use different models for different conditions or loca-
tions. Second, it shows that the parametrisation of the model captures
the main physical processes defining the crest heights in a wide range
of water depths.

The contents of this paper are arranged as follows. First, a brief
overview of literature relevant to the distribution of crest heights is
2

given in Section 2. The characteristics of the experimental and field
measurements are then presented in Section 3. Section 4 provides
fundamental insights into crest height distributions and presents the
development of a new crest height model. The validation of the new
model is discussed in Section 5, with key conclusions arising from the
study provided in Section 6.

2. Background

Having noted the practical importance of crest height predictions,
it is not surprising that several studies have addressed their short–
term distribution. Among these, the Rayleigh (Longuet-Higgins, 1952;
Tayfun, 1980; Forristall, 2000; Tayfun and Fedele, 2007) distributions
are the most widely applied. These models cover effects arising at
increasing orders of nonlinearity; the latter being expressed in terms of
effective wave steepness (𝛼𝑘), where 𝛼 represents the wave amplitude
and 𝑘 the wavenumber. Taken together, these models cover the first
three orders of wave steepness and have been extensively validated
and assessed using a wide range of wave conditions (Latheef and Swan,
2013; Karmpadakis et al., 2019).

The key characteristics of the aforementioned models are sum-
marised below:

(a) Rayleigh distribution (Longuet-Higgins, 1952)
This is the first-order (linear) model that describes crest heights

arising in a Gaussian sea-state. Its functional form is defined as:

𝑄(𝜂𝑐 ) = exp

[

−8
(

𝜂𝑐
𝐻𝑠

)2
]

, (1)

where 𝑄 is the exceedance probability, 𝜂𝑐 the crest heights and 𝐻𝑠 the
significant wave height. The significant wave height is calculated using
its spectral definition as

𝐻𝑠 = 4
√

𝑚0 = 4𝜎𝜂 , (2)

where 𝜎𝜂 is the standard deviation of 𝜂(𝑡) and 𝑚0 is the zeroth spectral
oment. Using the variance spectrum, 𝑆𝜂𝜂(𝑓 ), the spectral moments of

rder 𝑛 are described by:

𝑛 = ∫

∞

0
𝑓 𝑛𝑆𝜂𝜂(𝑓 )d𝑓, (3)

where 𝑓 represents the frequency of individual wave harmonics. Bound
by the assumption of linearity, the Rayleigh distribution is known to
significantly under-estimate the largest crests, or those arising at small
exceedance probabilities.

(b) Tayfun distribution (Tayfun, 1980)
Considering nonlinear effects arising at a second-order of wave

steepness and a narrowband approximation, Tayfun (1980) derived an
analytical model to describe the crest height distribution. This is given
by:

𝑄 = exp

⎡

⎢

⎢

⎢

⎣

−

(

−1 +
√

1 + 8𝜇 𝜂𝑐
𝐻𝑠

)2

2𝜇2

⎤

⎥

⎥

⎥

⎦

, (4)

where 𝜇 is a measure of wave steepness that accounts for second-
order nonlinearities. In its original form, 𝜇 was related to the sea-state
skewness, 𝜆3, through:

𝜇 =
𝜆3
3

and 𝜆3 =
⟨(𝜂 − �̄�)3⟩

𝑚3∕2
0

; (5)

the angled brackets denoting a statistical average. Despite the assumed
narrow-bandedness, this model has been broadly validated using real-
istic sea-state conditions (Fedele et al., 2016, 2019). This involves the
employment of improved definitions for 𝜇 provided by Tayfun (2006)
and Fedele and Tayfun (2009).

(c) Forristall (3D) distribution (Forristall, 2000)
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This model is the most widely applied in engineering practice. It
has been derived as a fit to numerical simulations of second-order
random wave theory (Sharma and Dean, 1981). Its functional form is
a two-parameter Weibull distribution, defined as:

𝑄 = exp

[

−
(

𝜂𝑐
𝛼𝐻𝑠

)𝛽
]

, (6)

here the scale, 𝛼, and shape, 𝛽, parameters for short-crested sea-states
re given by:

= 0.3536 + 0.2568𝑆1 + 0.0800𝑈𝑟

𝛽 = 2 − 1.7912𝑆1 − 0.5302𝑈𝑟 + 0.2824𝑈𝑟2.
(7)

n defining these coefficients, the mean sea-state steepness, 𝑆1, and
rsell number, 𝑈𝑟, are calculated by:

1 =
2𝜋𝐻𝑠

𝑔𝑇 2
1

and 𝑈𝑟 =
𝐻𝑠

𝑘21𝑑
3
. (8)

The mean wave period, 𝑇1 = 𝑚0∕𝑚1, is obtained using Eq. (3), 𝑘1 is
the wavenumber corresponding to 𝑇1 based upon the linear dispersion
relation and 𝑑 is the water depth. The coefficients in Eq. (7) relate to
the short-crested version of the model; the corresponding coefficients
for long-crested seas can be found in Forristall (2000).

(d) Tayfun & Fedele distribution (Tayfun and Fedele, 2007)
This is a third-order model derived on the basis of a Gram–Charlier

series expansion. This method of representation has previously been
applied in the description of water surface elevations and related wave
statistics by Longuet-Higgins (1963) and Bitner (1980), as well as wave
envelopes and phasing by Tayfun and Lo (1990), Tayfun (1994). The
functional form of the model is given by:

𝑄 = exp

⎡

⎢

⎢

⎢

⎣

−

(

−1 +
√

1 + 8𝜇 𝜂𝑐
𝐻𝑠

)2

2𝜇2

⎤

⎥

⎥
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{

1 + 𝛬
(

𝜂𝑐
𝐻𝑠

)2
[

4
(

𝜂𝑐
𝐻𝑠

)2
− 1

]}

,

(9)

here 𝜇 is defined in Eq. (5) and 𝛬 is a parameter that captures third-
rder nonlinearities. It is defined on the basis of fourth-order cumulants
f the surface elevation, 𝜂, and its Hilbert transform, 𝜂, as:

𝛬 = 𝜆40 + 2𝜆22 + 𝜆04, and (10)

𝑚𝑛 =
⟨𝜂𝑚𝜂𝑛⟩
𝜎𝑚+𝑛𝜂

+ (−1)𝑚∕2(𝑚 − 1)(𝑛 − 1) (11)

The predictions of these models are compared to laboratory mea-
urements of short-crested sea-states obtained at Imperial College Lon-
on in Fig. 2. Specifically, Fig. 2(a) concerns a nonlinear sea-state
ith steepness 𝑆1 ≈ 0.04 in intermediate water 𝑘1𝑑 ≈ 2. This sea-

state is characterised by very limited or no wave breaking. Based upon
the comparisons provided, it is clear that the Rayleigh distribution
significantly underestimates the measured crest heights. The inclu-
sion of second-order nonlinearities within the Tayfun and Forristall
models provides an improvement, although the largest measured crest
heights remain under-predicted. However, the incorporation of third-
order nonlinearities through the Tayfun & Fedele model results in good
agreement with the laboratory data. In contrast, Fig. 2(b) concerns a
must steeper sea-state (𝑆1 = 0.07). This is characterised by significant
wave breaking in the same effective water depth. In this case, the tail
of the measured crest height distribution has reduced due to wave
breaking and lies immediately below the predictions of the second-
order models. Wave breaking has also led to a notable increase in
smaller crest heights lying at probabilities 𝑄 ≈ 10−1. As discussed
in Karmpadakis et al. (2019), the occurrence of substantial wave break-
ing will reduce the 𝐻𝑠 of the sea-state relative to what it would have
been had no wave breaking occurred. While the largest and steepest
waves are more likely to undergo some form of energy dissipation,
there will remain a large number of less steep waves that will not
3

b

Fig. 2. Comparisons of existing crest height models using short-crested experimental
data for: (a) a steep but non-breaking sea-state (𝑆1 ≈ 0.04, 𝑘1𝑑 ≈ 2), and (b) a very
steep sea-state with significant wave breaking (𝑆1 ≈ 0.07, 𝑘1𝑑 ≈ 2).

break. Since these waves will be normalised by a reduced 𝐻𝑠, they will
‘‘appear’’ to be amplified beyond the second-order distribution. As such,
the observed increases in crest heights for 𝑄 ≈ 10−1 are primarily as-
ociated with wave breaking and the commonly applied normalisation,
ather than non-linear amplification. In addition to the changes in 𝐻𝑠,
ave breaking also influences higher-order integral parameters of the

ea-state. This directly effects the third-order nonlinearity parameter 𝛬
Eq. (10)], leading to the divergence of the Tayfun & Fedele model.

As indicated in Fig. 2, the two second-order distributions are closely
ligned. The inclusion of second-order effects is frequently considered
ufficient to describe crest height statistics (e.g. Fedele et al., 2019).
owever, both Figs. 1 and 2 suggest that higher order effects and
ave breaking play an important role in both experimental and field
easurements. This is also supported by increasing evidence in other

ield (Andreasen et al., 1997; Bitner-Gregersen and Magnusson, 2004;
etrova et al., 2006; Gibson et al., 2014), experimental (Cherneva et al.,
009; Onorato et al., 2009; Buchner et al., 2011; Latheef and Swan,
013) and numerical studies (Socquet-Juglard et al., 2005; Xiao et al.,
013; Zve, 2022).

While the majority of these studies relate to deep water, recent
esults by Karmpadakis et al. (2019) and Schubert et al. (2020) have
ndicated that these effects retain their importance within intermediate
nd shallow water. As such, the present work seeks to describe their
ehaviour across the full range of water depths.
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3. Available data and methods

The development and validation of a new crest height distribution
has been based upon two different sources of data: laboratory sim-
ulations and field measurements. The key characteristics of each are
discussed below.

3.1. Laboratory data

The data employed in the present work come from 4 different
experimental campaigns. Three of these campaigns (Tests A–C) were
conducted at Imperial College London (ICL), while the fourth dataset
(Test D) was generated independently at the Danish Hydraulics Insti-
tute (DHI). Taken together, the experimental data cover effective water
depths lying in the range 0.85 ≤ 𝑘𝑝𝑑 ≤ 3.5 and a very wide range of
sea-state conditions; the latter defined by steepness (𝑆𝑝) and directional
spread (𝜎𝜃). Importantly, the available data were subdivided in two
on-overlapping datasets; the first (Tests A–B) used for the derivation
f the model and the second (Tests C–D) for its validation.

The deep-water wave basin at ICL was used for the generation
f Tests A–C. This consists of 56 individually controlled wave pad-
les, operating with force-feedback control. The combination of a
assively absorbing beach and active wave absorption at the pad-
les leads to high quality wave measurements with particularly good
ccuracy in the directional characteristics. The facility has been ex-
ensively validated in a series of previous studies including Masterton
nd Swan (2008), Spinneken and Swan (2012), Latheef et al. (2017)
nd Karmpadakis et al. (2019).

Each generated sea-state is defined using 3 variables:

(i) the significant wave height, 𝐻𝑠,
(ii) the spectral peak period, 𝑇𝑝, and

(iii) the directional spreading parameter, 𝜎𝜃 .

In these cases, 𝜎𝜃 , corresponds to the standard deviation of a wrapped
normal directional spreading function, 𝐷(𝜃), given by:

𝐷(𝜃) = 𝐴
𝜎𝜃

exp

(

−𝜃2

2𝜎2𝜃

)

, (12)

where 𝐴 is a normalising parameter and 𝜃 represents the propaga-
tion angles of individual wave harmonics relative to the mean wave
direction; the latter always defined perpendicular to the paddle face.

All the tests presented in this study correspond to short-crested sea-
states based upon the standard JONSWAP frequency spectrum defined
by Hasselmann et al. (1973) as:

𝑆𝜂𝜂(𝑓 ) =
𝛼𝑔2

(2𝜋)4𝑓 5
exp

[

−5
4

(

𝑓
𝑓𝑝

)−4
]

𝛾𝐺(𝑓 ), (13)

where 𝐺(𝑓 ) = exp

[

−1
2

(𝑓∕𝑓𝑝 − 1
𝜎

)2]

(14)

s the peak enhancement function with 𝛾 = 2.5 (Holthuijsen, 2007),
the energy scale factor, 𝑓𝑝 the spectral peak frequency and 𝑔 =
.81m s−2 the gravitational acceleration. The peak width parameter was
efined as 𝜎 = 0.07 for 𝑓 ≤ 𝑓𝑝 and 𝜎 = 0.09 for 𝑓 > 𝑓𝑝. The
wo-dimensional wave spectrum, 𝐸(𝑓, 𝜃), is then given by:

(𝑓, 𝜃) = 𝑆𝜂𝜂(𝑓 )𝐷(𝜃), (15)

Using Eq. (12)–Eq. (15), 20 random simulations (or seeds) were
enerated for each sea-state. Each simulation had a duration of ap-
roximately 3 h (at full-scale) and was recorded using state-of-the-art
ave gauges with a high sampling rate (𝑓𝑠 = 128Hz). Since all the

imulations correspond to the same underlying spectrum, they can be
reated as random realisations of the same storm. In combining all the
eeds for a given sea-state and applying a zero-crossing analysis, the
epresentative crest heights for that sea-state can be extracted. The total
4

Table 1
Test A: sea-state characteristics for test cases conducted in the ICL wave basin with
𝑑 = 125m.

Case 𝐻𝑠 [m] 𝑇𝑝 [s] 𝑘𝑝𝑑 𝜎𝜃 [◦]

AA1 8.7 12 3.5 15
AA2 15 15

AB1 11.7 14 2.6 15
AB2 15 15

AC1 3

16 2.03

15
AC2 10 15, 30
AC3 12.5 15
AC4 15 15, 30
AC5 17.5 15
AC6 20 30

Table 2
Test B: sea-state characteristics for test cases conducted in the ICL wave basin with
𝑑 = 50m.

Case 𝐻𝑠 [m] 𝑇𝑝 [s] 𝑘𝑝𝑑 𝜎𝜃 [◦]

BA1 2.2

12 1.53 10, 20

BA2 4.4
BA3 6.7
BA4 8.9
BA5 11.2
BA6 13.4
BA7 15.7

BB1 3

14 1.22 10, 20

BB2 6.1
BB3 9.1
BB4 12.2
BB5 15.3
BB6 18.3

BC1 4

16 1.02 10, 20
BC2 8
BC3 9.1
BC4 12
BC5 16

number of crest heights per sea-state varies with 𝑇𝑝; typically lying
between 15,000–20,000. This is sufficiently high to describe the largest
waves or those arising at very low probabilities of exceedance. The
method described above has been routinely applied in the analysis of
experimental measurements; a more detailed description being given
in Karmpadakis et al. (2019).

The characteristics of Tests A–C are provided in Tables 1–3. This
data is presented as equivalent full-scale values based on an adopted
length-scale of 𝐿𝑠 = 1∕100 and a corresponding time-scale of 𝑡𝑠 =
√

𝐿𝑠 = 1∕10. In general, Test A concerns sea-states representative
of ‘‘design’’ conditions in relatively deep water (𝑑 = 125m) with
irectional spreading varying between 15° and 30°; more details being
rovided in Latheef and Swan (2013). Test B concerns sea-states in
ntermediate water depths (𝑑 = 50m) with increasing deep-water

steepness varying from near-linear, 𝑆𝑝 = 0.01, to highly nonlinear,
𝑆𝑝 = 0.07. The directional spreading in Test B varies between 10° and
20°, while full details can be obtained in Karmpadakis et al. (2019),
Karmpadakis and Swan (2020). Test C, again, concerns ‘‘design’’ sea-
states in a range of water depths, 𝑑 = 125m, 90m and 50m, and
directional spreading 𝜎𝜃 = 10° and 20°.

The experimental measurements in Test D were conducted in a
water depth of 45m in the DHI wave basin. The focus of these test
cases has also been to investigate steep sea-states in intermediate
water depths; the details of which are given in Table 4. This data
is also presented as equivalent full-scale values, the adopted scaling
being 𝐿𝑠 = 1∕90 and 𝑡𝑠 = 1∕9.5. Within this dataset, the peak
enhancement factor, 𝛾, in Eq. (13) varied between 1–5. In addition, the
directional spreading function was frequency-dependent, based on the
cosine2s distribution function outlined in Mitsuyasu et al. (1975). For
consistency, in the presentation of results that follows, these test cases
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Table 3
Test C: sea-state characteristics for test cases conducted in the ICL wave basin with
variable water depth.

Case 𝐻𝑠 [m] 𝑇𝑝 [s] 𝑘𝑝𝑑 𝜎𝜃 [◦] 𝑑 [m]

C1 15 14 2.6 20
125C2 15 16 3.5 10, 20

C3 17.5 16 3.5 20

C4 15 14 1.93 20
90C5 15 16 1.55 20

C6 17.5 16 1.55 20

C7 15 14 1.22 20
50C8 15 16 1.02 10, 20

C9 17.5 16 1.02 20

Table 4
Test D: sea-state characteristics for test cases conducted in the DHI wave basin with
𝑑 = 45m.

Case 𝐻𝑠 [m] 𝑇𝑝 [s] 𝑘𝑝𝑑 𝜎𝜃 [◦]

DA1 11 10.5 1.75 17.7, 33.1

DB1 8.4 12.5

1.33

33.1
DB2 10 12.5 17.7, 33.1
DB3 11 12.5 17.7, 33.1
DB4 12 12.5 10, 17.7, 33.1

DC1 8.4 15

1.03

33.1
DC2 10 15 17.7, 33.1
DC3 11 15 10, 17.7, 33.1
DC4 12 15 10, 17.7, 33.1
DC5 13 15 10, 17.7, 33.1

DD1 10 17.5

0.85

17.7
DD2 11 17.5 10, 17.7, 33.1
DD3 12 17.5 10, 17.7, 33.1
DD4 13 17.5 10, 33.1

will be described using the corresponding wrapped normal directional
spreading [Eq. (12)], which varied between 𝜎𝜃 =10°, 17.7° and 33.1°.

3.2. Field data

In addition to the experimental data, a large database of field
measurements has been analysed to provide further insights into the
distribution of crest heights and to validate the proposed model. These
have been obtained using wave radars mounted on the side of fixed
offshore North Sea platforms, the corresponding water depths lying
between 7.7m and 189m. The locations of the 21 platforms considered
are shown on Fig. 3, with details of the water depths and number of
available sea-states given in Table 5.

The key steps in the analysis of raw field records are summarised
as follows. First, the measured ‘‘air-gap’’ was inverted to produce the
required water surface elevation records, 𝜂(𝑡), with any tidal or surge
components removed. The resulting zero-mean records were divided
into individual sea-states of 20-minute duration. Each sea-state was
quality controlled (QC’d) using the methodology proposed by Christou
and Ewans (2014) and modified by Karmpadakis et al. (2020). This
procedure identifies erroneous measurements through a series of flags
and discards them from the dataset. The QC’d sea-states were, subse-
quently, analysed using standard time–frequency techniques to obtain
met-ocean parameters (such as 𝐻𝑠 and 𝑇𝑝), zero-crossing crest heights
(𝜂𝑐) and other spectral parameters.

The QC’d data arising in each measuring station were then subject
to stratified sampling to yield the final dataset under consideration.
In this respect, the data relating to individual sea-states are grouped
(or binned) to yield larger datasets with similar characteristics. This
was achieved by selecting small increments of representative met-ocean
parameters, such as 𝐻𝑠, 𝑇𝑝 and 𝑆1. Within this study, the size of each
in was defined in the (𝐻𝑠, 𝑇𝑝) parameter space and had widths of
𝐻𝑠 = 0.5m and 𝛥𝑇𝑝 = 0.5 s. As part of this grouping, each data bin
5

s taken to represent a sea-state with characteristics that correspond
Fig. 3. Map of measuring locations in the North Sea.

to the mean of all the sea-states that define it. In other words, key
met-ocean parameters are calculated from the sea-states in all bins
separately and are then averaged to represent each bin. One important
use of these parameters lies in the definition of the theoretical crest
height distributions; for example, the 𝑆1 and 𝑈𝑟 parameters that are
required as input in the Forristall (2000) model [Eq. (7)]. Additionally,
the zero-crossing crest heights arising within each sea-state in a data
bin are normalised by their corresponding significant wave height,
𝐻𝑠, and concatenated to provide empirical crest height distributions
representative of their data bin.

Alongside an efficient quality control procedure for the raw field
measurements, it is worth noting that the nature of the data is well
suited to investigate crest height statistics. This is because they have
been recorded using fixed instruments and high sampling rates, 𝑓𝑠 ≥
4Hz. Alternative measuring techniques, such as wave buoys, are known
to underestimate crest heights either due to their hydrodynamic proper-
ties (Allender et al., 1989; Rademakers, 1993; James, 1986; Magnusson
et al., 1999) or low sampling frequency (Tayfun, 1993; Stansell et al.,
2002). This underestimation might be less relevant in smaller sea-
states (Casas-Prat and Holthuijsen, 2010) and could potentially be
partially resolved using approximations (Herbers and Janssen, 2016;
McAllister and van den Bremer, 2019). However, any underestimation
in the largest crest heights could be very misleading in the context
of engineering design. As such, the analysis of measurements that can
accurately capture the largest crest heights is of significant value.

Subsets of this database have been previously presented in the con-
text of wave height distributions (Karmpadakis et al., 2020). However,
this is the first time that data relating to crest heights have been
combined to cover such a wide range in water depths. Taken together,
the final (QC’d) dataset contains approximately 2 million sea-states
(Table 5) which makes it one of the largest datasets of this type in the
literature.

Given the nature of the analysis to follow, it is very important
that good agreement is observed between the field and laboratory data
when similar conditions are considered. Evidence of this agreement
is shown through the crest and wave height distributions on Fig. 4
alongside comparisons to the Rayleigh and Forristall models. The data
that are being compared have the same met–ocean parameters (𝑆𝑝 =
0.03 and 𝑘𝑝𝑑 ≈ 1.2) and show close agreement in both crest and wave
heights. This confirms that the experimental procedure can generate
data that are entirely representative of the measured field conditions.
Similar findings have been reported by Karmpadakis (2018) across a
wide range of test cases. This is particularly important considering the
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Table 5
Sources of field data indicating platform names, water depths with respect to mean sea
water level and number of 20-min sea-states.

ID Platform name Water depth [m] No. sea–states

P1 Magnus 189 70,937
P2 Unity 123 77,309
P3 Bruce 121 80,499
P4 Goldeneye 121 111,719
P5 Andrew 117 77,429
P6 Harding 110 57,816
P7 Miller 100 72,769
P8 ETAP 94 77,426
P9 Gannet 94 103,894
P10 Mungo 91 77,121
P11 Shearwater 89.3 106,172
P12 Nelson 84.5 87,845
P13 Gorm 40 6,081
P14 F03 42.35 14,151
P15 TyraW 45 7,667
P16 Leman 35.76 192,010
P17 Sean 32.26 132,087
P18 K14 27.36 147,743
P19 L9 24.98 107,488
P20 Clipper 23.3 198,323
P21 AWG 7.7 110,896

Fig. 4. Normalised crest height, 𝜂𝑐∕𝐻𝑠, and wave height distributions, 𝐻∕𝐻𝑠, recorded
in the laboratory (BA3) and the field (P13) for similar met–ocean conditions (𝑆𝑝 = 0.03
nd 𝑘𝑝𝑑 ≈ 1.2). The Rayleigh and Forristall crest height and wave height distributions
ave been added for reference.

otential differences between the laboratory and the field; examples
f the latter include different wave generation mechanisms, spectral
volution over large distances and subsequent nonlinear changes, and
he presence of winds or currents. Despite the observed agreement, the
ifference in the amount of data between field (≈2, 500 waves) and
xperimental measurements (≈22, 000 waves) is clear. This emphasises

the importance of long experimental simulations that can produce
results with very low exceedance probabilities. This is not possible with
field measurements in which the data records are considerably shorter,
particularly for the most extreme storms. This, in turn, justifies the
approach of using experimental data for the calibration of the proposed
model, and field measurements to provide an independent validation.

4. Model development

4.1. Physical insights

It has already been established that the Forristall and Tayfun crest
height models can adequately capture effects arising at a second-order
of wave steepness. In addition, the results presented in Figs. 1 and 2
have clearly indicated the competing mechanisms of nonlinear amplifi-
cation and wave breaking in the formation of the largest crest heights.
6

Fig. 5. Bar plots indicating the ratio between measured crest heights and the predic-
tions of the Forristall (3D) distribution, 𝜂𝑐∕𝜂𝐹 , arising at a probability level of 𝑄 = 10−3.
The data correspond to a range of sea-state steepnesses, 𝑆𝑝, for 3 effective water depths:
(a) 𝑘𝑝𝑑 = 2.03, (b) 𝑘𝑝𝑑 = 1.53 and (c) 𝑘𝑝𝑑 = 1.02 and directional spreads of (a) 𝜎𝜃=15°
and (b, c) 𝜎𝜃=10°. Error bars (black lines) indicating the 95% confidence intervals have
been added for reference.

As such, it is worth identifying the extent of nonlinear interactions
above second-order and the dissipative effects of wave breaking across
a wide range of wave conditions.

To achieve this, the measured data are normalised with respect
to second-order predictions. Specifically, the ratio of measured crest
heights (𝜂𝑐) over the corresponding predictions of the Forristall model
(𝜂𝐹 ) are investigated. The latter are obtained from an inversion of the
Forristall probability model:

𝜂𝐹 = 𝛼𝐻𝑠 (− ln𝑄)1∕𝛽 , (16)

here the distribution parameters 𝛼 and 𝛽 for the short-crested version
f the model are provided in Eq. (7). Having shown that the predictions
f the Forristall and Tayfun models are in close agreement (Tayfun,
006), only the former is used in the present analysis due to its wider
nclusion in design calculations. However, similar results would arise if
he Tayfun model was used instead.

In Fig. 5, bar plots are used to represent the ratio of experimentally
ecorded crest heights over the corresponding second-order predictions
𝜂𝑐∕𝜂𝐹 ) for an exceedance probability of 𝑄 = 10−3. This has been
elected as representative of the largest crest height arising in a 3-hour
ea-state with a mean zero-crossing period 𝑇𝑧 = 10 s. In determining
he corresponding crest heights from the experimental records, all 20
imulations of each sea-state within cases AC, BA and BC have been
onsidered. These are characterised by effective water depths 𝑘𝑝𝑑 =
.03, 1.53 and 1.02, as well as directional spreads of (a) 𝜎𝜃=15° and (b,c)
𝜃=10°. Within each subplot, the results are ordered with increasing
ea-state steepness in the horizontal axis. Finally, 95% confidence
ntervals have been calculated using 10,000 bootstrap samples and
uperimposed on each case.

There are two key conclusions arising from the results presented
n Fig. 5. First, the examination of each subplot in isolation (constant
𝑝𝑑) suggests that increasing sea-state steepness, 𝑆𝑝, leads to statis-
ically significant deviations from the second-order model. While the
rest heights arising in the lowest steepness cases are well described
y second-order predictions, amplifications of up to 10% develop for
𝑝 ≈ 0.03 − 0.04. These are introduced by nonlinear interactions
bove second-order and are shown to be outside the expected statistical
ariability indicated by the confidence intervals. Further increases in
ea-state steepness reverse this effect and lead to progressively lower
𝑐∕𝜂𝐹 . Reductions of the order of 8% with respect to second-order
redictions arise for the steepest cases. These can be clearly identified
n the BA (𝑘 𝑑 = 1.53) and BC (𝑘 𝑑 = 1.02) test cases, in which a
𝑝 𝑝
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Fig. 6. Contour maps indicating the ratio of measured crest heights over second-order predictions (𝜂𝑐∕𝜂𝐹 ) for exceedance probabilities 𝑄 = 10−3. The results are obtained using
stratified sampling on the 𝐻𝑠 − 𝑇𝑝 parameter space and correspond to platforms: (a) P1, (b) P9, (c) P13 and (d) P21. Lines of constant sea-state steepness (𝑆𝑝) have been added
for reference.
wider range of incident conditions has been examined. The explanation
of these reductions lies in the energy dissipation due to wave break-
ing. In this respect, both spilling and overturning wave breaking was
extensively observed in the experimental simulations of these steep sea-
states. The second observation relates to the relevance of these trends
across different effective water depths. Indeed, it can be seen that they
remain important over the full range of water depths investigated in
this study; from deep water to the shallow end of the intermediate
water depth regime. Interpreting these results in conjunction with the
earlier findings of Latheef and Swan (2013) and Karmpadakis et al.
(2019), it can be concluded that the incorporation of both higher–order
nonlinear effects and wave breaking is key to the development of a crest
height model applicable to all water depths.

The departure of crest heights measured in the field from second-
order predictions can be investigated using a similar methodology. In
this case, the stratified sampling (‘‘data binning’’) approach described in
Section 3.2 is employed. Upon discretising the 𝐻𝑠−𝑇𝑝 parameter space,
the crest height ratio 𝜂𝑐∕𝜂𝐹 arising for exceedance probabilities of 𝑄 =
10−3 is calculated for each data bin. Fig. 6 presents the results arising
in 4 selected locations in the form of contour plots. These locations
have been selected to cover the widest range of water depths, which
vary between 189m and 7.7m. As such, the data include incident wave
conditions in deep, intermediate and shallow water depth conditions.

The contour map on Fig. 6(a) shows the data arising in the deepest
field location (𝑑 = 189m). It can be seen that the majority of the
sea-states demonstrate small deviations from the Forristall predictions.
This is particularly apparent in the bottom half of the contour plot
(𝐻𝑠 < 6m), where the deviations are typically ±3%. However, larger
deviations from the second-order predictions are observed in the top
7

half of the contour plot, which contains more severe sea-states (𝐻𝑠 >
6m). In some sea-states the measured crest heights are shown to be
10% larger than the corresponding second-order values. In superim-
posing lines of constant sea-state steepness, 𝑆𝑝, it can be seen that the
largest amplifications arise for severe sea-states with 𝑆𝑝 ≈ 0.03. This
observation is in agreement with the laboratory findings presented in
Fig. 5(a).

Similar results are obtained when considering the measurements
in Figs. 6(b) and 6(c) for water depths 94m and 40m, respectively.
It is worth noting that the data presented in subplot (c) correspond
to segmental recordings during severe weather conditions rather than
continuous measurements throughout the years. This justifies the lack
of sufficient data for low 𝐻𝑠 values. More importantly, the magnitude
of the discrepancies agrees well with the experimental observations
of Fig. 5 in the intermediate water depth regime. It is also worth
noting that significant nonlinearities are associated with the formation
of large waves in steep sea-states even in cases which show agreement
with the second-order model (Katsardi and Swan, 2011). As discussed
by Katsardi et al. (2013) the dissipation induced by wave breaking
acts to reduce the nonlinear amplifications towards the second-order
predictions, particularly in shallower water depths.

In considering the data presented on Fig. 6(d), relating to the
shallowest location (𝑑 = 7.7m), a different situation clearly arises.
In this case, the majority of the measurements fall below the second-
order predictions. Indeed, only the mildest sea-states (at the bottom of
the contour) are well described by the theory. In the most severe sea-
states reductions of the order of 25% can be observed. These effects
are a direct consequence of extensive wave breaking and the associated
energy dissipation. The magnitude of the discrepancies clearly indicates

the need to incorporate wave breaking in the prediction of crest heights.
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Fig. 7. Normalised crest height distributions, 𝜂𝑐∕𝐻𝑠, recorded in the field with comparisons to linear (Rayleigh) and second-order (Forristall) predictions. The subplots represent
selected data bins within locations: (a) P1, (b) P9, (c) P13 and (d) P21, in accordance with the contour plots of Fig. 6. Depth and sea-state information are included in the subplot
titles.
a
a

The data presented in Fig. 6 provide a thorough representation of
discrepancies with respect to second-order predictions across a wide
range of incident conditions. It is shown that the large amplifications
recorded in the experiment are also present in field measurements at
more than one location. This observation arises despite the inherent
limitations induced by the reduced data availability in the field. More-
over, the importance of wave breaking in reducing large crest heights
is clearly established. This is particularly apparent in the shallower
locations with depth-limited wave breaking. However, the contours
presented in Fig. 6 are restricted to crest heights arising at a single
quantile (𝑄 = 10−3). To verify the importance of the observed trends,
complete crest height distributions are required. Fig. 7 provides the ex-
ceedance probabilities of selected sea-states arising in each of the four
locations considered previously and extend the field observations pre-
sented in Fig. 1. Specifically, normalised crest heights, 𝜂𝑐∕𝐻𝑠, recorded
in the field are plotted against the linear (Rayleigh) and second-order
(Forristall) predictions, together with their 95% confidence intervals.

The crest height distribution at the deepest location is considered in
Fig. 7(a). This corresponds to 𝑘𝑝𝑑 = 4.18 and 𝑆𝑝 = 0.03. It can be seen
that the measured crest heights consistently diverge from the Forristall
model for exceedance probabilities 𝑄 < 10−2. At the same time, the
lower confidence bounds approximate the second-order predictions.
This result verifies that the amplifications identified in Fig. 6 for 𝑄 =
10−3 extend to a wider range of probabilities. The relatively large width
of the confidence intervals also reflects the inherent difficulty in using
field data for this type of analysis. The finite amount of available
data during severe weather conditions, even for large datasets, intro-
duces significant statistical variability. As such, examination of these
8

w

results in conjunction with experimental measurements, such as those
presented earlier, is necessary for an accurate interpretation. In this
respect, laboratory measurements in the Test A series (Table 1) with
similar sea-state conditions agree well with the present results.

A similar situation arises when data in the intermediate water
depth regime are considered in Figs. 7(b) and 7(c). These relate to
a sea-state steepness of 𝑆𝑝 = 0.027 and effective water depths of
𝑘𝑝𝑑 = 2.46 and 𝑘𝑝𝑑 = 1.16, respectively. Once again, these results
are in agreement with the experimental findings presented earlier and
extend the analysis of a single quantile. Lastly, the results arising in the
shallowest location in Fig. 7(d) show the extent of differences between
measured and predicted values. In this case, the effective water depth
is 𝑘𝑝𝑑 = 0.48 and the sea-state steepness 𝑆𝑝 = 0.017. The measured
crest heights lie approximately mid-way between linear and second-
order predictions and are not well described by either model. At the
same time, the tail of the distribution is characterised by a much
sharper drop-off when compared to either the linear or second-order
models. This confirms the occurrence of extensive wave breaking; the
energy dissipation producing the characteristic shape in the crest height
distribution (Karmpadakis et al., 2019, 2020).

Having established the relevance of a single quantile to describe
the departures of the large crest heights from second-order predictions,
this representation is employed to provide a general overview of all
the available field data. In this respect, Fig. 8 shows the crest height
ratio, 𝜂𝑐∕𝜂𝐹 , for 𝑄 = 10−3 across all measuring locations. This is
chieved using a swarm chart in which the 𝑦-axis corresponds to 𝜂𝑐∕𝜂𝐹
nd the 𝑥-axis to individual measuring locations ordered in descending

ater depth. Each point in the chart represents a data bin in the
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Fig. 8. Swarm chart indicating the ratio of measured crest heights to second-order predictions, 𝜂𝑐∕𝜂𝐹 , for exceedance probabilities of 𝑄 = 10−3 across all available measuring
locations. Each point represents the ratio arising in a single data bin. The colormap indicates the number of data bins with a given ratio at each location. The black dotted line
shows the mean crest height ratio corresponding to all data bins at each location. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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𝐻𝑠 − 𝑇𝑝 parameter space, as defined in Section 3. The density of 𝜂𝑐∕𝜂𝐹
within each location is used to colour and offset the data points in the
horizontal axis. The mean crest height ratio arising at each location is
indicated using a black dotted line.

The data presented on Fig. 8 indicate that most locations are char-
acterised by an increased concentration of sea-states with crest height
ratios of 𝜂𝑐∕𝜂𝐹 ≈ 1. This means that the second-order model provides
accurate predictions for majority of sea-states in these locations. In fact,
the mean crest height ratio is typically 1%–3% larger than the Forristall
prediction, once all sea-states at each location are considered. There are
two noteworthy exceptions to this observation. First, P15 at a water
depth of 𝑑 = 45m has a mean 𝜂𝑐∕𝜂𝐹 ≈ 1.05. This is due to the nature of
the measurements at this location which were segmental during severe
weather conditions. As such, the mean ratio is biased towards typically
steeper sea-states. Second, P21 at a water depth of 𝑑 = 7.7m has a
mean 𝜂𝑐∕𝜂𝐹 ≈ 0.85. Given the reduced water depth at this location,
this result indicates that the majority of the sea-states are dominated
by wave breaking, as described in relation to Fig. 6.

While measured crest heights with 𝑄 = 10−3 are on average only a
ew percent larger than second-order predictions, there is considerable
catter in the observed 𝜂𝑐∕𝜂𝐹 ratios. With the exception of the shallow-
st location, these typically vary between 0.95–1.15. This range appears
o be consistent across locations indicating that it does not relate to
ocalised effects at a particular platform. Sea-states characterised by
mplifications above second-order theory are more common than those
xhibiting reductions. More importantly, the observed amplifications
ypically exceed the inherent statistical variability; the latter being
f order 7% for the shortest data bins. In combining these results
ith the findings of Fig. 6, it is also evident that these amplifications
ccur during severe incident conditions rather than more benign of
verage sea-states. At the shallowest location, measured crest heights
re significantly lower than predictions across the vast majority of sea-
tate conditions. This further demonstrates the need to account for
9

ave energy dissipation within the crest height distribution.
.2. New model formulation

Building upon the experimental and field data findings discussed in
ection 4.1, a new crest height model is developed. This model aims
o:

1. be applicable across a wide range of effective water depths
extending from relatively shallow (𝑘𝑝𝑑 ≈ 0.5) to deep (𝑘𝑝𝑑 > 3)
conditions;

2. capture the amplifications beyond the second-order of wave
steepness that have been observed in steep sea-states in both
field and experimental measurements; and

3. incorporate the effects of wave breaking, limiting the largest
crest heights.

o achieve this, the new model has been formulated using the latest
nderstanding of the physical processes that contribute to the formation
f the largest crest heights. Any empirical coefficients included in
he model have been calibrated using data from two experimental
ampaigns and a small subset of field measurements. Specifically,
xperimental data from Test A (Table 1) with 𝜎𝜃 = 15° and Test B

(Table 2) with 𝜎𝜃 = 10° were employed to cover deep and intermediate
water depth conditions. In addition, four storm events recorded at P21
(𝑑 = 7.7m) were used to cover the absence of experimental data for
𝑘𝑝𝑑 < 1. The remaining data were used in the validation of the model
in Section 5.

The proposed model is formulated by incrementally including the
relevant physical processes that define the largest crest heights. As
such, the development of the model begins with the most fundamental
assumption of linear wave theory, with additional terms progressively
added to represent nonlinear contributions and wave breaking. In
adopting this approach, the validity of the model can be assessed at
each step and further parametrisations can easily be achieved. The
proposed model has the following form:

𝜂 =
(

𝜂(1) + 𝜂(2) + 𝜂(𝑁𝐿)
)

⋅ 𝑓 , (17)
𝑀 𝐵𝑟
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Fig. 9. Examples of the model calibration approach. The difference between measured data and second-order predictions, 𝛿, is plotted against the Rayleigh variate, 𝜒 , and compared
with the predictions of the nonlinear model, 𝜓 , and final proposed model, 𝜁 . Subplot (a) corresponds to a steep sea-state with little/no wave breaking (case BA4), while subplot (b)
corresponds to a sea-state with extensive wave breaking (case BA7).
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where 𝜂𝑀 represents the crest heights predicted by the new model, 𝜂(1)
is the linear contribution, 𝜂(2) is the second-order contribution and 𝜂(𝑁𝐿)
s the higher-order nonlinear contribution. Including all effects above
econd-order. The additional scaling term 𝑓𝐵𝑟 incorporates the effects
f wave breaking. Eq. (17) is best expressed in its non-dimensional form
s:

=
𝜂𝑀
𝐻𝑠

=
(

𝜒 + 2𝜇𝜒2 + 𝜅𝜇𝜒
)

⋅ (𝐴𝜒 + 𝐵) , (18)

where model predictions and individual contributions have been nor-
malised by the significant wave height, 𝐻𝑠. As such, 𝜒 represents the
fundamental variate used throughout the model and corresponds to the
(normalised) Rayleigh-predicted crest heights, 𝜂(1), as

𝜒 =
𝜂(1)

𝐻𝑠
. (19)

n terms of completeness, the inverse of the Rayleigh distribution that
efines 𝜂(1) is given by:

(1) = 1
√

8
𝐻𝑠 (− ln𝑄)1∕2 , (20)

where 𝑄 is the exceedance probability. The remaining terms in Eq. (18)
are defined in the paragraphs that follow.

Effects arising at a first-order of wave steepness (linear effects) are
well-described by the Rayleigh distribution and are consequently cap-
tured through the Rayleigh variate, 𝜒 . While the Forristall (2000) dis-
tribution provides a good representation of second-order crest heights,
an analytically more tractable solution was sought. This is provided
by Tayfun (1994) which describes the normalised second-order surface
elevation, 𝜂(𝑡) = 𝜂(𝑡)∕𝐻𝑠, as:

𝜂(𝑡) = 𝜒 cos𝜙 + 2𝜇𝜒2 cos (2𝜙), (21)

where the wave phase function, 𝜙(𝑡), is uniformly distributed in [0, 2𝜋).
Upon substituting the trigonometric functions with their expectation,
the second-order contribution to the crest heights can be obtained as
the second term in Eq. (18). As such, the normalised crest heights, 𝜉,
correct to second-order of wave steepness, are described by:

𝜉 =
𝜂(1) + 𝜂(2)

= 𝜒 + 2𝜇𝜒2. (22)
10

𝐻𝑠
This is the inverse of the probability distribution in Eq. (4). In applying
this solution, the selection of the steepness parameter, 𝜇, becomes
important. Following the work of Tayfun (2006), this is calculated as:

𝜇 = 16𝛼
3

𝛽
𝛤
(

3
𝛽

)

− 1
4

√

𝜋
2

(23)

where 𝛤 is the complete gamma function and 𝛼 and 𝛽 are the coef-
ficients of the Forristall model given in Eq. (7). This representation
of 𝜇 incorporates the effects of both sea-state steepness and water
depth through 𝑆1 and 𝑈𝑟 which define the Forristall coefficients.
More importantly, the proposed parametrisation exactly reproduces the
predictions of the Forristall (2000) model as shown by Tayfun (2006).
Independent numerical simulations, using second-order random wave
theory (Sharma and Dean, 1981), undertaken by the authors have
verified that the model described in Eqs. (22)–(23) provides an accurate
representation of second-order crest height statistics across the full
range of water depths investigated herein.

The third term in Eq. (18) describes nonlinear effects arising above
second-order. Although the form of this term is, perhaps, not what
was initially envisaged, it provides the best description of the higher-
order (> 𝑎2𝑘2) nonlinear effects in the measured data; the latter found
to scale linearly with 𝜒 with a slope of 𝜇. The term 𝜅 represents a
sigmoid function that acts to introduce these nonlinear effects for steep
sea-states. It is defined by:

𝜅 = 1
1 + 𝑘3 exp(−10𝑘𝜇)

(24)

with 𝑘 = 25.3. The proposed parametrisation has been obtained through
fitting the model of nonlinear crest heights:

𝜓 =
𝜂(1) + 𝜂(2) + 𝜂(𝑁𝐿)

𝐻𝑠
= 𝜒 + 2𝜇𝜒2 + 𝜅𝜇𝜒 (25)

o experimental data of steep but not breaking sea-states.
Finally, the effects of wave breaking are introduced through the

arametrisation of the breaking function, 𝑓𝐵𝑟 = 𝐴𝜒 + 𝐵, as:

=

{

−8.46𝑆1 + 0.9239𝑈𝑟2 − 1.742𝑈𝑟 + 0.5148 for 𝜇 > 0.065
(26)
0 otherwise
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Fig. 10. Coefficients of the breaking parametrisation in the present model. Subplot (a) describes parameter 𝐴 in Eq. (26), and subplot (b) describes parameter 𝐵 in Eq. (27). The
alibration data points have been added as black bullets for reference.
Fig. 11. Validity region of the proposed model (blue) expressed in the (𝑆1 , 𝑈𝑟)
parameter space. The test cases used in the calibration of the model are noted as
black bullets and Eq. (29) is indicated by the black line. Sea-states in the red region
all outside the model’s range of validity. (For interpretation of the references to colour
n this figure legend, the reader is referred to the web version of this article.)

nd

=

⎧

⎪

⎨

⎪

⎩

−0.4273𝜇 + 1.203 for 𝜇 ≥ 0.16
2.407𝜇 + 0.8164 for 0.065 < 𝜇 < 0.16
1 otherwise.

(27)

n practice, the breaking function acts to reduce the crest heights within
ea-states that are characterised by extensive wave breaking. This is
mplemented through the split format of the parametrisation which
enders the breaking function inactive for non-breaking sea-states.

The coefficients provided in Eqs. (24)–(27) have been obtained
y explicitly modelling the effects of nonlinearity and wave breaking
bserved in the calibration dataset. This was achieved by first removing
inear and second-order effects from the measured crest heights and,
ubsequently, fitting the differences. Considering that effects up to
econd-order are well captured by 𝜉 in Eq. (22), these differences were
efined by:

=
𝜂𝑐
𝐻𝑠

− 𝜉. (28)

The subset of sea-states that did not exhibit wave breaking were
used to derive 𝜓 in Eq. (25), while those that were breaking to derive
𝐵𝑟 and, hence, the final model, 𝜁 , in Eq. (18). To identify those sea-

states that are characterised by extensive wave breaking the method
described by Karmpadakis and Swan (2020) was employed. In practice,
the measured crest heights were compared to numerical simulations
correct to a second-order of wave steepness, calculated using the same
11
input spectra and measuring location. Those sea-states in which the
majority of the largest crests fall below the second-order predictions
were classified as ‘breaking’ seas. This classification was then verified
by examining the shape of the probability distribution. As discussed in
Section 3, sea-states with extensive wave breaking display a character-
istic drop in the tail of the crest height distribution and an increase in
the crest heights at large exceedance probabilities. Finally, the identi-
fication of breaking sea-states was further verified by video recordings
taken during the experiment.

Examples of the fitting approach are shown on Fig. 9. The measured
differences in the crest height, 𝛿, are expressed as a function of the
Rayleigh variate 𝜒 for (a) a steep but not breaking sea-state (case
BA4), and (b) a very steep sea-state with extensive wave breaking
(case BA7). In both cases the effective water depth is 𝑘𝑝𝑑 = 1.53. The
results in Fig. 9(a) suggest that the contributions above second-order
are positive and progressively increasing with 𝜒 . The parametrisation
for 𝜓 is shown to capture this behaviour; the fitting biased towards the
largest crest heights since these are most important in a design context.
At the same time, the full model, 𝜁 , produces identical results to the
nonlinear part, 𝜉, since there is no (or very limited) wave breaking in
this sea-state.

In contrast, Fig. 9(b) shows that the difference 𝛿 initially exhibits
positive values (larger than second-order) for smaller waves, and then
progressively reduces to large negative values (smaller than second-
order) for the largest crest heights. In this case, the nonlinear model
𝜓 shows the crest height predictions if wave breaking is completely
ignored. This produces a significant over-prediction of the largest crest
heights. In contrast, when wave breaking is taken into account, it can
be seen that the full model, 𝜁 , can accurately describe the measured
crest heights, particularly for 𝜒 > 0.4.

It is worth noting that in both cases presented in Fig. 9, there is
a region of small crest heights, for 𝜒 < 0.2, in which the measured
crest heights fall below second-order predictions. This indicates that a
smaller second peak is present in the range of very small waves, as has
also been observed by Tayfun (2006); the observation being attributed
to spectral bandwidth effects. The presence of this secondary peak has
no observable effect in the overall distribution of crest heights and,
hence, no effort was made to include it in the present model.

The coefficients defining the breaking model parameters, 𝐴 and 𝐵,
in Eqs. (26) and (27) were obtained though nonlinear least squares
fitting of the breaking sea-states within the calibration dataset. The
adjusted 𝑅2 value for parameter 𝐴 was 97% while for parameter 𝐵
90%. Fig. 10 shows the equations derived for parameters 𝐴 and 𝐵
alongside the calibration data points. Moreover, Fig. 11 shows the
validity range of the present model in the (𝑆1, 𝑈𝑟) parameter space
alongside the sea-states used in its calibration. This parameter space is
defined by:

𝑈𝑟 < 5 exp(−45𝑆 ), (29)
1
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Fig. 12. Normalised crest height distributions, 𝜂𝑐∕𝐻𝑠, showing comparisons to linear (Rayleigh), second-order (Forristall) and proposed model predictions. The subplots relate to
ases: (a) AA1, (b) BA3, (c) BA7 from the experimental dataset used for the model calibration. Subplot (d) relates to a storm with 𝐻𝑠 = 3.5m and 𝑇𝑝 = 12 s recorded at the field

measuring location P21 (𝑑 = 7.7m).
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and is based on the met–ocean characteristics of the available test
cases. It can be seen that there is a significant number of sea-state
conditions with 𝑈𝑟 < 0.2. Importantly, these correspond to a wide
range of sea-state steepnesses, 𝑆1. This has allowed the progressive
modelling of nonlinear and wave breaking. At the same time, there
is a lack of experimental data for 𝑈𝑟 > 0.2, and measurements from
field station P21 have been used to describe the largest 𝑈𝑟 > 0.5
values. Although unwanted, this lack of experimental measurements
on flat bed bathymetries for large 𝑈𝑟 numbers is representative of
wavemaking limitations in laboratory facilities. In other words, the
accurate generation of very steep and shallow water sea-states is a
challenging task. While the introduction of a bed slope can provide
the required shallow water conditions, its effects need to be carefully
considered (Karmpadakis et al., 2022).

Evidence of the success of the new model is provided in Fig. 12.
Each plot compares the distribution of measured crest heights with the
predictions of the new model, the Forristall and Rayleigh distributions.
All the sea-states considered belong to the calibration dataset and have
been selected to represent the widest range of effective water depths.
Fig. 12(a) relates to the deep water case AA1 with effective water depth
𝑘𝑝𝑑 = 3.5 and sea-state steepness 𝑆𝑝 ≈ 0.04. The observed amplifica-
tions above the Forristall model for 𝑄 < 10−2 are well described by
the proposed model. Fig. 12(b) shows that the new model is equally
uccessful in the intermediate water depth case BA3 with 𝑘𝑝𝑑 = 1.53
nd 𝑆𝑝 = 0.03. In both cases, the key feature of the sea-states is the
ncrease of the measured crest heights above the second-order model.

Considering sea-states that are characterised by extensive wave
reaking, Fig. 12(c) concerns the intermediate water depth case BA7,
12
ith 𝑘𝑝𝑑 = 1.53 and 𝑆𝑝 = 0.07. In this case, the observed reduction in
he tail of the distribution compared to second-order predictions is well
escribed by the new model. Finally, Fig. 12(d) presents results arising
n a single storm event recorded at the shallowest measuring location
n the field (P21). The data correspond to a sea-state with 𝑘𝑝𝑑 = 0.5
nd 𝑆𝑝 = 0.015. Considering the shallow depth and the severity of this
ase, it is clear that wave breaking plays a significant role. This becomes
pparent by noting the large reductions in crest heights for 𝑄 < 10−1

hen compared to second-order predictions. More importantly, it is
lear that the new model is successful in capturing this behaviour.

. Model validation

While the development of a successful model to describe such a wide
ange of water depths and steepnesses is a challenge in its own right, it
s also important to demonstrate the success of the model in respect of
ata, particularly field data, that was not used in the model calibration
nd to explore its success in respect of conditions that lie outside the
ange of the calibration data. In the figures that follow, the individual
rest heights, 𝜂𝑐 , have been normalised by the significant wave height,
𝑠, and plotted against their exceedance probability, 𝑄. In all cases,

he measured data are compared to the predictions of the Rayleigh and
orristall distributions, as well as the proposed model.

Fig. 13 provides a selection of cases from the 4 experimental
atasets. The sea-states considered cover the full range of water depths
vailable in the experimental investigation (𝑑 = 125 m, 90 m, 50 m and
5 m), various directional spreads in the range 𝜎𝜃 = 20° − 33° and a
road range of sea-state steepnesses. These cases have been selected to
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Fig. 13. Normalised crest height distributions, 𝜂𝑐∕𝐻𝑠, recorded in different experimental facilities and showing comparisons to linear (Rayleigh), second-order (Forristall) and
proposed model predictions. The subplots relate to cases: (a) AC2, (b) AC4, (c) C5, (d) C6, (e) BB1, (f) BB5, (g) DB2 and (h) DA1.
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include two sea-states in each water depth and to provide evidence
of the model performance for mild, steep and very steep sea-states.
Specifically, Figs. 13(a)–(b) relate to measurements in 𝑑 = 125m, with
𝑝 = 16 s and 𝜎𝜃 = 30°. The significant wave heights are 𝐻𝑠 = 10m
nd 15m, respectively. In both cases the measured crest heights exhibit
onlinear amplifications above the Rayleigh and Forristall models. The
ew model is shown to be in good agreement with the measurements.
ata relating to 𝑑 = 90m is presented in subplots (c) and (d). These

ea-states are characterised by 𝑇 = 16 s, 𝜎 = 20° and 𝐻 = 15m and
13

𝑝 𝜃 𝑠
7.5m, respectively. Once again, the linear and second-order models
nder-predict large crest heights. While the measured crest heights in
ig. 13(d) remain above the Forristall predictions, some wave breaking

was observed. In both these cases, the new model is again shown
to provide a better representation of the measured data, although it
marginally under-predicts the largest crest heights in the steeper case
(Fig. 13(d)).

Figs. 13(e)–(f) relate to sea-states in 𝑑 = 50m, with 𝑇𝑝 = 14 s
and 𝜎 = 20°. Subplot (e) corresponds to a very mild sea-state with
𝜃
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Fig. 14. Normalised crest height distributions, 𝜂𝑐∕𝐻𝑠, recorded in the field and showing comparisons to linear (Rayleigh), second-order (Forristall) and proposed model predictions.
The subplots represent selected data bins within locations: (a) P1, (b) P9, (c) P13 and (d) P21, in accordance with the contour plots of Fig. 7. Water depth and sea-state information
are included in the subplot titles.
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𝐻𝑠 = 3m. In this case the measured crest heights are marginally larger
than the Rayleigh model and well described by the Forristall model.
Importantly, the new model approximates the second-order solution
and fits the data well. This demonstrates the capability of the model
to describe less severe sea-states in which higher order nonlinearities
and wave breaking are of reduced importance. Subplot (f) corresponds
to a steep sea-state characterised by a considerable degree of wave
breaking. The measured crest heights are now lower than the second-
order model in the tail of the distribution and larger for smaller waves
with 𝑄 ≈ 10−2. The observed shape of the distribution is characteristic
f breaking sea-states in which the largest crest heights experience
nergy dissipation which is redistributed towards smaller waves. The
roposed model is shown to capture this behaviour both qualitatively
nd quantitatively. Similar results are obtained in Figs. 13(g)–(h) for a
ater depth of 𝑑 = 45m and a directional spread of 𝜎𝜃 = 33°. Subplot

(g) relates to a sea-state with 𝐻𝑠 = 10m and 𝑇𝑝 = 12.5 s, while subplot
(h) to a steeper sea-state with 𝐻𝑠 = 11m and 𝑇𝑝 = 10.5 s. In both cases,
he proposed model is shown to be in good agreement with the data,
lthough some deviations at the tail of the distribution can be observed
articularly in the last case.

At this point, it is worth noting that the present model has been
alibrated on the basis of sea-states with directional spreads of 𝜎𝜃 =
0° − 15°. As such, the effects of increased short-crestedness have not
een explicitly incorporated. In this respect the minor discrepancies
ecorded above could be attributed to the directional effects described
y Latheef and Swan (2013) and Karmpadakis et al. (2019). However,
uch effects (involving subtle changes in the directional spread) are
14

hown to have a relatively small impact on the overall crest height
istribution and are confined to differences of the order of 2%–3% with
espect to model predictions. However, further investigation including
ea-states with broader directional spreads is required to obtain a
obust parametrisation of the effects of directionality. Fortunately, the
odular form of the present model allows for such amendments with

elative ease.
The final step towards an effective validation of the proposed model

nvolves comparisons to representative field data. Adopting a similar
epresentation to the experimental results, data recorded at 4 measur-
ng locations with 𝑑 = 189 m, 94 m, 40 m and 7.7 m are compared to

model predictions in Fig. 14. The sea-states included within this Figure
are characterised by the largest errors with respect to the Forristall
model at each location, as identified in Fig. 6 and presented in Fig. 7.
In this respect they correspond to the most severe sea-states at each
location. In comparing the measured data to model predictions, it
is clear that the proposed model provides the best fit in this very
wide range of severe conditions. These include cases in which clear
amplifications above the Forristall model are observed (subplots (a) and
(c)); cases in which small discrepancies with respect to the Forristall
model are observed (subplot (b)); and cases in which the effects of
wave breaking are clearly very important (subplot (d)). Despite small
deviations from the proposed model, there is broad agreement in all
these cases and a clear improvement over existing models.

6. Conclusions and wider practical (design) implications

The present paper has considered the short-term distribution of
crest heights occurring in a very wide range of water depths and sea-

states. Having assembled and analysed two extensive data sets, one
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Fig. 15. Long-term distribution of maximum crest height, 𝜂𝑚𝑎𝑥 for water depths of (a)
𝑑 = 150m and (b) 𝑑 = 40m. The annual exceedance probabilities corresponding to the
Rayleigh, Forristall and present models are compared.

based on laboratory observations and the second field data, the inap-
propriateness of defining the largest crest heights in terms of weakly
nonlinear, second-order, calculations is clear. The explanation for this
lies in two parts: the nonlinear amplification of crest heights due to
wave interactions occurring beyond a second-order of wave steepness,
and the dissipative effects of wave breaking. The balance between these
competing processes determines whether crest heights are increased
or reduced relative to second-order predictions; the latter forming the
basis of present design practice. Indeed, it is important to note, that
both the laboratory and the field data provide numerous examples of
both increases and reductions in the crest heights associated with small
exceedance probabilities.

Having established these important effects, a new crest height dis-
tribution appropriate to a wide range of water depths and sea-states
has been proposed. This model builds upon earlier work in terms of
its analytic construction and has been calibrated on the basis of experi-
mental data and a small sub-set of field measurements; the latter filling
an important gap in the parameter space of the former. Once complete,
the model has been validated using independent experimental data
from multiple laboratory facilities and a very wide range of field data
gathered at 21 North Sea locations.

The new model has been shown to provide considerable improve-
ments over existing models in the vast majority of cases considered.
Most importantly, it has been shown to successfully predict the changes
in the crest height distribution arising due to the nonlinear ampli-
fications and the dissipative effects of wave breaking. The latter in-
corporating both steepness-induced wave breaking in deeper water
and depth-induced wave breaking in shallower water. Importantly, the
proposed model is directly relevant to design calculations, being no
more difficult to apply than the existing design standard (Forristall,
15
2000). Moreover, the model is presented in a modular form in the sense
that it parametrically describes individual physical processes separately
before bringing everything together. In this respect, each component of
the model can be assessed individually and improved (if necessary) as
more data become available.

Finally, it is important to place the proposed model in the context
of practical design calculations. If, as is often the case, the design
philosophy is based upon a simplified quasi-deterministic approach in
which the largest wave crest is believed to produce the largest wave
load and is assumed to occur in the most severe sea-state defined by the
peak of the N-year environmental contour (Ross et al., 2020); where
N may be 100 or 10,000 depending on the type of structure or the
prevailing design codes. In this case the present model can be applied,
in exactly the same way as the Forristall (2000) model, to determine the
maximum crest elevation arising in this sea-state. This may be larger or
smaller than present design calculations. If it is smaller, then it implies
that wave breaking is important and this must be incorporated within
the predicted water particle kinematics. This opens the possibility that
a smaller, but breaking wave, may generate larger loads. In this sense,
the proposed model is not only able to provide a better estimate of the
design crest height in a given storm, but also allows inferences to be
drawn as to how that wave should be modelled.

Alternatively, if a full probabilistic analysis is required to determine
the annual probability of failure, the short–term distribution of wave
crests arising in individual storms must be integrated over all possible
storms to produce a long-term distribution of crest heights. The sta-
tistical basis for such an approach is given by Heffernan and Tawn
(2004) with best practice in terms of practical applications outlined
by Ross et al. (2020). Whilst the details of the preferred approach
lies beyond the scope of the present paper, it is important to note
that all approaches required a short–term distribution of crest heights.
In present practice this would be provided by Forristall (2000), but
this could easily be replaced by the proposed model allowing the
incorporation of full (higher-order) nonlinearity and wave breaking.
In recommending such an approach, one key question arises: to what
extent do the competing influences on nonlinear amplification and
the dissipative effects of wave breaking cancel each other out when
integrated over all possible storms.

Adopting the recommendations of Ross et al. (2020) and performing
full long-term calculations based upon the linear (Rayleigh) model, the
second-order Forristall (2000) model and the present model allows the
impact of nonlinearity and breaking to be assessed in an engineering
design context. The results of such a calculation are given on Fig. 15;
subplot (a) addressing deep water conditions and subplot (b) shallower
water.

In the deep-water comparisons it is clear that the inclusion of
nonlinearity beyond second-order can lead to increases in the long-term
distribution of crest heights; the extent of the increase depending on
the steepness of the sea-states arising in individual storms. In contrast,
in shallower water wave breaking becomes more important and the
long-term distributions of crest heights falls below those predicted by
the second-order models used in present design practice. The practical
implications of these changes are significant. For example, if the failure
of a structure is primarily driven by a loss of air-gap and the occur-
rence of wave-in-deck loading, the new model suggests that present
design practice is likely to be conservative in shallow water, but non-
conservative in deep water. This is broadly consistent with a recent
review by the Health & Safety Executive (HSE, 2018) of the integrity
of fixed structures on the UK continental shelf.
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