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Chapter 1

Introduction

In this monograph, we are concerned with the problem of classifying the finite primitive binary permutation
groups. Let G be a permutation group on the set Ω. Given a positive integer n, given I := (ω1, ω2, . . . , ωn)
in the Cartesian product Ωn and given g ∈ G, we write

Ig := (ωg
1 , ω

g
2 , . . . , ω

g
n).

Moreover, for every 1 ≤ i < j ≤ n, we let Iij := (ωi, ωj) be the 2-subtuple of I corresponding to the ith

and to the jth coordinate. Now, the permutation group G on Ω is called binary if, for all positive integers
n, and for all I and J in Ωn, there exists g ∈ G such that Ig = J if and only if for all 2-subtuples, Iij , of
I, there exists an element gij such that I

gij
ij = Jij .

Cherlin has proposed a conjecture listing the finite primitive binary permutation groups [20]. The
conjecture is as follows, and our task is to complete the proof of this conjecture.

Conjecture 1.1. A finite primitive binary permutation group must be one of the following:

1. a symmetric group Sym(n) acting naturally on n elements;

2. a cyclic group of prime order acting regularly on itself;

3. an affine orthogonal group V ⋊ O(V ) with V a vector space over a finite field equipped with a non-
degenerate anisotropic quadratic form, acting on itself by translation, with complement the full or-
thogonal group O(V ).

The terminology of Conjecture 1.1 is fully explained in subsequent sections. In particular, we give two
equivalent definitions of the adjective “binary” in §1.1, and all three families listed in Conjecture 1.1 are
fully discussed in §1.2.

The O’Nan–Scott theorem describes the structure of finite primitive permutation groups: there are five
families of these. Thus, to prove Conjecture 1.1, it is sufficient to prove it for each of these families.

Cherlin himself gave a proof of the conjecture for the family of affine permutation groups, i.e. when
G has an abelian socle [21]. Wiscons then studied the remaining cases and showed that Conjecture 1.1
reduces to the following statement concerning almost simple groups [108].

Conjecture 1.2. If G is a finite binary almost simple primitive group on Ω, then G = Sym(Ω).

We recall that an almost simple group G is a finite group that has a unique minimal normal subgroup
S and, moreover, the group S is non-abelian and simple. Note that S is the socle of G.

We now invoke the Classification of Finite Simple Groups which says that a non-abelian simple group
is either an alternating group, Alt(n) with n ≥ 5; a simple group of Lie type; or one of 26 sporadic groups.

In [46], Conjecture 1.2 was proved for groups with socle a simple alternating group; in [34], Conjec-
ture 1.2 was proved for groups with socle a sporadic simple group. In this monograph we deal with the
remaining family.
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Theorem 1.3. Let G be an almost simple group with socle a finite group of Lie type and assume that G
has a primitive and binary action on a set Ω. Then |Ω| ∈ {5, 6, 8} and G ∼= Sym(Ω).

The examples in Theorem 1.3 arise via the isomorphisms

1. G ∼= SL2(4).2 ∼= PGL2(5) ∼= Sym(5) and |Ω| = 5;

2. G ∼= Sp4(2)
∼= PSL2(9).2 ∼= Sym(6) and |Ω| = 6;

3. G ∼= SL4(2).2 ∼= Sym(8) and |Ω| = 8.

Note that, here, we have not tried to list all isomorphisms between classical groups and the symmetric
groups listed in Theorem 1.3. The listed isomorphisms are the ones that crop up in the proof that
follows; there are many further isomorphisms with classical groups not listed in the theorem (for example
SO−

4 (2)
∼= ΓO3(4) ∼= Sym(5)).

A special case of Theorem 1.3 has already appeared in the literature; in [34], the theorem is proved for
the case where G is almost simple with socle a finite group of Lie type of rank 1.

Theorem 1.3 is the final piece in the jigsaw. We can now assert that Cherlin’s conjecture is true:1

Corollary 1.4. Conjecture 1.1 is true.

As will become clear, once the various equivalent definitions of the word “binary” have been introduced,
a proof of Conjecture 1.1 is equivalent to a classification of the finite primitive binary relational structures.
In particular we have the following (the definition of homogeneous relational structure can be found in
Definitions 1.1.1 and 1.1.5):

1Wiscons informed us of a small gap in his proof of [108, Proposition 4.1]. After discussion with Wiscons we are able to
patch this gap; the rest of this footnote does this. For notation and terminology, we refer to the rest of this chapter.

Proposition 4.1 of [108] is devoted to showing that primitive groups of diagonal type are not binary. The gap in the proof
stems from an implicit assumption in the first sentence of the proof of [108, Lemma 4.2] that the socle is a product of at
least three isomorphic nonabelian simple groups. This leaves open the case of two factors, for which it suffices to consider the
following setting: let G be a group with socle T × T where T is a nonabelian simple group; suppose that G acts on a copy of
T in such a way that the stabilizer of 1 ∈ T satisfies Inn(T ) ≤ G1 ≤ Aut(T ) × ⟨i⟩ for i : T → T the inversion map. In this
context, we show the action of G on T is not binary.

To see this, we consider two cases. Suppose first that, there exist a, b ∈ T with T = ⟨a, b⟩ and with the property that there
exists no φ ∈ Aut(T ) such that aφ = a−1 and bφ = b−1. Observe that (1, a, b, ab) and (1, a, b, ba) are 2-subtuple complete
(witnessed by conjugating by 1, a, or b−1). However, (1, a, b, ab) and (1, a, b, ba) are not 4-subtuple complete. Indeed, if
φ ∈ G∩Aut(T ) and (1, a, b, ab)φ = (1, a, b, ba), then φ is the identity automorphism of T because a and b generate T ; however
ab = (ab)φ ̸= ba, because T is non-abelian. Similarly, if φi ∈ G\Aut(T ) (for some φ ∈ Aut(T )) and (1, a, b, ab)φi = (1, a, b, ba),
then aφ = a−1 and bφ = b−1, contrary to our assumption on a and b.

Suppose now that, for every a, b ∈ T with T = ⟨a, b⟩, there exists φ ∈ Aut(T ) such that aφ = a−1 and bφ = b−1. The finite
groups T satisfying this property are called strongly symmetric and have been classified in [84]. In particular, T ∼= PSL2(q),
for some prime power q. At this point we argue by contradiction and we suppose that the action of G on T is binary.

Assume q odd. When q ∈ {5, 7, 9}, we have verified that the group G is not binary with the help of a computer; therefore,
we may suppose that q ≥ 11. Let a be an involution of T , let Λ := aG1 the G1-orbit containing a and let X be the permutation
group induced by G1 on Λ. As G is binary on T , Lemma 1.7.1 implies that X is binary on Λ. Notice that X is almost simple
with socle X0

∼= PSL2(q) and, by definition, X acts transitively on Λ. The stabilizer of the point a is CX(a) and, since q is
odd, we know that CX0(a) is dihedral of order q ± 1. Referring to [10] we see that, since q ≥ 11, CX(a) is maximal in X.
We deduce that X is an almost simple primitive group with socle T ∼= PSL2(q) in its action on Λ. Now, by [45], we reach a
contradiction.

Assume q even. When q ∈ {4, 8}, we have verified that the group G is not binary with the help of a computer; therefore,
we may suppose that q ≥ 16. Let x, y ∈ Fq such that the additive subgroup of Fq generated by 1, x and y has order 8 and
with x, y and 1 in distinct orbits under the Galois group Gal(Fq). Observe that, as q ≥ 16, there are some choices for x and
y. Now, consider

a :=

(
1 1
0 1

)
, b :=

(
1 x
0 1

)
, c :=

(
1 y
0 1

)
.

It is not hard to verify that, for the action of G, the triples (1, a, b) and (1, a, c) are 2-subtuple complete, but not 3-subtuple
complete.
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Corollary 1.5. Let R be a homogeneous binary relational structure with vertex set Ω, such that G =
Aut(R) acts primitively on Ω. Then the action of G on Ω is one of the actions listed in Conjecture 1.1.

We have not completely described the relational structure R in our statement of Corollary 1.5 – to do
this, we would need to specify the relations in R all of which must be unions of orbits of G on Ω2. We will
not do this here.

It is worth remarking that, although we can assert that Conjecture 1.1 is true, considerable mystery
lingers as to “why”. Our proof relies on the Classification of Finite Simple Groups, on the O’Nan–Scott
theorem and on a lot of algebra. On the other hand, looking at Corollary 1.5 for instance, one might hope
to somehow see why the conjecture is true by thinking directly about the geometry of homogeneous binary
relational structures. Thus far, this direction of thought has been a frustrating cul de sac.

For the remainder of this chapter we have three basic aims: first we seek to give the basic theory of
relational complexity for permutation groups including, in particular, the definition of a binary action, and
of a binary permutation group. We will also describe some of the key examples.

Second, we will give some motivation for interest in our result – thus we will survey some related results
in the study of relational structures, and in group theory. We will also briefly discuss Cherlin’s original
motivation for studying binary permutation groups, which arises from model theoretic considerations.

In neither of these first two aspects do we make any claim for originality – instead we seek to draw the
key definitions and examples together into one place. Much of the material of this kind that we present
below was worked out by Cherlin in his papers [20, 21, 26].

Our third aim in this chapter is to present some of the results and methods concerning binary permu-
tation groups that we consider to be most essential. These will be used in subsequent chapters when we
commence our proof of Theorem 1.3.

The remainder of this monograph is occupied with a proof of Theorem 1.3. In Chapter ?? we give a
number of general background results concerning groups of Lie type; in Chapter ?? we prove the theorem
for the exceptional groups of Lie type; in Chapter ?? we prove the theorem for the classical groups of Lie
type.
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1.1 Basics: The definition of relational complexity

The notion of relational complexity can be defined in two different ways. Our job in this section is to present
these definitions, and to show that they are equivalent. Throughout this section G is a permutation group
on a set Ω of size t < ∞. Note that when we write “permutation group” we are assuming that the
associated action of G on Ω is faithful – in other words we can think of G as a subgroup of Sym(Ω).

1.1.1 Relational structures

The first approach towards relational complexity is via the concept of a relational structure [21]. Recall
that, for a positive integer ℓ, Ωℓ denotes the set of ℓ-tuples with entries in Ω.

Definition 1.1.1. A relational structure R is a tuple (Ω, R1, . . . , Rk), where Ω is a set, k is a non-negative
integer and, for each i ∈ {1, . . . , k}, there exists an integer ℓi ≥ 2 such that Ri ⊆ Ωℓi .
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The set Ω is called the vertex set of the structure, while the sets R1, . . . , Rk are referred to as relations;
in addition, for each i, the integer ℓi is the arity of relation Ri. We say that the relational structure R is
of arity ℓ, where ℓ = max{ℓ1, . . . , ℓk}.

Example 1.1.2. If a relation, or a relational structure is of arity 2 (resp. 3), then it is commonly called
binary (resp. ternary). Binary relational structures which contain a single relation are nothing more nor
less than directed graphs: if R = (Ω, R1) is one such, then the elements of the vertex set Ω are of course
the vertices, and each pair in R1 can be thought of as a directed edge between two elements of Ω. (Note
that by “graph” here we implicitly mean a graph with no multiple edges.)

When considering a binary relational structure with more than one relation, it is sometimes helpful
to think of it as a directed graph in which there are several different “edge colours” – each relation
corresponding to a different “colour”.

The notions of isomorphism and automorphism are generalizations of the corresponding definitions for
graphs.

Definition 1.1.3. Let R = (Ω, R1, . . . , Rk) and S = (Λ, S1, . . . , Sk) be relational structures. An isomor-
phism h : R → S is a bijection h : Ω → Λ such that

(ω1, . . . , ωℓi) ∈ Ri ⇐⇒ (ωh
1 , . . . , ω

h
ℓi
) ∈ Si.

An automorphism g of R is an element of Sym(Ω) that is also an isomorphism g : R → R. It is clear that
the set of all automorphisms of R forms a group under composition of bijections; we denote this group by
Aut(R), and note that it is a subgroup of Sym(Ω).

Note that we have only defined isomorphisms between relational structures that have the same number
of relations; the definition also implies that the (ordered) list of relation-arities must be the same for
isomorphic relational structures.2

Our focus will be on those relational structures that exhibit the maximum possible level of symmetry
– this requires the notion of homogeneity. To state this definition we must first explain what is meant by
“an induced substructure” – once again this notion is a direct analogue of the same idea for graphs.

Definition 1.1.4. Let R = (Ω, R1, . . . , Rk) be a relational structure, with Ri a relation of arity ℓi for
each i = 1, . . . , k. Let Γ be a subset of Ω. The induced substructure on Γ is the relational structure
RΓ = (Γ, R′

1, . . . , R
′
k) where R′

i = Γℓi ∩Ri.

So, to clarify what we said above: if R = (Ω, R1) is a binary structure with a single relation (i.e. a
directed graph), and Γ is a subset of the vertex set Ω, then RΓ is precisely the induced subgraph on Γ.

Definition 1.1.5. A relational structure R = (Ω, R1, . . . , Rk) is called homogeneous if, for all Γ,Γ′ ⊂ Ω
and for all isomorphisms h : RΓ → RΓ′ , there exists g ∈ Aut(R) such that g|Γ = h.

The following example will be important shortly.

Example 1.1.6. Given a permutation group G on a set Ω of size t, we define a relational structure
RG = (Ω, R1, . . . , Rk), where the relations R1, . . . , Rk are precisely the orbits of the group G on the sets
Ω,Ω2, . . . ,Ωt−1.

Observe, first, that by definition any element of G maps an element of relation Ri to an element of
relation Ri, for all i ∈ {1, . . . , k}; we conclude that G ≤ Aut(RG).

On the other hand, suppose that h ∈ Aut(RG), and let r = (ω1, . . . , ωt−1) be a tuple of distinct elements
in Ω lying in relation Rj , for some j. The image of this tuple under h also lies in Rj ; since Rj is an orbit

2One can imagine a slight weakening of Definition 1.1.3 where one allows an automorphism of R to map a set of tuples
corresponding to one relation to the set of tuples corresponding to a different relation – for certain relational structures, this
would yield a larger automorphism group (which would contain Aut(R) as defined above, as a normal subgroup). We will not
need this extension in what follows.
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of G, this implies that there exists g ∈ G such that for all i ∈ {1, . . . , t − 1}, ωh
i = ωg

i . It follows that
ωh
t = ωg

t , where ωt is the only element of Ω not represented in the tuple r. We conclude that h = g and
so, in particular, G = Aut(RG).

Finally, suppose that Γ and ∆ are proper subsets of Ω of size s such that the associated induced relational
structures are isomorphic, i.e. there exists an isomorphism h : (RG)Γ → (RG)∆. Let rγ = (γ1, . . . , γs) be
a tuple containing all of the distinct elements of Γ, and observe that rγ lies in a relation Rj of RG, for
some j. Indeed, by construction, rγ lies in the corresponding relation Rj of (RG)Γ, and so (rγ)

h lies in
the corresponding relation Rj of (RG)∆, and hence also lies in the relation Rj of RG. In particular, since
Rj is an orbit of G, we conclude that there exists g ∈ G such that for all i ∈ {1, . . . , s}, γhi = γgi . Since
G = Aut(RG), we conclude that RG is homogeneous.

We are ready to give our first definition of relational complexity. Before stating it, we remind the reader
that we are assuming that G is a permutation group on a set Ω, and we recall that if R is any relational
structure with vertex set Ω, then Aut(R) is also a permutation group on Ω.

Definition 1.1.7. The structural relational complexity of a permutation group G is equal to the smallest
integer s ≥ 2 for which there exists a homogeneous relational structure R = (Ω, R1, . . . , Rk) of arity s such
that Aut(R) is permutation isomorphic to G.

Note that Example 1.1.6 implies, in particular, that if |Ω| ≥ 3, then the structural relational complexity
of G is well-defined, and is bounded above by |Ω| − 1 (and is at least 2). In what follows, we will write
SRC(G,Ω) for the structural relational complexity of the permutation group G.

One might wonder why we have required that SRC(G,Ω) ≥ 2. The reason is that, in the next section
we will define a different statistic TRC(G,Ω) using a completely different approach, and we will also require
that TRC(G,Ω) ≥ 2. We will then show that SRC(G,Ω) = TRC(G,Ω) for all permutation groups G on
a set Ω. Were we to omit the requirement that SRC(G,Ω) ≥ 2 and TRC(G,Ω) ≥ 2, there would be a
number of actions for which SRC(G,Ω) ̸= TRC(G,Ω), for instance the natural action of Sym(Ω).

1.1.2 Tuples

In this section we give an alternative approach to the notion of relational complexity based on [26]. We
then show that it coincides with the approach of the previous section. As before G is a permutation group
on a finite set Ω.

Definition 1.1.8. Let 2 ≤ r ≤ n be positive integers, and let I = (I1, . . . , In) and J = (J1, . . . , Jn) be
elements of Ωn. We say that I and J are r-subtuple complete with respect to G if, for all k1, k2, . . . , kr
integers with 1 ≤ k1, k2, . . . , kr ≤ n, there exists g ∈ G with Igki = Jki for i ∈ {1, . . . , r}. In this case we
write I∼r J .

Note that if I∼r J and u ≤ r, then I∼u J .

Definition 1.1.9. The permutation group G has tuple relational complexity equal to s if the following two
conditions hold:

1. if n ≥ s is any integer and I, J are elements of Ωn such that I ∼s J , then there exists g ∈ G such
that Ig = J .

2. s ≥ 2 is the smallest integer for which (1) holds.

We write TRC(G,Ω) for the tuple relational complexity of the permutation group G.

Put another way, the tuple relational complexity of G is the smallest integer s ≥ 2 such that

I∼s J =⇒ I∼n J,

for any integer n ≥ s, and any pair of n-tuples I and J .
It is not immediately clear, a priori, that TRC(G,Ω) exists for every permutation group G on the set

Ω. The next lemma deals with this concern.
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Lemma 1.1.10. If SRC(G,Ω) = s, then TRC(G,Ω) exists and is bounded above by s.

Proof. Let n ≥ 2 be some integer, and let I and J be subsets of Ωn such that I∼s J . We must prove that
there exists g ∈ G such that Ig = J .

Let R be a homogeneous relational structure of arity s for which G = Aut(R). Write {I} (resp. {J})
for the underlying set associated with the n-tuple I (resp. J); as s ≥ 2, these sets must be of equal
cardinality bounded above by n. Now consider the induced substructures R{I} and R{J} and consider the
map h : R{I} → R{J} for which h(Ii) = Ji for all i ∈ {1, . . . , n}.

We claim that h is an isomorphism of relational structures. Let (Ii1 , . . . , Iiu) be an element of some
relation Rj in R{I}. Note that u ≤ s and recall that I ∼u J with respect to the action of G. Thus there
exists g ∈ G such that

(Ji1 , . . . , Jiu) = (Ii1 , . . . , Iiu)
g.

Then, since g ∈ Aut(R), we conclude that (Ji1 , . . . , Jiu) is an element of relation Rj in R{J}. We conclude
that h is an isomorphism as required.

Now, since R is homogeneous, there exists g ∈ G = Aut(R) such that g|{I} = h; in particular Ig = J ,
as required.

Lemma 1.1.11. SRC(G,Ω) ≤ TRC(G,Ω).

Proof. Let r = TRC(G,Ω). Define R = (Ω, R1, . . . , Rk), where R1, . . . , Rk are the orbits of G on Ωi for all
i ∈ {1, . . . , r}.

Clearly G ≤ Aut(R). Suppose that σ ∈ Aut(R), and let I = (ω1, . . . , ωt) be a t-tuple of distinct
elements of Ω, where t = |Ω| (so every entry of Ω occurs as an entry in I). Then I∼r Iσ, and so there exists
g ∈ G such that Ig = Iσ. This implies that σ = g, and so Aut(R) ≤ G. We conclude that G = Aut(R).

We must show that R is homogeneous. Let Γ and ∆ be subsets of Ω of size s such that there exists
an isomorphism φ : RΓ → R∆. Furthermore, let I = (γ1, . . . , γs) be an s-tuple of distinct elements of
Γ. Suppose first s ≤ r. Since R contains all the orbits of G on Ωs and since RΓ

∼= R∆, we deduce that
I and φ(I) are in the same G-orbit, that is, there exists g ∈ G such that Ig = φ(I). Thus φ = g|Γ, as
required. Suppose next s > r. Since all r-subtuples of I occur as relations in R and since RΓ

∼= R∆, we
conclude that I ∼r φ(I). Since r = TRC(G,Ω), we deduce I ∼s φ(I). As before, this implies that there
exists g ∈ G = Aut(R) such that Ig = φ(I); in other words φ = g|Γ, as required.

Corollary 1.1.12. SRC(G,Ω) = TRC(G,Ω).

In light of this corollary, we now drop the distinction between the two types of relational complexity:

Definition 1.1.13. The relational complexity of G is equal to the tuple relational complexity of G (and
hence also equal to the structural relational complexity of G), and is denoted RC(G,Ω).

In particular, a permutation group G ≤ Sym(Ω) is called binary if RC(G,Ω) = 2.

Our definition of relational complexity has, to this point, pertained only to permutation groups, i.e. to
faithful group actions. It is convenient to extend this definition now to any group action:

Definition 1.1.14. Suppose that a group G acts on a set Ω. The relational complexity of the action,
denoted RC(G,Ω), is the relational complexity of the permutation group induced by the action of G on Ω.

Note, finally, that in [26] the word arity is used as a synonym for relational complexity.

1.2 Basics: Some key examples

Our focus in this monograph is on actions with small relational complexity, thus the examples we present
below are skewed in this direction. In particular, all of the actions listed in Conjecture 1.1 are discussed.
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As we shall see, there are times when the structural definition of relational complexity is easiest to
work with, and times when we prefer the tuple definition.

Before we outline the primary examples, we need to say a few words about the third family in Conjec-
ture 1.1. This family consists of all groups isomorphic to an affine orthogonal group V ⋊ O(V ) with V a
vector space over a finite field equipped with a non-degenerate anisotropic quadratic form, acting on itself
by translation, with complement the full orthogonal group O(V ). It is a straightforward consequence of
the classification of non-degenerate quadratic forms that if V admits an anisotropic quadratic form Q (i.e.
one for which Q(v) ̸= 0 for all v ∈ V \ {0})3, then dim(V ) ≤ 2. We will split this family into two smaller
families according to whether dim(V ) is 1 or 2;

3a. dim(V ) = 1: the associated group G is isomorphic to Fq ⋊C2, where C2 acts as −1 on the finite field
Fq with q elements, and the action is on Ω = Fq. For G to be primitive we require that q is prime,
and we obtain that G is isomorphic to the dihedral group of order 2q, with the action being on the
q-gon, as usual.

3b. dim(V ) = 2 and the associated quadratic form is of minus type: the associated group G is isomorphic
to F2

q ⋊O−
2 (q)

∼= F2
q ⋊D2(q+1), where D2(q+1) is a dihedral group of order 2(q + 1).

It is interesting to observe that, if we consider the relational complexity for infinite permutation groups,
then this family gives rise to examples of infinite binary permutation groups. In Example 1.2.5, regardless
of the dimension of V and regardless of the field of definition of V , we show that if Q is any anisotropic
quadratic form over the vector space V , then the affine permutation group V ⋊O(V ) is binary in its action
on V . The fact that dimV ≤ 2 for vector spaces over finite fields is therefore only accidental and due to
the classification of quadratic forms. For instance, if the vector space V is over the real numbers R or over
the rational numbers Q, then dimV can be arbitrarily large. Indeed, for every ℓ ≥ 1, x21 + · · · + x2ℓ is an
anisotropic quadratic form for Rℓ or Qℓ.

First, let us observe that the relational complexity of the natural action of the symmetric group is as
small as it can possibly be.

Example 1.2.1. Consider the natural action of G = Sym(t) on the set Ω = {1, . . . , t}. Define

R = {(i, j) | 1 ≤ i, j ≤ t and i ̸= j}.

Then R = (Ω, R) is the complete directed graph, R is homogeneous and G = Aut(R). We conclude
immediately that RC(G,Ω) = 2.

Note that the first family of permutation groups listed in Conjecture 1.1 is precisely the family of finite
symmetric groups in their natural action.

In many group-theoretic respects, the alternating group is very like the symmetric group. The next
example shows that relational complexity does not conform to this rule-of-thumb: while, as we have just
seen, the natural action of the symmetric group has relational complexity as small as it can possibly be,
the natural action of the alternating group has relational complexity as large as it can possibly be.

Example 1.2.2. Consider the natural action of G = Alt(t) on the set Ω = {1, . . . , t}. Consider the tuples

I = (1, 2, 3, . . . , t) and J = (2, 1, 3, . . . , t).

It is straightforward to check that I∼t−2J ; it is equally clear that the only permutation h for which Ih = J
is h = (1, 2) ̸∈ G. We conclude that RC(G,Ω) ≥ t− 1. Now Example 1.1.6 implies that RC(G,Ω) = t− 1.

3It may be perhaps better to call such a Q a non-singular form rather than an anisotropic form – a vector v is generally
called singular if Q(v) = 0, and isotropic if β(v,v) = 0 where β is the polar form of Q. If the characteristic of the field is odd,
these two definitions coincide, however in characteristic 2 this is not the case. Our definition of an anisotropic form requires
that the only singular vector for Q is the zero vector, but note that all vectors are isotropic in the characteristic 2 case. In
any case, we will stick to calling such a Q anisotropic as it is consistent with what has come before in the literature.
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The previous two examples are a salutary warning that, in general, relational complexity behaves badly
with respect to subgroups. All is not lost however: Lemma 1.7.2 shows that the relational complexity of a
group is related to that of some of its subgroups.

Our first aim is to understand the actions listed in Conjecture 1.1. Note that the Families 2 and 3a
(using the notation at the start of this section) consist of primitive actions with very small point-stabilizers
(size 1 and 2, respectively). In the next couple of examples we consider this situation.

Example 1.2.3. If G acts regularly on Ω, then RC(G,Ω) is binary.
Proof: Suppose that I = (I1, . . . , In) and J = (J1, . . . , Jn) satisfy I ∼2 J . For i ∈ {1, . . . , n − 1},

let gi be an element of G that satisfies Igii = Ji and Igii+1 = Ji+1. The regularity of G implies that, for
j ∈ {1, . . . , n}, there is a unique element of G satisfying Igj = Jj . This fact, applied with j = 2, implies
that g1 = g2; then applied with j = 3, implies that g2 = g3, and so on. Thus g1 = · · · = gn−1; calling this
element g, we see that Ig = J and we conclude that I∼n J , as required.

Recall that the only regular primitive actions are associated with cyclic groups of prime order; we see,
then, that the second family of groups in Conjecture 1.1 are precisely the regular primitive groups.

Example 1.2.4. Suppose that G is transitive and a point-stabilizer H has size 2, and suppose that x is
the non-trivial element in H. Let C = xG be the conjugacy class of x in G. Then

RC(G) =

{
2, if C ̸⊆ C2;

3, otherwise.

Proof: It is an easy exercise to verify that, under these assumptions, RC(G) ≤ 3. One can use, for
instance, Lemma 1.5.1 below.

Since RC(G) ≤ 3, it is clear that a pair of n-tuples will be n-subtuple complete if and only if they
are 3-subtuple complete. Thus, if there exists an n-tuple that is 2-subtuple complete but not n-subtuple
complete, then there must exist a 3-tuple that is 2-subtuple complete but not 3-subtuple complete.

Suppose that G is not binary, and let (P,Q) = ((P1, P2, P3), (Q1, Q2, Q3)) be a pair of 3-tuples that is
2-subtuple complete but not 3-subtuple complete. Then there is, by assumption, an element g of G that
maps (P1, P2) to (Q1, Q2). Replacing Q by Qg−1

and relabelling, we conclude that there exists a pair

((P1, P2, P3), (P1, P2, P4))

that is 2-subtuple complete but not 3-subtuple complete, in particular P3 ̸= P4. Write Hi for the stabilizer
of Pi, and let xi be the non-trivial element of Hi. Then we must have

P x1
3 = P x2

3 = P4.

Since (P,Q) is not 3-subtuple complete, x1 ̸= x2, otherwise P x1 = Q. Moreover, since P x1x2
3 = P3, we

conclude that x1x2 is the non-trivial element in H3. Thus C ⊆ C2, as required.
Suppose now that C ⊆ C2. Let x1, x2, x3 ∈ C with x3 = x1x2. In particular, there exist three

points P1, P2 and P3 with GP1 = ⟨x1⟩, GP2 = ⟨x2⟩ and GP3 = ⟨x3⟩. Set P4 := P x1
3 . We claim that

((P1, P2, P3), (P1, P2, P4)) is a pair of 3-tuples that is 2-subtuple complete. In fact,

(P1, P2)
1G = (P1, P2),

(P1, P3)
x1 = (P x1

1 , P x1
3 ) = (P1, P4),

(P2, P3)
x2 = (P x2

2 , P x2
3 ) = (P2, P

x3x2
3 ) = (P2, P

x1
3 ) = (P2, P4).

If this pair is 3-subtuple complete, then there exists g ∈ G with P g
1 = P1, P

g
2 = P2 and P g

3 = P4. In
particular, g ∈ ⟨x1⟩ ∩ ⟨x2⟩. If g = 1, then P3 = P4 = P x1

3 and hence x1 ∈ ⟨x3⟩. This gives x1 = x3
and hence x2 = 1 because x1x2 = x3. However, this is a contradiction. Thus g = x1 = x2 and hence
x3 = x1x2 = 1, again a contradiction. Therefore, ((P1, P2, P3), (P1, P2, P4)) is a pair of 3-tuples that are
2-subtuple complete but that are not 3-subtuple complete; hence G is not binary.
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There is an important special case which occurs when point-stabilizers are of size 2, and G has a regular
normal subgroup N . In this case it follows immediately that C ̸⊆ C2 (where C is as in Example 1.2.4),
and thus RC(G,Ω) = 2. Such an action is primitive if and only if N is of prime order, and we now see
that Family 3a pertaining to Conjecture 1.1 is precisely this.4

Our next example addresses Family 3b in Conjecture 1.1.

Example 1.2.5. This example is Lemma 1.1 of [21]. We identify Ω with a vector space V over a field
F , such that V is endowed with a quadratic form Q such that Q is anisotropic, i.e. Q(v) ̸= 0 for all
v ∈ V \ {0}. We set G = V ⋊O(V ), where O(V ) is the isometry group of the form Q, and the semidirect
product is the natural one, as is the action of G on Ω = V .

Let us see that this action is binary. Let n be a positive integer, and assume that u = (u0, . . . , un) and
u′ = (u′0, . . . , u

′
n) satisfy u∼2 u′. Let us show that u ∼n+ 1u

′. We may suppose, without loss of generality
that u0 = u′0 = 0.

Note that u∼2 u′ implies that Q(ui) = Q(u′i) for all i ∈ {1, . . . , n}. What is more, since the isometry
group also preserves the polar form β of Q, u∼2 u′ also implies that

β(ui, uj) = β(u′i, u
′
j),

for any 1 ≤ i, j ≤ n. This, in turn, implies that

Q

 n∑
j=1

cjuj

 = Q

 n∑
j=1

cju
′
j

 , (1.2.1)

for any choice of scalars c1, . . . , cn ∈ F .
Let W = span(u), and let W ′ = span(u′) and suppose, without loss of generality, that u1, . . . , um is a

basis for W (for m = dim(W )). We claim that then u′1, . . . , u
′
m is a basis for W ′. To see this, it is enough

to show that if u1, . . . , uk are linearly independent, then so too are u′1, . . . , u
′
k. Suppose that c1, . . . , ck ∈ F

such that c1u
′
1 + · · ·+ cku

′
k = 0. Then, clearly,

Q(c1u
′
1 + · · ·+ cku

′
k) = Q(0) = 0.

But, by the observation above, this implies that Q(c1u1 + · · ·+ ckuk) = 0, which implies that c1u1 + · · ·+
ckuk = 0, which in turn implies that c1 = · · · = ck = 0. The claim follows.

Now we can define an isometry f : W → W ′ by setting f(ui) = u′i for i ∈ {1, . . . ,m}, and extending
linearly. Then Witt’s Lemma implies that there exists g ∈ O(V ) such that ugi = u′i for all i ∈ {1, . . . ,m}.

4The problem of specifying relational complexity when point-stabilizers have size 2 is now reduced to the problem of
studying when C, a certain conjugacy class of involutions, satisfies C ⊆ C2. This problem is, in general, difficult, however one
potential avenue of investigation is via the class constants of the finite group G, denoted aijv. For any conjugacy class Ci in
a group G, we define Ĉi =

∑
c∈Ci

ci to be the class sum of Ci in the group algebra CG. Now write

ĈiĈj =

k∑
v=1

aijvĈv,

where k is the number of conjugacy classes in G. The non-negative integers aijv for 1 ≤ i, j, v ≤ k are the class constants of
G. Now a well-known formula asserts that

aijv =
|Ci||Cj |

|G|
∑

χ∈IrrC(G)

χ(gi)χ(gj)χ(g
−1
v )

χ(1)
.

We conclude, therefore, that if a point-stabilizer H = ⟨x⟩ has size 2, then RC(G) = 2 if and only if∑
χ∈IrrC(G)

χ(x)3

χ(1)
= 0.



1.2. BASICS: SOME KEY EXAMPLES 13

Let us now consider m < i ≤ n. Write ui =
∑m

j=1 cjuj and now, observe that (1.2.1) yields that

Q

u′i −
m∑
j=1

cju
′
j

 = Q

ui −
n∑

j=1

cjuj

 = Q(0) = 0.

Now the fact that Q is anisotropic implies that u′i−
m∑
j=1

cju
′
j = 0, and we conclude that ugi = u′i, as required.

All of the examples considered so far have been transitive. Let us briefly consider what can happen
with intransitive actions.

Example 1.2.6. Suppose that the action of G on Ω is intransitive with orbits ∆1, . . . ,∆v. It is immediate
from the definition that

RC(G,Ω) ≥ max{RC(G,∆1),RC(G,∆2), . . . ,RC(G,∆v)}.

On the other hand, let n ≥ 3 and consider the intransitive action of G = Sym(n) with two orbits, where
the action on the first orbit is the natural one of degree n, and the second orbit is of size 2. Clearly the
action of G on each orbit is binary; on the other hand, one can check directly that RC(G,Ω) = n = t− 2.

This example suggests that the problem of calculating the relational complexity of intransitive actions
may be rather difficult.

1.2.1 Existing results on relational complexity

Results on relational complexity above and beyond the basic examples discussed above are hard to obtain.
Nearly all of the important results are due to Cherlin, and his co-authors, and we briefly mention some of
these here. The first result is stated in [20], with a small correction in [21].

Theorem 1.2.7. Let Ω be the set of all k-subsets of the set {1, . . . , n} with 2k ≤ n. If G = Sym(n), then
RC(G,Ω) = 2 + ⌊log2 k⌋. If G = Alt(n), then

RC(G,Ω) =


n− 1, if k = 1;

max(n− 2, 3), if k = 2;

n− 2, if k ≥ 3 and n = 2k + 2;

n− 3, otherwise.

The actions of the symmetric and alternating groups on partitions, rather than k-sets, are currently
being studied by Cherlin and Wiscons [24]. The only general result to date is for Sym(2n) and Alt(2n)
acting on Ω, the set of partitions of 2n into n blocks of size 2 (so, for G = Sym(2n), this is the action on
cosets of a maximal imprimitive subgroup of form Sym(2)wr Sym(n)). The result they have obtained for
n ≥ 2 is as follows:

RC(Sym(2n),Ω) = n;

RC(Alt(2n),Ω) =


2, n = 2;

4, n ∈ {3, 4};
n, n > 3 and n ≡ 0, 1, 3, 5 (mod 6);

n− 1, n > 4 and n ≡ 2, 4 (mod 6).

As we shall see below (Theorem 1.5.2), when considering large relational complexity, an important
family of actions involves groups G which are subgroups of Sym(m) wr Sym(r) containing (Alt(m))r, where
the action of Sym(m) is on k-subsets of {1, . . . ,m} and the wreath product has the product action of degree
t =

(
m
k

)r
. The particular situation where G = Sym(m) wr Sym(r) is studied in [26]. We summarise some

of the results there, using the notation just established.
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Theorem 1.2.8. Let G = Sym(m) wr Sym(r) acting on a set Ω of size t =
(
m
k

)r
, as described.

1. If m = 2, then k = 1 and RC(G,Ω) = 2 + ⌊log2 r⌋.

2. If k = 1, then RC(G,Ω) ≤ m+ ⌊log2 r⌋.

3. RC(G,Ω) ≤ ⌊2 + log2 k⌋⌊1 + log2 r⌋ with equality if m ≥ 2k⌊1 + log2 r⌋.

The particular situation where k = 1 and G = Sym(m) wr Sym(r) (so we are considering the natural
product action of degree mr) has been taken much further in a series of papers by Saracino [89, 90, 91].
Saracino’s results effectively yield an exact value for the relational complexity of this family of actions. We
do not write this value here as the precise formulation of the results is slightly involved; instead we refer
to [26, §6] and to the papers of Saracino, particularly the first.

1.3 Motivation: On homogeneity

In his paper [20], Cherlin chooses a quote from Aschbacher as an epigraph. This quote, plus some more,
goes as follows:

Define an object X in a category C to possess the Witt property if, whenever Y and Z are
subobjects of X and α : Y → Z is an isomorphism, then α extends to an automorphism of
X. Witt’s Lemma says that orthogonal spaces, symplectic spaces, and unitary spaces have the
Witt property in the category of spaces with forms and isometries. All objects in the category
of sets and functions have the Witt property. But in most categories few objects have the Witt
property; those that do are very well behaved indeed. If X is an object with the Witt property
and G is its group of automorphisms, then the representation of G on X is usually an excellent
tool for studying G. [3, pp. 81, 82]

One should think of “the Witt property” as a generalization of the notion of homogeneity which we have
introduced in the specific setting of relational structures. The study of homogeneous objects in different
categories has a long and interesting history.5

Before discussing this history, let us delve a little deeper into why such objects have received attention:
Aschbacher’s answer is given above. This approach has its roots in the Erlangen Programme of Klein, in
which the key features of a particular “geometry” define, and are defined by, the group of automorphisms
of said geometry. The idea here is that one studies the geometry in question, one deduces information
about the geometry, which one then reinterprets as information about the associated group; one can use
this information about the group to deduce further information about the geometry and so on. Thus the
process of mathematical inquiry moves back-and-forth between geometrical study and algebraic (group
theoretic).

The efficacy of this approach varies considerably – if an object has a very small automorphism group
for instance, then group theory may provide very little insight. On the other hand, as Aschbacher suggests,
this approach is most spectacularly successful when the object in question is homogeneous. Indeed the two
examples which Aschbacher mentions clearly illustrate the success of this approach.

First, we note that the category of sets and functions have the Witt property. If we restrict ourselves to
finite objects in this category, then the associated automorphism groups are the finite symmetric groups,
Sym(n). Of course, all of the basic group-theoretical information about these groups is most naturally
expressed in the language of their natural (homogeneous) action on a set of size n. This includes their
conjugacy class structure (via cycle type), and their subgroup structure (via the O’Nan–Scott Theorem
[2, 93]; see also [72]).

5There is some inconsistency in terminology across the literature – homogeneity as we have defined it here is sometimes
called “ultra-homogeneity” while homogeneity refers to a strictly weaker property.
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Second, in the category of spaces with forms, basic linear algebra asserts that objects associated with
a zero form (i.e. naked vector spaces) have the Witt property; Witt’s Lemma extends this to cover objects
associated with either a non-degenerate quadratic or non-degenerate sesquilinear form. Again, restricting
ourselves to finite such objects, we obtain the finite classical groups as the associated automorphism
groups. As before, the basic group-theoretical properties of these groups are most naturally expressed
in the language of their natural homogeneous action on the associated vector space. This includes their
conjugacy class structure (via rational canonical form for GLn(q), and the variants due to Wall for the
other classical groups [103]), and their subgroup structure (via Aschbacher’s Theorem [1]).

In light of all this, a natural question when studying some (permutation) group G is whether we can
find an object in some category on which G acts homogeneously. Example 1.1.6 gives an easy answer to
this: it turns out that there is always such an object in the category of relational structures. The bad news
is that the object provided by Example 1.1.6 is little more than an encoding of the complete structure of
the permutation group in terms of a relational structure – studying the structure RG will hardly be easier
than studying the original group and its associated action.

The investigation of relational complexity seeks to remedy this disappointing state of affairs: given a
group G and an associated action, RC(G,Ω) gives us an indication of the efficiency with which we can
build a relational structure on which G can act homogeneously. From this point of view, an “efficient”
representation of G acting homogeneously on a relational structure is one for which the arity of the structure
is as small as possible.

There is an alternative way of viewing efficiency in this context where one is, instead, interested in
using relational structures with as few relations as possible (but not necessarily worrying about the arity
of the relations used). We will not pursue this point of view here, but we refer to [53] (for the primitive
case) and to [22] (for the general case), for results that pertain to this approach.

1.3.1 Existing results on homogeneity

We briefly review some important results on homogeneity for particular finite relational structures.
The classification of homogeneous graphs was partially completed by Sheehan [96], and then completely

by Gardiner [42]. Indeed, Gardiner’s result applies to a wider class of graphs than those we would call
homogeneous. This classification was then extended by Lachlan to homogeneous digraphs [61].

In order to state these results we need some terminology: a digraph, Γ, is an ordered pair (V (Γ), E(Γ)),
where V (Γ) is a non-empty set, and E(Γ) is an irreflexive binary relation on that set. The digraph is
symmetric (resp. anti-symmetric) if, whenever (x, y) ∈ E(Γ), we have (y, x) in (resp. not in) E(Γ). So a
symmetric digraph is the object commonly called a graph in the literature.

If Γ and ∆ are two digraphs, then we can construct two new digraphs with vertex set V (Γ)× V (∆):

1. in the composition of Γ and ∆, Γ[∆], vertices (u1, v1) and (u2, v2) are connected if and only if
(u1, u2) ∈ E(Γ), or u1 = u2 and (v1, v2) ∈ E(∆);

2. in the direct product of Γ and ∆, Γ × ∆ vertices (u1, v1) and (u2, v2) are connected if and only if
(u1, u2) ∈ E(Γ) and (v1, v2) ∈ E(∆).

We write Kn for the complete (symmetric di)graph on n vertices. We also define two infinite families
of graphs, both indexed by a parameter n ∈ Z with n ≥ 3:

1. Λn is the digraph with vertex set {0, 1, . . . , n−1} and (x, y) ∈ E(Γn) if and only if x−y ≡ 1 (mod n);

2. ∆n is the symmetric digraph with vertex set {0, 1, . . . , n − 1} and (x, y) ∈ E(∆n) if and only if
x− y ≡ ±1 (mod n).

Thus Λn is the directed cycle on n vertices, and ∆n is the undirected cycle on n vertices. Let S
(resp. A) denote the set of homogeneous symmetric (resp. antisymmetric) digraphs. We write Γ for the
complement of Γ. Then Gardiner’s result is the following:
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(a) H0 (b) H1 (c) H2

Figure 1.1: Three homogeneous digraphs. The presence of an undirected edge {v, w} in the diagrams for
H0 and H1 indicates that both directed edges between v and w are present. In the diagram for H2 we have
omitted most of the directed edges. To obtain the remaining edges, note first that each vertex in H2 has
a unique mate, to which it is connected by an undirected edge (indicated in the diagram). Next, let v and
w be vertices, and let w′ be the mate of w. Finally, if (v, w) is a directed edge, then (w′, v) is a directed
edge, and if (w, v) is a directed edge, then (v, w′) is a directed edge. This leads to the insertion of another
36 directed edges.

Theorem 1.3.1. A digraph Γ is in S if and only if Γ or Γ is isomorphic to one of

∆5, K3 ×K3, Km[Kn],

where m,n ∈ Z+.

Now we will state Lachlan’s result in three stages. First we need to define three “sporadic homogeneous
digraphs”; this is done in Figure 1.1.

Second we classify the homogeneous antisymmetric digraphs.

Theorem 1.3.2. A digraph Γ is in A if and only if Γ is isomorphic to one of

Λ4, Kn, Kn[Λ3], Λ3[Kn], H0,

where n ∈ Z+.

Finally we can state Lachlan’s classification of homogeneous digraphs.

Theorem 1.3.3. A digraph Γ is homogeneous if and only if Γ or Γ is isomorphic to a digraph with one of
the following forms:

Kn[A], A[Kn], S, Λ3[S], S[Λ3], H1, H2,

where n ∈ Z+, A ∈ A and S ∈ S.

Lachlan’s result, expressed in our terms, is almost a classification of those homogeneous relational
structures R = (Ω, R1) such that R1 is binary. We write “almost” because Lachlan imposes the condi-
tion that R1 is irreflexive whereas we make no such restriction in our definition of a relational struture.
Nonetheless, given that in this monograph we are focusing on transitive actions, Lachlan’s result does yield
the classification of homogeneous relational structures as we have defined them: any relational structure
R = (Ω, R1) for which R1 is binary and Aut(R) is transitive on Ω, will either be precisely of the form
listed in Theorem 1.3.3, or else will be of the form listed in Theorem 1.3.3 with the addition of a loop at
every vertex. We have made no attempt to extend this classification to the situation where Aut(R) is not
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transitive on Ω although we note that in this situation, Aut(R) would have exactly two orbits on Ω – one
corresponding to vertices with loops, one corresponding to vertices without.

The groups Aut(Γ) for Γ appearing in Theorem 1.3.3 have not been explicitly listed to our knowledge.
Notice that Theorem 1.3.3 refers to the set S, which contains ∆5, and A, which contains Λ4. It is easy to
check that Aut(Λn) is the cyclic group of order n, Aut(∆n) is the dihedral group of order 2n and Aut(Kn)
is the symmetric group of degree n. It is slightly more involved to check the larger sporadic examples; the
automorphism group and the action on points (which is necessarily binary) are as follows:

1. Aut(K3 ×K3) = Sym(3)wr Sym(2) in the product action on 9 points;

2. Aut(H0) ∼= SL2(3) acting on the 8 cosets of a Sylow 3-subgroup;

3. Aut(H1) is the semidihedral group of order 16 – it has presentation ⟨x, y|x8 = y2, xy = x3⟩ – in an
action of degree 8;

4. Aut(H2) ∼= Alt(4) ⋊ C4 where C4 = ⟨x⟩ acts by conjugation on Alt(4) via gx = g(1,2,3,4) for all
g ∈ Alt(4); as an abstract group Aut(H2) ∼= (Alt(4)× 2).2, and the action is of degree 12.

In view of Theorem 1.3.3, to complete the list of the automorphism groups of homogeneous digraphs, we
need to study the automorphisms of the various graphs arising from the composition of two others. (For
instance, Aut(A[Kn]) and Aut(Kn[A]) for each A ∈ A.) In all of these cases, the automorphism group is
the wreath product of the automorphism groups of the two structures we are composing; this is because
the languages of the structures being composed are taken to be disjoint.

There are a multitude of results that extend Gardiner, Sheehan and Lachlan’s results to finite (di)graphs
with automorphism groups that satisfy weaker properties than homogeneity. We particularly mention
[48] which considers so-called set-homogeneous digraphs. In a different direction Cherlin has classified the
homogeneous countable digraphs [25] extending work of Lachlan and Woodrow classifying the homogeneous
countable graphs [64], and of Lachlan classifying the homogeneous countable tournaments [62].

Analogues for some of the given results exist for relational structures containing a single relation which
may not be binary. Lachlan and Tripp have classified the homogeneous 3-hypergraphs [65] and Cameron
has done the same for homogeneous k-hypergraphs with k ≥ 3 [17, Theorem 5.1]; these results are analogues
of Gardiner’s result for relational structures with a single relation. Devillers has studied a rather similar
problem in her work on homogeneous Steiner systems [37].

1.4 Motivation: On model theory

Cherlin’s conjecture arises from model theory considerations rooted in Lachlan’s theory of finite homoge-
neous relational structures (see, for instance, [60, 63]). We give a brief summary of some of the main ideas;
the origin of nearly everything we consider here is [20].

Let us consider a family of theorems indexed by parameters k and ℓ, with k, ℓ ∈ Z+ and ℓ ≥ 2. Theorem
(k, ℓ) is a full classification of the homogeneous relational structures with at most ℓ relations, and with arity
at most k. So, for instance, the first theorem we are likely to consider is Theorem (2, 1) which (modulo
the transitivity assumption we discussed above) is just Theorem 1.3.3, a result of Lachlan himself that
classifies finite binary relational structures with one relation; in other words finite simple homogeneous
directed graphs.

Lachlan’s theory of finite homogeneous relational structures asserted a number of facts about the form
of these theorems, and about the relationships between them. With regard to the form of the theorem,
Lachlan’s theory asserts that each theorem can be written as follows:

“A finite homogeneous relational structure of arity at most k with at most ℓ relations lies in
one of a number of infinite families, or else is one of a finite number of sporadic individuals.”
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The power of this assertion is in the restrictions which Lachlan placed upon the definition of the word
“family”: a family of finite homogeneous relational structures in Lachlan’s sense is an infinite collection of
structures that can be constructed from a single infinite relational structure via a set of explicitly described
operations.

With regard to the relationships between these theorems, Lachlan’s theory gives us information about
what the word “sporadic” means in these theorems. Specifically he asserts that any sporadic individual
cropping up in Theorem (k, ℓ), say, will appear later as part of an infinite family in Theorem (k′, ℓ′) for
some k′ ≥ k and ℓ′ ≥ ℓ. Thus the “sporadic-ness” of a particular homogeneous relational structure is, in
some sense, not genuine – rather, it is an artefact of restricting our investigations to particular values of k
and ℓ.

The significance of all of this from a group-theoretic point of view lies in Cherlin’s observation that
every finite permutation group can be viewed as the automorphism group of a homogeneous relational
structure – we demonstrated one way of seeing this in Example 1.1.6. This observation allows us to shift
our point of view on the family of theorems studied by Lachlan: we can think of them as being about finite
permutation groups.

In this setting the parameters k and ℓ can be seen as providing some kind of stratification on the universe
of finite permutations groups, and Lachlan’s results concerning “families” and “sporadic-ness” can be seen
as statements about groups as well as structures. Finally, we can rewrite the theorems themselves from a
group-theoretic point of view; they take the following form:

“Let G be the automorphism group of a homogeneous relational structure R on a set Ω of arity
at most k with at most ℓ relations. Then, viewed as a permutation group on Ω, G lies in one
of a number of infinite families, or else is one of a finite number of sporadic individuals.”

With this set-up, any given permutation group G will occur in an infinite number of Theorems (k, ℓ).
Typically, though, we are interested in the first such occurrence: we are interested in the pair (k, ℓ) for
which k is minimal, and having fixed k as this minimal value, we then seek the minimum possible value of
ℓ. The resulting pair (k, ℓ) is a measure of the complexity of G from the model-theoretic point of view or,
using the point of view espoused in §1.3, gives a measure of the efficiency with which G can be represented
as the automorphism group of a homogeneous relational structure.

Of course, plenty remains: we know that these theorems about finite permutation groups exist; we
know their form, and we know something about the relationships that exist between them. We would like
to know the statements of these theorems, and we would like to prove them!

As described in the previous section, this last task has only been completed for Theorem (2, 1) (and,
even then, with a small caveat). The main theorem of this monograph completes the task of ascertaining
which groups appear as primitive permutation groups in any Theorem (2, ℓ).

1.5 Motivation: Other important statistics

It turns out that relational complexity is closely connected to a number of other permutation group
statistics, some of which have received a great deal of attention in the literature. Our reference for the
following definitions is [5].

For Λ = {ω1, . . . , ωk} ⊆ Ω and for G ≤ Sym(Ω), we write G(Λ) or Gω1,ω2,...,ωk
for the point-wise

stabilizer. If G(Λ) = {1}, then we say that Λ is a base. The size of the smallest possible base is known as
the base size of G and is denoted b(G).

We say that a base is a minimal base if no proper subset of it is a base. We denote the maximum size
of a minimal base by B(G).

Given an ordered sequence of elements of Ω, [ω1, ω2, . . . , ωk], we can study the associated stabilizer
chain:

G ≥ Gω1 ≥ Gω1,ω2 ≥ Gω1,ω2,ω3 ≥ · · · ≥ Gω1,ω2,...,ωk
.
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If all the inclusions given above are strict, then the stabilizer chain is called irredundant. If, furthermore,
the group Gω1,ω2,...,ωk

is trivial, then the sequence [ω1, ω2, . . . , ωk] is called an irredundant base. The size
of the longest possible irredundant base is denoted I(G).

Finally, let Λ be any subset of Ω. We say that Λ is an independent set if its point-wise stabilizer is not
equal to the point-wise stabilizer of any proper subset of Λ. We define the height of G to be the maximum
size of an independent set, and we denote this quantity by H(G).

Note that if G is a transitive permutation group on a set Ω, then H(G) = 1 if and only if G is regular;
similarly, H(G) = 2 if and only if the stabilizer of a point is a non-trivial TI-subgroup of G. (Recall that
X is said to be a non-trivial TI-subgroup of a group G if X is a proper subgroup of G and X ∩Xg = 1,
for every g ∈ G \NG(X).)

There is a basic connection between the four statistics we have defined so far:

b(G) ≤ B(G) ≤ H(G) ≤ I(G) ≤ b(G) log t. (1.5.1)

Recall that in this document, if the base is not specified, then “log” always means “log to the base 2”;
recall, also, that t = |Ω|. Let us see why (1.5.1) is true:

The first inequality is obvious. For the second, suppose that Λ is a minimal base; then Λ is an
independent set. For the third, suppose that Λ := {ω1, ω2, . . . , ωk} is an independent set and observe that

G > Gω1 > Gω1,ω2 > Gω1,ω2,ω3 > · · · > Gω1,ω2,...,ωk

is a strictly decreasing sequence of stabilizers. In particular, [ω1, ω2, . . . , ωk] is irredundant and we may
extend this irredundant sequence to an irredundant base. Hence H(G) ≤ I(G).

The fourth inequality has been attributed to Blaha [7] who, in turn, describes it as an “observation of
Babai” [4]. Suppose that G has a base of size b = b(G). Then, in particular |G| ≤ tb. On the other hand,
any irredundant base and any independent set have size at most log |G|. We conclude that I(G) ≤ log(tb),
and the result follows.

We are ready to connect relational complexity to the four statistics we have just defined. The key result
is the following.

Lemma 1.5.1. RC(G) ≤ H(G) + 1.

Proof. Let h = H(G) and consider a pair (I, J) ∈ Ωn such that I∼h+1J . We must show that I∼n J .
Observe that we can reorder the tuples without affecting their subtuple completeness. Hence, without

loss of generality, we can assume that

GI1 > GI1,I2 > · · · > GI1,I2,...,Iℓ ,

for some ℓ ≤ h and then this chain stabilizers, i.e.

GI1,...,Iℓ = GI1,...,Iℓ+j
,

for all 1 ≤ j ≤ n − ℓ. From the assumption of h-subtuple completeness it follows that there exists an
element g ∈ G such that Igi = Ji for all 1 ≤ i ≤ ℓ and observe that the set of all such elements g forms a
coset of GI1,...,Iℓ .

The assumption of (h + 1)-subtuple completeness implies, moreover, that for all 1 ≤ j ≤ n − ℓ there
exists gj ∈ G such that {

I
gj
i = Ji, for 1 ≤ i ≤ ℓ,

I
gj
ℓ+j = Jℓ+j .

The set of all such elements gj forms a coset of GI1,...,Iℓ,Iℓ+j
, which is, again, a coset of GI1,...,Iℓ . Since any

coset of GI1,...,Iℓ is defined by the image of the points I1, . . . , Iℓ under an element of the coset, we conclude
that elements of the same coset of GI1,...,Iℓ map Iℓ+j to Jℓ+j for all 1 ≤ j ≤ n− ℓ. In particular, I∼n J , as
required.
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Lemma 1.5.1 has been exploited in [44], where an upper bound on the height of a primitive permutation
group is proved, from which the obvious upper bound on relational complexity is deduced. The main result
on height is the following:

Theorem 1.5.2. Let G be a finite primitive group of degree t. Then one of the following holds:

1. G is a subgroup of Sym(m)wr Sym(r) containing (Alt(m))r, where the action of Sym (m) is on k-
subsets of {1, . . . ,m} and the wreath product has the product action of degree t =

(
m
k

)r
;

2. H(G) < 9 log t.

Note that various members of the family listed at item (1) of Theorem 1.5.2 genuinely violate the bound
at item (2): for example, when r = k = 1, we obtain the groups Sym(t) and Alt(t) in their natural action,
for which the height is t − 1 and t − 2, respectively. In fact, though, we do not know the exact height of
the groups listed at item (1) for all possible values of k, m and r.

The proof of Theorem 1.5.2 exploits the rich array of results in the literature giving bounds on b(G)
for various families of permutation groups. In particular, use is made of the proof of the Cameron-Kantor
conjecture [19] by Liebeck and Shalev [81], and of Cameron’s follow-up conjecture giving a value for the
associated constant [18] by many authors [11, 13, 14, 15]. These results mean that, in the almost simple
case, work is only required for the so-called “standard actions”.

Theorem 1.5.2 is an analogue of an existing result for b(G) [71]; now (1.5.1) and Lemma 1.5.1 yield
analogues for B(G) and RC(G). With this result for RC(G), and with the proof of Conjecture 1.1, we now
have a good handle on those permutation groups G for which RC(G) is either very large, or as small as
possible. In the case where RC(G) is large, work remains to be done to ascertain the relational complexity
of the groups listed at item (1) of the theorem; the most important results in this direction can be found
in [26], and we summarised some of these above in Theorem 1.2.8.

The relationship between the various statistics occurring in (1.5.1), and between these statistics and
RC(G) is an intriguing area of investigation, although not one that has hitherto received much attention.
Cherlin and Wiscons have started to study some of these questions, and we mention two of their remarks
[23]:

1. From computational evidence, it appears that RC(G) and H(G) are “close” (say, RC(G) ≥ H(G)−3).
The obvious exceptions to this rule of thumb are the symmetric groups in their natural action; more
generally, among primitive groups of degree at most 100, the only groups for which RC(G) < H(G)−3
are various members of the family listed at item (1) of Theorem 1.5.2.

2. Again, from computational evidence, more often than not, it appears that B(G) and H(G) coincide
for primitive groups. Moreover, for all primitive groups of degree at most 100, H(G)− B(G) ≤ 3.

We shy away from making conjectures about the general pattern for larger n but, still, these lines of inquiry
seem promising.

1.6 Beyond the binary conjecture

In addition to the discussion above about possible future work, we briefly discuss two questions that
naturally arise as follow-ups to the proof of Conjecture 1.1.

First, is it possible to generalize our classification of the finite binary primitive permutation groups to
a classification of the finite binary transitive permutation groups?

The first thing to observe is that this extended classification will necessarily include all finite groups in
their regular action (see Example 1.2.3). Perhaps, then, we should look first for some kind of intermediate
extension that is not quite so general.

One interesting line of inquiry was suggested to us by Cherlin: Suppose that a finite group G acts on
the set of cosets of a subgroup M and that this action is binary. We say that this action is minimal binary
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if, for every subgroup K with M < K < G, the action of G on the set of cosets of K is not binary. Since, as
we have just observed, the regular action of G is binary, we know that every finite group G has a minimal
binary action (and maybe more than one). Ideally we would like to be able to describe the minimal binary
actions of an arbitrary finite group G but even this seems very challenging.

In the first instance one could ask about the minimal binary actions of the (non-abelian) simple groups.
In this context Corollary 1.4 tells us that these actions will not be primitive. Is it possible that the regular
action may be minimal binary in many cases? To prove this one would need to show that all of the
non-regular transitive actions of a given simple group G are non-binary. Many of the techniques in this
manuscript would be of potential aid in constructing such a proof.

We should emphasise however that, even were one able to completely describe the minimal binary
actions of a large class of finite groups, it may be far from straightforward to extend this description to all
binary actions of that class.

Our second question is this: can one prove a statement analogous to Conjecture 1.4 for groups with
larger relational complexity? For now let us briefly discuss the case where G is a primitive permutation
group on a set Ω with RC(G,Ω) = 3.

In this case it is not yet clear what to conjecture as there seem to be many more examples than in the
binary case: for instance, Scott Hudson has proved in his thesis that if G is a simple group and M is a
maximal subgroup of G that is dihedral, then RC(G, (G : M)) ≤ 3 [50]. This result implies the existence
of infinite families of primitive ternary permutation groups with G = PSL2(q) or G = 2B2(q).

A second setting where primitive ternary permutation groups turn up is for the group AΓL1(q) in the
usual action on q + 1 points; in this setting relational complexity is either 3 or 4, depending on q. The
problem of proving exactly when RC(G,Ω) = 3, even for this specific family, is already difficult.

1.7 Methods: basic lemmas

Most of the results in this section were first written down in [34, 45, 46]. All of these papers were focused
on showing that certain group actions are not binary, hence the lemmas we present here tend to yield lower
bounds for relational complexity.

As always G is a group acting on a set Ω. In what follows, we will write I, J ∈ Ωn to mean that
n ≥ 2 is a positive integer and I, J are elements of Ωn; we will always assume that I = (I1, . . . , In) and
J = (J1, . . . , Jn). As above, for an integer k ≤ n, we will write I ∼k J to mean that the pair (I, J) is
k-subtuple complete.

Note finally that, in addition to the methods described in this section and the two that follow, there is
an extra methods section in Chapter ??: it turns out that when we come to dealing with Aschbacher’s S-
family of maximal subgroups of classical groups, some extra techniques are needed. These extra techniques,
which may have application in a wider setting, are collected in §??.

1.7.1 Relational complexity and subgroups

Examples 1.2.1 and 1.2.2 serve as a warning that relational complexity can behave badly with respect to
arbitrary subgroups of the group G. Nonetheless, something can still be said.

Lemma 1.7.1. Let G be a transitive permutation group on Ω and let M be a point-stabilizer in this action.
Let Λ be a non-trivial orbit of M . Then

RC(G,Ω) ≥ RC(M,Λ).

Note, in particular, that if G is binary, then the action of M on all non-trivial suborbits must be binary.
This will be useful later, particularly when we consider actions in which G is very large and M relatively
small (for instance, G = E8(2), and M = Aut(PSU3(8))), in which case it is sometimes possible to use
magma to list all of the transitive binary actions of M .
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Proof. Write α for an element of Ω stabilized by M . Let r = RC(M,Λ); then there exist I, J ∈ Λn such
that I∼r−1J and I ̸∼n J with respect to the action of M on Λ. But now observe that if we define

I∗ = (α, I1, . . . , In) and J∗ = (α, J1, . . . , Jn),

then I∗∼r−1J and I ≁n+1J
∗, and the result follows.

We write (G : M) here, and below, to mean the set of right cosets of M in G.

Lemma 1.7.2. Let M < H < G. Then RC(G, (G : M)) ≥ RC(H, (H : M)).

Proof. Write r = RC(H, (H : M)), and observe that Λ = (H : M) is a subset of Ω = (G : M). Then there
exist I, J ∈ Λn such that I∼r − 1J and I ̸∼n J with respect to the action of H.

We must show that I∼r − 1J and I ≁n J with respect to the action of G. That I∼r−1J with respect to the
action of G is immediate. Suppose that I ∼n J with respect to the action of G. Then there exists g ∈ G
such that Igi = Ji for all i ∈ {1, . . . , n}. Since Ii, Ji ∈ (H : M) for all i ∈ {1, . . . , n}, we must have g ∈ H.
But then I∼n J with respect to the action of H, which is a contradiction.

The proofs of Lemmas 1.7.1 and 1.7.2 can be interpreted structurally: Both concern a group G that
acts homogeneously on a relational structure R and transitively on its vertex set, with M the stabilizer
of a vertex ω. Now in proving Lemma 1.7.1 we effectively show that, if Λ is a non-trivial orbit of M ,
then M acts homogeneously on a slight variant of the induced substructure on Λ. Similarly, in proving
Lemma 1.7.2 we effectively show that, if M < H < G and Γ is the block of imprimitivity ωH , then H acts
homogeneously on the induced substructure on Γ.

1.7.2 Relational complexity and subsets

For Λ a subset of Ω we write GΛ for the set-wise stabilizer of Λ, and G(Λ) for the point-wise stabilizer of

Λ. We write GΛ for the permutation group induced on Λ by GΛ; note that GΛ ∼= GΛ/G(Λ).

In this section we present some results connecting RC(G,Ω) with RC(GΛ,Λ).

Definition 1.7.3. Let t := |Ω|. For k ∈ Z+ with k ≥ 2, we say that the action of G on Ω is strongly
non-k-ary if there exist I, J ∈ Ωt such that I∼k J , I ̸∼t J , and all elements of I (resp. J) are distinct.

Note that this definition requires the existence of I, J ∈ Ωt with I∼k J , I ̸∼t J and with every element of
Ω occurring as an entry of I (and, therefore, also of J). If k = 2, then we tend to write strongly non-binary
as a synonym for strongly non-k-ary.

The notion of a strongly non-k-ary set is connected to a classical notion in permutation group theory
which was introduced by Wielandt [105].

Definition 1.7.4. Let G ≤ Sym(Ω) and let k ∈ Z+. The k-closure of G is the set

G(k) = {σ ∈ Sym(Ω) | ∀I ∈ Ωk, there exists g ∈ G, Ig = Iσ}.

We say that G is k-closed if G = G(k).

Observe that G(k) is the largest subgroup of Sym(Ω) that has the same orbits on the set of k-tuples of
Ω as G. Now the connection with strongly non-k-ary sets is as follows.

Lemma 1.7.5. The group G is strongly non-k-ary if and only if G is not k-closed.

Proof. Write Ω := {ω1, . . . , ωt}. If G is not k-closed, then there exists σ ∈ G(k) \ G. Now, it is easy to
verify that I := (ω1, . . . , ωt) and J := Iσ = (ωσ

1 , . . . , ω
σ
t ) are k-subtuple complete (because σ ∈ G(k)) and

are not t-subtuple complete (because σ /∈ G). Thus I∼k J and I ̸∼t J , and we conclude that the action of
G on Ω is strongly non-k-ary. The converse is similar.



1.7. METHODS: BASIC LEMMAS 23

The most important example, for us, of a permutation group that is not k-closed is as follows.

Example 1.7.6. Let G be a k-transitive permutation group on Ω, for some integer k ≥ 2. The definition
implies that G(k) = Sym(Ω).

We immediately conclude that Alt(Ω) is not (t−2)-closed, and we obtain (again) that RC(Alt(Ω),Ω) ≥
t− 1.

Recall that the Classification of Finite Simple Groups implies that examples of k-transitive permutation
groups that do not contain Alt(Ω) only exist for k ≤ 5. What is more, all such groups are classified for
k ≥ 2 (see, for instance [38, §7.7]).

The next lemma shows how we will use the notion of a strongly non-k-ary permutation group in what
follows.

Lemma 1.7.7. Let Λ ⊆ Ω. If GΛ is strongly non-k-ary, then RC(G,Ω) > k.

Proof. Suppose that |Λ| = ℓ, and let I, J be ℓ-tuples of distinct elements of Λ such that I∼k J and I ̸∼ℓ J
with respect to the action of GΛ. It is enough to show that I ∼k J and I ̸∼

ℓ J with respect to the action
of G. It is immediate that I ∼k J with respect to the action of G. On the other hand, if I ∼ℓ J , then
there exists g ∈ G such that Ig = J . Since I contains all elements of Λ, we conclude that g ∈ GΛ which
contradicts the fact that I ̸∼ℓ J with respect to the action of GΛ.

1.7.3 Strongly non-binary subsets

Our final few results apply specifically to the study of binary actions. As usual G acts on a set Ω, and we
refer to a subset Λ ⊆ Ω as strongly non-binary if GΛ is strongly non-binary.

The next lemma details our first example of such a subset. This example was first described in [46]; its
key properties are a consequence of Example 1.7.6 and Lemma 1.7.7.

Lemma 1.7.8. Suppose that there exists a subset Λ ⊆ Ω such that |Λ| ≥ 2 and GΛ is a 2-transitive proper
subgroup of Sym(Λ). Then GΛ is strongly non-binary and the action of G on Ω is not binary.

In subsequent chapters, our focus is on proving that certain actions are not binary. Lemma 1.7.8 means
that we will be interested in finding subsets which have 2-transitive set-wise stabilizers. The next lemma
requires no proof, but we include it as it clarifies when such subsets exist.

Lemma 1.7.9. Let K be some 2-transitive group, and let K0 be a point-stabilizer in K. Let H be a
subgroup of G and suppose that φ : H → K is a surjective homomorphism. Let M be the stabilizer in G
of a point ω ∈ Ω and let C be the core of H ∩M in H. If Ker(φ) = C and φ(H ∩M) = K0, then H acts
2-transitively on the orbit ωH .

The next lemma is a useful tool in finding subsets on which a set-stabilizer acts 2-transitively (recall
that, when r ≥ 2, the affine special linear group ASLr(q) is 2-transitive in its natural action on qr points).

Lemma 1.7.10. Let G be a finite group acting transitively on a set Ω with point-stabilizer M , and suppose
that the following two conditions hold:

(i) M has a subgroup A ∼= SLr(q), where r ≥ 2, and

(ii) G has a subgroup S that is a central quotient of SLr+1(q), such that A ≤ S (the natural completely
reducible embedding) and S ̸≤ M .

Then there is a subset ∆ of Ω such that |∆| = qr and G∆ ≥ ASLr(q).
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Proof. We have A ≤ S∩M < S. Since A is embedded in S via the natural completely reducible embedding,
we have S ∩M ≤ Pi(S) with i ∈ {1, r}, where Pi(S) is a maximal parabolic subgroup of S stabilizing a
1-dimensional or an r-dimensional subspace. Say i = 1 (the case i = r is entirely similar). Then writing
matrices with respect to a suitable basis,

S ∩M ≤ P1(S) =

{(
Y v
0 λ

)
| Y ∈ GLr(q), v ∈ Fr

q,det(Y )λ = 1

}
,

where A is the subgroup obtained by setting λ = 1, det(Y ) = 1 and v = 0. Define

U =

{(
I 0
a 1

)
| a ∈ Fr

q

}
,

and set ∆ = {Mu : u ∈ U} ⊆ Ω (where we identify Ω with the set (G : M) of right cosets of M in G).
Since M ∩ U = 1, the cosets Mu (u ∈ U) are all distinct, and so |∆| = qr. Since A normalizes U and

A ≤ M , the subgroup UA ∼= qr.SLr(q) stabilizes ∆, and since UA∩M = A, we have (UA)∆ = ASLr(q) ≤
G∆.

It turns out that in the context of almost simple groups, it is convenient to use a variant of Lemma 1.7.8
where we don’t just seek proper 2-transitive subgroups of Sym(Ω), but also exclude Alt(Ω) from our
consideration. To that end we include the following definition which first appeared in [46].

Definition 1.7.11. A subset Λ ⊆ Ω is a G-beautiful subset if GΛ is a 2-transitive subgroup of Sym(Λ)
that is isomorphic to neither Alt(Λ) nor Sym(Λ).

Observe that a beautiful subset of Ω is a strongly non-binary subset. The reason for the stronger
definition (that is, the reason why Alt(Λ) is excluded in the definition) is explained by the following result.

Lemma 1.7.12. Suppose that G is almost simple with socle S. If Ω contains an S-beautiful subset, then
G is not binary.

Proof. Let Λ be an S-beautiful subset and observe that Λ has cardinality at least 5. Then, since S is
normal in G, the group (SΛG(Λ))/G(Λ) is a normal subgroup of GΛ/G(Λ). This implies that GΛ/G(Λ)

is (isomorphic to) a 2-transitive proper subgroup of Sym(Λ). Then Lemma 1.7.8 implies that G is not
binary.

In what follows, if the group G is clear from the context, we will speak of a beautiful subset rather
than a G-beautiful subset of Ω.

Although in this paper we do not need to deal with C1-actions for classical groups since they were dealt
with in [46], we include the next lemma because it clearly illustrates the beautiful subsets method. The
lemma has the added advantage of giving the reader an idea of how to deal with C1-actions in general.
(These actions all yield to the method of beautiful subsets provided n and q are not too small.)

Lemma 1.7.13. Let S = PSLn(q) and for n = 2 assume q > 5. Let M be a maximal parabolic subgroup
of S, and let Ω be the set of right cosets of M . Then Ω contains an S-beautiful subset.

Proof. Here M is the stabilizer of a subspace W of V , where V is the natural n-dimensional module for
SLn(q). Since the action of S on the k-dimensional subspaces of V is permutation isomorphic to the action
on the (n− k)-subspaces of V , we may assume that dim(W ) ≤ n/2.

If dim(W ) = 1, then the action of S on Ω is 2-transitive. Now Ω itself is an S-beautiful subset, because
we are assuming q > 5 when n = 2.

Suppose next that dim(W ) > 1. Observe that this implies that n ≥ 4. Let W ′ be a subspace of W
with dim(W ′) = dim(W ) − 1 and consider Λ = {W ′′ ≤ V | W ′ ⊂ W ′′, dim(W ′′) = dim(W )}. Clearly,
SΛ = StabS(W

′) and the action of SΛ on Λ is permutation isomorphic to the natural 2-transitive action
of GL(V/W ′) on the 1-dimensional subspaces of V/W ′. Since dim(V/W ′) ≥ 3, the action of GL(V/W ′)
induces neither the alternating nor the symmetric group on the set P1(V/W

′) of 1-dimensional subspaces
of V/W ′; therefore Λ is a beautiful subset.
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Our second example of a strongly non-binary subset is taken from [45, Example 2.2]. Here and below
we use the phrase “non-binary witness” for a group G acting on a set Ω to refer to a pair (I, J) where
I, J ∈ Ωℓ, for some ℓ ≥ 3, and I∼2 J but I ̸∼ℓ J .

Example 1.7.14. Let G be a subgroup of Sym(Ω), let g1, g2, . . . , gr be elements of G, and let τ, η1, . . . , ηr
be elements of Sym(Ω) with

g1 = τη1, g2 = τη2, . . . , gr = τηr.

Suppose that, for every i ∈ {1, . . . , r}, the support of τ is disjoint from the support of ηi; moreover, suppose
that, for each ω ∈ Ω, there exists i ∈ {1, . . . , r} (which may depend upon ω) with ωηi = ω. Suppose, in
addition, τ /∈ G. Now, writing Ω = {ω1, . . . , ωt}, observe that

((ω1, ω2, . . . , ωt), (ω
τ
1 , ω

τ
2 , . . . , ω

τ
t ))

is a non-binary witness. Thus the action of G on Ω is strongly non-binary.

The next two lemmas which are taken from [34] are based on Example 1.7.14. In both cases, the given
assumptions on the permutation group G are enough to conclude that a strongly non-binary subset of the
type described in Example 1.7.14 must exist. In both lemmas, given a permutation or a permutation group
X on Ω, we let FixΩ(X) define the subset of Ω fixed point-wise by X; if Ω is clear from the context, we
drop the label Ω.

Lemma 1.7.15 ([34, Lemma 2.5]). Let G be a transitive permutation group on Ω, let α ∈ Ω and let p
be a prime with p dividing both |Ω| and |Gα| and with p2 not dividing |Gα|. Suppose that G contains an
elementary abelian p-subgroup V = ⟨g, h⟩ with g ∈ Gα, with ⟨h⟩ and ⟨gh⟩ conjugate to ⟨g⟩ via G. Then G
is not binary.

In [34, Lemma 2.5], the hypothesis actually requires that h and gh are conjugate to g via G; however
the same proof yields the conclusion that G is not binary under the weaker assumption that ⟨h⟩ and ⟨gh⟩
are conjugate to ⟨g⟩ in G, as stated in the lemma. We will need this strengthening in what follows.

Lemma 1.7.16 ([34, Lemma 2.6]). Let G be a permutation group on Ω and suppose that g and h are
G-conjugate elements of prime order p, and gh−1 is conjugate to g (and so to h). Suppose that V = ⟨g, h⟩
is elementary abelian of order p2. Suppose, finally, that G does not contain any elements of order p that
fix more points of Ω than g. If |Fix(V )| < |Fix(g)|, then G is not binary.

1.8 Methods: Frobenius groups

It turns out that the presence of Frobenius groups can be a powerful tool in proving that certain actions
are not binary. We give three lemmas in this direction; the first was proved independently by Wiscons
and, as it is notably short and elegant, we give his proof here.

Lemma 1.8.1. Let G be a Frobenius permutation group on Ω (that is, G acts transitively on Ω, Gω ̸= 1 for
every ω ∈ Ω and Gωω′ = 1 for every ω, ω′ ∈ Ω with ω ̸= ω′). If G is binary, then a Frobenius complement
has order equal to 2.

Proof. For distinct a, b, c ∈ Ω, the fact that G is binary implies that the intersection of the suborbits cGa

and cGb is equal to cGa,b, so as the action is Frobenius, (cGa) ∩ (cGb) = {c}. Also, using again that the
action is Frobenius, |cGa| = |Ga| = |Gb| = |cGb|. This shows that

⋃
a̸=c(cGa \ {c}) is a disjoint union of

sets of constant size |Ga| − 1. So, letting N = |Ω|, we find that N − 1 = |Ω \ {c}| ≥ (N − 1)(|Ga| − 1),
implying that |Ga| = 2.

Lemma 1.8.2. Let F ◁G ≤ Sym(Ω) with F having an orbit Λ ⊆ Ω on which it acts as a Frobenius group.
(As usual, FΛ is the permutation group induced by the action of F on Λ.) Write FΛ = T ⋊ C, where T
is the Frobenius kernel, and C is a Frobenius complement. If T is cyclic, and C contains an element x of
order strictly greater than 2, then G is not binary.
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Proof. Let α ∈ Λ. Since Λ is a block of imprimitivity for G, the group Gα must preserve Λ set-wise.
Observe that GΛ normalizes F , because F ⊴G. In particular, FΛ⊴GΛ. Since the non-identity elements of
T are precisely those elements of FΛ that are fixed-point-free, GΛ also normalizes T . Thus T is a regular
normal subgroup of GΛ. As T acts regularly on Λ, from the Frattini argument we obtain GΛ = T ⋊GΛ

α .
We can, therefore, identify T with Λ in such a way that the action of GΛ

α on Λ is permutation isomorphic
to the conjugation-action of GΛ

α on T . To see this, define

θ :T → Λ

y 7→ αy,

and observe that, for y ∈ T and g ∈ Gα,

θ(yg) = α(yg) = αg−1yg = αyg = (αy)g = (θ(y))g.

With this set-up, we write n = |T | and we let y be a generator of T . We will construct (for the action
of G) a 2-subtuple complete pair of the form(

(1, y, ya), (1, y, yb)

)
. (1.8.1)

We must choose a and b appropriately. Let x ∈ C having order strictly greater than 2. First, let k ∈ Z+

be such that yx = yk; note that gcd(k, n) = 1, and so k is invertible modulo n. Then we set a = 1+k
k ∈ Zn

and set b = 1 + k. Now observe that

(1, y)id = (1, y);

(1, ya)x = (1, y(k+1)/k)x = (1, yk+1) = (1, yb);

(y, ya)y
−1x2y = (y, y(k+1)/k)y

−1x2y = (1, y1/k)x
2t = (1, yk)y = (y, yk+1) = (y, yb).

We see immediately that the pair (1.8.1) is 2-subtuple complete.
Note on the other hand that, provided a ̸= b, this pair cannot be 3-subtuple complete: suppose that

an element g ∈ G sends the first triple in (1.8.1) to the second. Then g fixes 1 and, as we saw above, this
means that the action of g on Λ is isomorphic to the action of g by conjugation on T . Since yg = y, we
conclude that, if (ya)g = yb, then we must have a = b modulo n. But now observe that

a = b ⇐⇒ 1 + k

k
= 1 + k ⇐⇒ k2 = 1.

Since we chose x to have order strictly greater than 2, we see that k2 ̸= 1, and we conclude that (1.8.1) is
a pair which is 2-subtuple complete but not 3-subtuple complete. The result follows.

Lemma 1.8.3. Let F = T ⋊ C ≤ G ≤ Sym(Ω) with C acting by conjugation fixed-point-freely on T .
Suppose there exists α ∈ Ω such that Fα = C, and let Λ be the orbit of α under F . Define

m := min{|Gγ1,γ2 | | γ1, γ2 distinct elements of Λ}.

If
⌈
(|C|−1)(|C|−2)

|Λ|−2

⌉
≥ m, then G is not binary. In particular, if |G : F | ≤

⌈
(|C|−1)(|C|−2)

|Λ|−2

⌉
, then G is not

binary.

Proof. Observe that F acts as a Frobenius group on Λ, where T is the Frobenius kernel, and C is a
Frobenius complement. It is useful to observe that the regularity of T on Λ implies that, for every c ∈ C
and for every β ∈ Λ, there exists a unique x ∈ T such that βxc = β.

We study triples of the form (
(α, β, γ), (α, β, δ)

)
, (1.8.2)
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for α, β, γ, δ ∈ Λ. We make the following claim:
Claim: for any distinct pair of elements (α, β), there are at least (|C| − 1)(|C| − 2) choices for (γ, δ)

such that the set {α, β, γ, δ} has size 4, and the pair (1.8.2) is 2-subtuple complete.
Proof of claim: First we consider the set of pairs of distinct non-trivial elements in C, i.e.

C(2) := {(c1, c2) | c1, c2 ∈ C\{1}, c1 ̸= c2}.

Now we construct a function ϕ : C(2) → Ω2 as follows. For (c1, c2) ∈ C(2), we let t1 be the unique non-
trivial element of T such that t1c1 ∈ Gβ. Now, since c1 ̸= c2, we can define γ to be the unique point in Λ
fixed by t1c1c

−1
2 . Observe that γ is distinct from both α and β.

Next, we see that

γt1c1c
−1
2 = γ ⇐⇒ γt1c1 = γc2 .

We define δ := γc2 , and we set ϕ(c1, c2) = (γ, δ). An easy argument shows that δ is distinct from all of α, β
and γ. Furthermore we claim that, with these definitions the pair (1.8.2) is 2-subtuple complete. Indeed,
observe that

(α, β)1 = (α, β), (α, γ)c2 = (α, δ) and (β, γ)t1c1 = (β, δ).

Thus every element (γ, δ) in the image of ϕ gives rise to a 2-subtuple complete pair as in (1.8.2). Since the
domain of ϕ, C(2) has order (|C| − 1)(|C| − 2), the claim will follow if we prove that ϕ is one-to-one.

Suppose, then, that ϕ(c1, c2) = (γ, δ) = ϕ(c′1, c
′
2). Let t1 (resp. t′1) be the unique element of T such

that t1c1 (resp. t′1c
′
1) is in Gβ. Then t1c1c

−1
2 and t′1c

′
1(c

′
2)

−1 fix γ. What is more γc2 = γc
′
2 = δ and so

c′2c
−1
2 fixes γ. However c2, c

′
2 ∈ C = Fα and so c′2c

−1
2 fixes two points of Λ. We conclude that c2 = c′2. But

now, write h1 := t1c1 and h′1 := t′1c
′
1; observe that h1, h

′
1 ∈ Gβ and γh1 = γh

′
1 . As before we conclude that

h′1h
−1
1 fixes β and γ, and so h1 = h′1. Then t1c1 = t′1c

′
1 and so t−1

1 t′1 = c′1c
−1
1 ; since T ∩C = {1}, this gives

c1 = c′1, as required.
The claim and the pigeon-hole principle imply that there exists some γ ∈ Λ \ {α, β} for which there

are k :=
⌈
(|C|−1)(|C|−2)

|Λ|−2

⌉
choices for δ such that all pairs of the form (1.8.2) are 2-subtuple complete; call

these elements δ1, . . . , δk. If G is binary, then all of these pairs are 3-subtuple complete and we conclude
that the set {γ, δ1, . . . , δk} is a subset of an orbit of Gα,β. But this is only possible if k + 1 ≤ m, and the
result follows.

1.9 Methods: On computation

We will use magma very frequently in what follows to verify that certain actions are not binary. The methods
we use to do this are largely drawn from [34]. We give a brief summary of some of the key methods here.
In what follows G acts transitively on the set Ω, and M is the stabilizer of a point.

Test 1: Using the permutation character. Given ℓ ∈ N \ {0}, we denote by Ω(ℓ) the subset of the
Cartesian product Ωℓ consisting of the ℓ-tuples (ω1, . . . , ωℓ) with ωi ̸= ωj , for every two distinct elements
i, j ∈ {1, . . . , ℓ}. We denote by rℓ(G) the number of orbits of G on Ω(ℓ). The next result is Lemma 2.7 of
[34].

Lemma 1.9.1. If G is transitive and binary, then rℓ(G) ≤ r2(G)ℓ(ℓ−1)/2 for each ℓ ∈ N.

Let π : G → N be the permutation character of G, that is, π(g) = fixΩ(g) where fixΩ(g) is the cardinality
of the fixed point set FixΩ(g) := {ω ∈ Ω | ωg = ω} of g. From the Orbit Counting Lemma, we have

rℓ(G) =
1

|G|
∑
g∈G

fixΩ(g)(fixΩ(g)− 1) · · · (fixΩ − (ℓ− 1))

= ⟨π(π − 1) · · · (π − (ℓ− 1)), 1⟩G,

where 1 is the principal character of G and ⟨·, ·⟩G is the natural Hermitian product on the space of C-class
functions of G.
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Clearly whenever the permutation character of G is available in magma, we can directly check the
inequality in Lemma 1.9.1, and this is often enough to confirm that a particular action is not binary.

Test 2: using Lemma 1.7.5. By connecting the notion of strong-non-binariness to 2-closure,
Lemma 1.7.5 yields an immediate computational dividend: there are built-in routines in magma to compute
the 2-closure of a permutation group.

Thus if Ω is small enough, say |Ω| ≤ 107, then we can easily check whether or not the group G is
2-closed. Thus we can ascertain whether or not G is strongly non-binary.

Test 3: a direct analysis. The next test we discuss is feasible once again provided |Ω| ≤ 107. It
simply tests whether or not 2-subtuple-completeness implies 3-subtuple completeness, and the procedure
is as follows:

We fix α ∈ Ω, we compute the orbits of Gα on Ω \ {α} and we select a set of representatives O for
these orbits. Then, for each β ∈ O, we compute the orbits of Gα ∩ Gβ on Ω \ {α, β} and we select a set
of representatives Oβ. Then, for each γ ∈ Oβ, we compute γGα ∩ γGβ . Finally, for each γ′ ∈ γGα ∩ γGβ ,
we test whether the two triples (α, β, γ) and (α, β, γ′) are G-conjugate. If the answer is “no”, then G is
not binary because by construction (α, β, γ) and (α, β, γ′) are 2-subtuple complete. In particular, in this
circumstance, we can break all the “for loops” and deduce that G is not binary.

If the answer is “yes”, for every β, γ, γ′, then we cannot deduce that G is binary, but we can keep
track of these cases for a deeper analysis. We observe that, if the answer is “yes”, for every β, γ, γ′, then
2-subtuple completeness implies 3-subtuple completeness. At this point, we may either use a different
method for checking whether the permutation group is genuinely binary or, with a similar method, we
can check whether 3-subtuple completeness implies 4-subtuple completeness. This test is very expensive
in terms of time, therefore before starting this whole procedure, we do a preliminary check: for 106 times,
we select β, γ, γ′ as above at random and we check this random triple. This test is actually rather robust
because we are checking triples (α, β, γ) and (α, β, γ′), with a common initial segment.

Test 4: studying suborbits. Lemma 1.7.1 implies that if G is binary, then the action of a point-
stabilizer M on any nontrivial suborbit is also binary. This fact is particularly useful for computation in
situations where the group G is very large compared to the group M .

In general, our approach is to demonstrate that there must be some suborbit on which the action of M
is not binary. For instance, this would follow in the case where |Ω| = |G : M | is divisible by some integer
d, and all non-trivial transitive binary actions of M are also of degree divisible by d.

This last approach sometimes fails for just a few possible actions of M ; in this situation, provided the
action of G on Ω is primitive, the following lemma is often useful.

Lemma 1.9.2 ([105, Theorem 18.2]). Suppose that G is a finite primitive subgroup of Sym(Ω). Let Γ be a
non-trivial orbit of a point-stabilizer M . Then, every simple section of M is isomorphic to a section of the
group MΓ which M induces on Γ. In particular, each composition factor of M is isomorphic to a section
of MΓ.

This lemma means that when studying possible suborbits of our action we may disregard the actions
of M (on a set Γ say) where M has a simple section not isomorphic to a section of the group MΓ. If the
resulting set of actions are all not binary, then we can conclude that the action of G on Ω is also not binary.
The method is summarised in Lemma 3.1 of [34]:

Lemma 1.9.3. Let G be a primitive group on a set Ω, let α be a point of Ω, let M be the stabilizer of α
in G and let d be an integer with d ≥ 2. Suppose M ̸= 1 and, for each transitive action of M on a set Λ
satisfying:

1. |Λ| > 1, and

2. every composition factor of M is isomorphic to some section of MΛ, and

3. either M(Λ) = 1 or, given λ ∈ Λ, the stabilizer Mλ has a normal subgroup N with N ̸= M(Λ) and
N ∼= M(Λ), and
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4. M is binary in its action on Λ,

we have that d divides |Λ|. Then either d divides |Ω| − 1 or G is not binary.

Often, we do require an indirect method for determining whether the action of G on the right cosets
of a certain maximal subgroup M is binary. This indirect method is offered by our Test 4, together with
Lemmas 1.9.2 and 1.9.3. There are various reasons for requiring indirect methods. First, there will be
circumstances where the index of M in G is so large that it is computationally impractical to search for a
useful suborbit (indeed, in these cases, most suborbits are expected to be regular). Second, there will be
circumstances where the group G and its subgroup M are available in some library in magma as abstract
groups, but the embedding of M in G is missing. Therefore, for these cases, one needs indirect methods
(mainly studying transitive actions of M) for establishing whether the action of G on (G : M) is binary.

Test 5: special primes. We have turned Lemmas 1.7.15 and 1.7.16 into a routine in magma. Both
of these lemmas are rather convenient from a computational point of view because they do not require us
to construct the permutation representation of G on (G : M). For example, the only critical step in the
routine for Lemmas 1.7.15 and Lemma 1.7.16 is the construction of the centraliser in G of an element g in
M of prime order p. There is a standard built-in command in magma for constructing centralizers. Most
often than not, this command is sufficient for our computations. However, for very large groups, where it
is computationally out of reach to use a general command for computing centralizers, we have constructed
CG(g) with ad hoc methods exploiting the subgroup structure of the group G under consideration.

Test 6: M very small. This method draws on the following lemma.

Lemma 1.9.4 ([46, Lemma 2.5]). Let ω0, ω1, ω2 ∈ Ω with Gω0 ∩ Gω1 = 1. Suppose there exists g ∈
Gω0 ∩Gω2Gω1 with g /∈ Gω2. Then the two triples (ω0, ω1, ω2) and (ω0, ω1, ω

g
2) are 2-subtuple complete but

are not 3-subtuple complete. In particular, G is not binary.

This method is particularly useful when M (Gω0 in Lemma 1.9.4) is small compared to G because in
this case it is more likely that Gω0∩Gω1 = 1, for some ω1. This method also has the benefit that it does not
require us to construct the permutation representation of G on (G : M), and that all the computations are
performed locally. Since this method is designed to deal with the case that (G : M) is large compared to
M , we do not exhaustively check all triples ω0, ω1, ω2 ∈ (G : M). In practice, we let ω0 := M , we generate
at random g1, g2 ∈ G, we let Gω1 := Mg1 and Gω2 := Mg2 and we check whether Lemma 1.9.4 applies to
ω0, ω1, ω2. We repeat this routine 105 times and if at some point we find a triple satisfying Lemma 1.9.4,
then G acting on (G : M) is not binary and we stop the routine. If, after the 105 trials, we have not found
any triple satisfying Lemma 1.9.4, then we turn to a different method.

We give an explicit and typical example where this test does play a role. In Chapter ??, among other
things, we prove that the primitive faithful actions of the exceptional groups G2(q) are not binary. We
use general arguments for dealing with these actions but, for this particular family of Lie groups, our
arguments fail when q ≤ 5. At this point, to keep our arguments uniform, we have decided not to take
detours for dealing with the remaining groups with ad hoc theoretical methods but have instead turned to
computational methods. Thus, in Proposition ??, using mainly Test 6, we prove that the faithful primitive
actions of the groups G2(q), with q ≤ 5, are not binary.
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