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Abstract

Resilient control of multiagent systems (MASs) in the presence of dynamic leaders is studied in this paper. We consider a
network of agents consisting of a leader, a set of healthy agents, and a set of attacked malicious agents. The objective is
developing a control strategy for the healthy agents to follow the trajectory of the leader, while they are in interaction with the
unknown malicious agents. The main contribution of this paper is resilient leader-follower control of MASs when a dynamic
leader determines a continuous time-varying trajectory for the MAS. By defining the concept of r-robust leader-follower graphs,
we propose and analyze sufficient conditions on interaction among the agents such that the mentioned objective is achieved.
Numerical examples verify the accuracy of the proposed control scheme.
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1 Introduction

Control of multiagent systems (MASs) has been a ma-
jor topic of research in the control community over the
past decade. Because of using open communication and
computational platforms, MASs may be subject to sev-
eral sources of cyber-attacks (Smith 2015, Teixeira et al.
2015, D’Innocenzo et al. 2016, Nowzari & Cortes 2016).
Cyber-attacks cause malicious behaviors in some agents
such that they may not follow a desired coordination
strategy, and due to interaction among the agents, they
may lead to erroneous behaviors in all the MAS. Thus,
resiliency against cyber-attacks is an important problem
in control of MASs.
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1.1 State of the Art and Existing Problems

In general, two classical problems are considered in con-
trol of MASs, namely, consensus and leader-following.
The objective of the consensus problem is agreement of
agents on an a priori unknown common value in a lead-
erless scenario (Olfati-Saber & Murray 2004, Ding 2013,
Rezaee & Abdollahi 2015, Boem et al. 2017), whereas
in the leader-following scenario (sometimes it is called
leader-follower consensus), the objective is the conver-
gence of the agents states toward the trajectory of a
leader (Ren 2007, Franco et al. 2008, Rezaee et al. 2014,
Khalili et al. 2018). Most studies on resilient control of
MASs are devoted to the consensus problem. This prob-
lem was first investigated in Pasqualetti et al. (2009)
and Pasqualetti et al. (2012) in which achieving resilient
consensus among a team of first-order agents is stud-
ied. In Zhang & Sundaram (2012) and LeBlanc et al.
(2013), it is shown that to achieve resilient consensus,
the network communication graph should be sufficiently
r-robust with respect to the maximum number of pos-
sible malicious neighbors. The idea is that based on the
knowledge of the maximum number of possible malicious
neighbors, the states of the healthy agents are updated
toward a convex set of their values such that by shrink-
ing the convex set, achieving consensus in the network
is realized. That idea is extended to more complex cases
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such as asynchronous MASs (Dibaji et al. 2018), agents
with double-integrator models (Dibaji & Ishii 2014), de-
layed networks (Wu & He 2017), high-order synchroniza-
tion (LeBlanc & Koutsoukos 2018), attitude consensus
(Rezaee & Abdollahi 2019), and so on.

In the presence of a leader in a MAS, since the leader
does not follow other agents, the associated communica-
tion graph cannot be sufficiently r-robust (it can be at
most 1-robust). Therefore, the existing strategies for re-
silient consensus control of MASs are not applicable for
leader-follower MASs. To extend the existing results to
leader-follower networks, in Usevitch & Panagou (2018),
the idea of using multiple leaders is proposed. In that
study, to guarantee the network resiliency, the number of
the leaders is set based on the maximum number of pos-
sible malicious neighbors in the network. Accordingly,
to guarantee the convergence of the healthy followers to
a common value, the leaders are considered static with
identical state values. In Usevitch & Panagou (2019),
that idea is extended to the case of leaders with time-
varying trajectories. However, under that approach, it is
assumed that the states of the leaders remain constant
in finite periods of time and are updated in some up-
dating times. Therefore, those results are not applicable
in problems where the agents need to follow a noncon-
stant/nonpiecewise constant trajectory. Moreover, un-
der those approaches, the leaders cannot be autonomous
as they should have identical state values. Specifically,
since the leaders have identical states, they need a cen-
tral coordinator to set their states on the same val-
ues; otherwise, their state values should be set identi-
cal in advance. Thus, such leaders cannot set their own
trajectories based on local sensing. In Mustafa et al.
(2020), Mustafa & Modares (2020), and Moghadam &
Modares (2018), resilient control strategies for leader-
follower MASs with dynamic leaders are addressed in
which local strategies for compensation of the effects
of cyber-attacks are proposed. However, in those stud-
ies, cyber-attacks are considered as compensable addi-
tive faults in sensors and actuators, whereas in practice,
compensable additive faults may not model a wide range
of cyber-attacks.

1.2 Objectives and Contributions

Based on the above-mentioned issues, more practical
problems in resilient control of MASs require investiga-
tion. In this paper, resilient control of leader-follower
MASs is addressed. Because of possible cyber-attacks,
some agents are assumed to be malicious while unknown,
and interaction of healthy agents with these malicious
agents may lead to their divergence from a leader trajec-
tory. The objective is to propose a resilient control strat-
egy such that the healthy agents filter out any anomaly
in interaction with neighboring agents and follow the
leader trajectory. Compared with existing results in the
literature, the contributions of the paper are as follows:

1) Compared with the resilient control strategies intro-
duced in Pasqualetti et al. (2009, 2012), Zhang &
Sundaram (2012), LeBlanc et al. (2013), Dibaji et al.
(2018), Wu & He (2017), Dibaji & Ishii (2014), and
LeBlanc & Koutsoukos (2018), which are limited to
leaderless networks, the proposed control strategy in
this paper guarantees the resilient convergence of the
trajectories of the healthy followers toward a leader
trajectory.

2) Despite the resilient leader-follower control strategies
introduced in Usevitch & Panagou (2018) and Use-
vitch & Panagou (2019), which are applicable in the
presence of multiple leaders with constant/piecewise
constant trajectories, under the proposed resilient
control strategy, there is a single leader that can au-
tonomously determine the MAS trajectory. In other
terms, since multiple leaders are not required, the
leader trajectory is not needed to be determined
in advance or via a central coordinator. Moreover,
the leader trajectory is not required to be con-
stant/piecewise constant.

3) Compared with the resilient leader-follower control
strategies developed in Mustafa et al. (2020), Mustafa
& Modares (2020), and Moghadam & Modares (2018),
which are applicable in the presence of compensable
additive attacks, the proposed control strategy in this
paper is resilient against a wide range of malicious be-
haviors of the attacked followers (for instance, when a
malicious follower is under the control of an attacker).

We define the concept of r-robust leader-follower graphs
under which the agents exchange their state information.
Based on the knowledge of the maximum number of pos-
sible malicious neighbors, we propose a criterion such
that each healthy follower evaluates the state informa-
tion of its neighbors, and selects and uses the safest in-
formation to update its own state. Then, we propose and
analyze a control strategy such that if the network com-
munication graph is an r-robust leader-follower graph,
the states of the healthy followers converge toward the
state of the leader.

It is worth mentioning that in Zhang & Sundaram
(2012), based on the concept of strongly r-robust
graphs, the problem of resilient “broadcasting of a
message” throughout a network is studied. The main
difference between broadcasting and leader-following is
that in broadcasting, a message will be distributed in
the network, whereas in the leader-following problem,
the objective is developing a control strategy such that
a group of follower agents follows the state of a leader
over time. For instance, to track a sinusoidal trajectory
of a leader node, broadcasting is not applicable.

The paper organization is as follows. Preliminaries are
provided in Section 2. Problem statement is given in
Section 3. The proposed resilient control strategy is pre-
sented in Section 4. Numerical examples are provided in
Section 5, and Section 6 concludes the paper.
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2 Preliminaries

Notations and concepts on graph theory are provided in
this section.

2.1 Notation

Throughout the paper R, R>0, and R≥0 denote the sets
of real, positive real, and nonnegative real numbers, re-
spectively. For a scalar x, |x| denotes the absolute value,
and for a set S, |S| stands for the cardinality. For two
sets S1 and S2, the reduction of S1 by S2 is denoted by
S1\S2, and for three sets S1, S2, and S3, let S1\S2\S3 =
(S1\S2)\S3. Moreover, sup{·} denotes the supremum,
sgn(·) denotes the sign function, and sat(·) is the satura-
tion function which for a scalar x, it is defined as follows:

sat(x/ε) =


1 x ≥ ε

x/ε −ε ≤ x ≤ ε
−1 x ≤ −ε

(1)

where ε ∈ R>0.

2.2 Graph Theory

The network communication topology is described by a
directed graph G = (V, E ,A) where V = {1, 2, . . . , N}
is the set of nodes describing N agents, E ⊆ V × V is
the set of edges describing communication links where
an edge (j, i) means that the ith agent as a child re-
ceives information from the jth one as a parent, andA =
[aij ] ∈ RN×N is the adjacency matrix where aij ∈ R>0

if (j, i) ∈ E , i 6= j, and it is zero, otherwise. The value of
aij describes the gain of feedback from the state infor-
mation of the jth agent used in the controller design in
Section 4. Moreover, Ni = {j ∈ V|(j, i) ∈ E} is defined
as the set of the neighbors of Agent i.

Let a nonempty set S ⊂ V be r-reachable if ∃i ∈
S s.t. |Ni\S| ≥ r. Let a set S ⊂ V be f -local if
∀i ∈ V\S, |Ni ∩ S| ≤ f . According to the concept of
r-reachability, a directed graph G is said to be r-robust
if for each two disjoint nonempty sets S1,S2 ⊂ V, at
least one of them is r-reachable. Moreover, a directed
graph G is strongly r-robust if for any nonempty subset
S ⊆ V, S is r-reachable or ∃i ∈ S such that V\S ⊆ Ni

(Zhang & Sundaram 2012).

3 Problem Statement

Consider a MAS comprising of a leader indexed as i = 1
and N −1 followers indexed as i = 2, 3, . . . , N where the
ith agent is described as follows:

ẋi(t) = ui(t) + di(t) (2)

where xi(t) ∈ R is the state, ui(t) ∈ R is the control
input, and di(t) ∈ R is the bounded external disturbance
with known bound. Because of possible cyber-attacks,
some followers are assumed to be malicious each of which
has at least one of the following anomalies:

- It updates its own state in a way other than what is
desired/prescribed. More specifically, if uid(t) is the
designed control law for the input ui(t) (when there is
no attack), under the control of the attacker, ui(t) 6=
uid(t) at some time instants.

- It transmits fake/invalid state information to other
agents, that is, if xi(t) is the true state of Agent i, un-
der the control of the attacker, Agent i communicates
xji(t) to Agent j instead of xi(t), where xji(t) 6= xi(t)
at some time instants.

It is worth noting that this definition of attacks covers
a wide range of cyber-attacks that have been considered
in previous studies, including the attacks listed below:

• Data injection attacks: Data injection attacks may
lead to wrong updates of the agents states and fake
information exchange among the agents. For instance,
under a data injection attack in the control input of
the ith agent, we have (An & Yang 2018)

ui(t) = uid(t) + βi(t)φi(t)

where βi(t) ∈ {0, 1} is the attack activation function
and φi(t) is an unknown injected data.

• Replay attacks: A replay attack happens if an attacker
records transmitted information via a channel and re-
plays it instead of the real information with delays.
Thus, it can lead to wrong updates of the agents states
and also fake information exchange among the agents.
For instance, if xji(t) is the replayed information of
the ith agent received by the jth agent, it can be mod-
eled as (Gallo et al. 2018)

xji(t) = xi(t) + βji(t)
(
− xi(t) + xi(t− Tji(t))

)
where βji(t) ∈ {0, 1} is the attack activation function
and Tji(t) ∈ R≥0 is a time-delay.

• Denial of service attacks: A denial of service attack
happens when the attacker prevents information flow
between two components. For instance, such attacks
on the control input of an agent can affect the update
of the agent state.

Therefore, the MAS contains a leader, Nh healthy fol-
lowers belonging to a set defined as Vh (which are under
our control), and Nm malicious followers belonging to a
set defined as Vm (which are under cyber-attacks) where
1 +Nh +Nm = N and {1}∪Vh∪Vm = V. Each healthy
follower receives the state information of its neighbors,
and since the malicious neighbors are unknown, the in-
teraction of the healthy followers with their malicious
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neighbors can lead to their divergence from the leader
trajectory. Under this condition, the objective is design-
ing a resilient control strategy such that the healthy fol-
lowers track the trajectory of the leader.

Assumption 1 While the malicious followers are con-
sidered unknown to the healthy ones, we assume that Vm
is f -local, and f is a known parameter of the MAS.

According to Assumption 1, the availability of the pa-
rameter f of the MAS allows to use it in designing the
control algorithm of the healthy followers. Indeed, while
each healthy follower does not know which neighbors
are malicious, the worst case of the number of malicious
neighbors is assumed to be known to the healthy fol-
lowers. It should be noted that the control strategy is
presented for the case of fixed Vm when Assumption 1
holds. However, since a malicious follower may be under
attacks only in finite time, under some conditions, the
results are extendable to cases when Vm varies just in
finite time. The extension of the proposed control strat-
egy to such cases is presented later.

Assumption 2 While u1(t) can be a function of x1(t)
and t, ẋ1(t) is considered bounded and the bound is known
to all the healthy followers.

A necessary condition for leader-following is that the
leader should transmit correct state information to the
healthy followers. Therefore, the leader must be trust-
worthy in communication with the healthy followers (see
Abbas et al. (2018) and Mitra et al. (2018) for the con-
cept of trustworthy nodes). Moreover, we assume that
healthy followers which receive information from the
leader know the leader. In other words, we assume that
the healthy followers are able to identify the informa-
tion received from the leader ∀t ≥ 0 (among various in-
formation they receive from their neighbors); otherwise,
leader-following may not be feasible. To explain this is-
sue with a counterexample, consider a case when a mali-
cious follower sends state information to other followers,
but does not update its own state. This follower may
play a role the same as the leader and may not be dis-
tinguishable from the leader.

Remark 1 It is worth noting that the main difference
between a malicious agent and a faulty agent is that a
malicious agent may be under the control of the attacker,
and its malicious behavior may not be tolerated by design-
ing a proper controller. Therefore, in contrast to fault-
tolerant control, the main objective of resilient control is
to filter out and ignore agents with malicious behaviors
(while they are unknown) such that a global objective for
healthy agents is achieved. However, since a faulty agent
is a special form of a malicious agent, the obtained re-
sults for resilient control of MASs are useful to ignore the
malicious behaviors of faulty agents as well, such that the
healthy agents do not consider them in the interaction
control law to update their own states.

The main results are presented in the following section.
We should note that in the rest of the paper, any con-
trol strategy is designed for the healthy followers as the
malicious followers are not under our control.

4 Resilient Leader-Follower Control Strategy

Considering multiple leaders with identical and con-
stant/piecewise constant states (Usevitch & Panagou
2018, 2019) or modeling of attacks by additive compens-
able faults in actuators and sensors (Mustafa et al. 2020,
Mustafa & Modares 2020, Moghadam & Modares 2018)
are the main limitations of the existing approaches for
resilient control of leader-follower MASs. Accordingly,
the objective of this section is developing a resilient
control scheme to lead healthy followers states toward
the time-varying trajectory of a leader, when the pos-
sible malicious followers may be under a wide range of
cyber-attacks.

The main idea in resilient control of MASs is that each
healthy agent receives and evaluates the state informa-
tion of its neighbors, and updates its own state based on
state information which does not lead to its divergence
from the trajectories of other healthy agents. Based on
this general idea, a resilient control strategy for a leader-
follower MAS is proposed. Before presenting the main
results, we extend the concept of graphs r-robustness for
leader-follower MASs as follows.

Definition 1 Consider a directed graph G = (V, E ,A)
with a root/leader indexed as Node 1 which has no neigh-
bors, and let Vc = {i ∈ V|1 ∈ Ni}. Now, the directed
graph G is an r-robust leader-follower graph, if |Vc| ≥ r
and any nonempty set S ⊆ V\{1}\Vc is r-reachable.

Examples of 3-robust leader-follower graphs are depicted
in Fig. 1. For instance, in Fig. 1(a) and Fig. 1(b), Node
1 has no neighbors, Vc = {2, 3, 4}, implying that |Vc| =
3, and any nonempty subset of V\{1}\Vc = {5, 6} in
Fig. 1(a) and of V\{1}\Vc = {5, 6, 7} in Fig. 1(b) is 3-
reachable.

It is worth mentioning that the concept of strongly r-
robust graphs given in Zhang & Sundaram (2012) for
message broadcasting is different from the concept of r-
robust leader-follower graphs. For instance, in a strongly
r-robust graph, it is necessary for all the nodes to have
at least one neighbor, whereas in an r-robust leader-
follower graph, the root/leader node does not have any
neighbor. Thus, a strongly r-robust graph cannot be an
r-robust leader-follower graph.

By defining ei(t) = xi(t)− x1(t) as the leader-following
error of Follower i, we develop a resilient control strat-
egy such that ei(t), i ∈ Vh, converge toward zero (with
ultimately bounded errors). If there are no malicious fol-
lowers in the MAS, leader-follower control strategies ex-
isting in the literature can guarantee this. However, in
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Fig. 1. Examples of 3-robust leader-follower graphs.

the presence of malicious followers, the convergence of
some ei(t), i ∈ Vh, toward zero may be prevented by the
malicious followers. To explain this issue more clearly,
consider the following simple first-order interaction law:

ẋi =

N∑
j=1

aij [xi(t)− xj(t)] =

N∑
j=1

aij [ei(t)− ej(t)].

Assume that there exists a malicious follower k in the
neighborhood of the healthy follower i such that at some
time instants,

|ek(t)| > |ej(t)|,∀j ∈ Vh ∪ {1}. (3)

Such malicious follower may attract the state of the ith
healthy follower (which is the healthy follower with in-
dex i ∈ Vh) toward its own trajectory, and since ek(t) is
outside the range of ej(t), j ∈ Vh ∪ {1}, it can lead to
the divergence of the leader-following errors of healthy
followers from zero. However, according to Assumption
1, it is possible for the ith healthy follower to ignore
up to f neighbors with largest ej(t), j ∈ Ni, and up to
f neighbors with smallest ej(t), j ∈ Ni, such that all
the possible malicious neighbors satisfying (3) are ig-
nored. Since the ith healthy follower may have no ac-
cess to x1(t), it may have no access to ej(t), j ∈ Ni

(it only has access to xj(t), j ∈ Ni). However, since
x1(t) is identical for all the agents, to ignore up to f
neighbors with largest ej(t), j ∈ Ni, and up to f neigh-
bors with smallest ej(t), j ∈ Ni, up to f neighbors with
largest xj(t), j ∈ Ni, and up to f neighbors with small-
est xj(t), j ∈ Ni, can be ignored.

By considering the above-mentioned issue, we consider
variables kij(t), i ∈ Vh, j ∈ Ni, describing that the ith
healthy follower selects Agent j or not. In other words,
we consider an effective adjacency matrix for the network
in the form Ã(t) = [ãij(t)] such that

ãij(t) = kij(t)aij

where kij(t) = 1 implies the selection of Agent j
for interaction; otherwise, the ith healthy follower
sets kij(t) = 0. In a similar way, the effective neigh-

boring set of each healthy follower is defined as
Ñi(t) = {j ∈ Ni|kij(t) = 1}. Note that since the mali-
cious followers are under attacks and the resilient con-
trol strategy is developed for the healthy followers, the
entries of the effective adjacency matrix when i ∈ Vm
are not important for us. Now, the resilient control
strategy for the leader-follower MAS is proposed in two
parts as follows:

(a) At each time instant:
1) The ith healthy follower receives the state informa-

tion xj(t), j ∈ Ni, and sorts them from the largest
state to the smallest one, and sets kij(t) = 1, j ∈ Ni.

2) If |Ni| ≥ f , it considers f neighbors with largest
state values described by xj(t), and if j 6= 1 and
xj(t) > xi(t), it sets kij(t) = 0. If |Ni| < f , it
considers all the |Ni| neighbors described by xj(t),
and if j 6= 1 and xj(t) > xi(t), it sets kij(t) = 0.

3) In a similar way, if |Ni| ≥ f , it considers f neighbors
with smallest state values described by xj(t). Then,
if j 6= 1 and xj(t) < xi(t), it sets kij(t) = 0. More-
over, if |Ni| < f , it considers all the |Ni| neighbors
described by xj(t), and if j 6= 1 and xj(t) < xi(t),
it sets kij(t) = 0.

(b) Based on kij(t), i ∈ Vh, j ∈ Ni, obtained in Part (a)
and by considering ãij(t) = kij(t)aij , the ith healthy
follower employs the following interaction law:

ui(t) = −γi(t)ξi(t)− χisat(ξi(t)/ε), i ∈ Vh, (4)

where γi(t) = αi/(
∑N

j=1 ãij(t)), αi, χi, ε ∈ R>0, and

ξi(t) =

N∑
j=1

ãij(t)[xi(t)− xj(t)]. (5)

Note that by considering a (2f+1)-robust leader-
follower graph, according to Part (a), we have∑N

j=1 ãij(t) 6= 0.

Theorem 1 Consider the MAS described in (2) with a
dynamic leader, Nh healthy followers, and Nm malicious
followers, and when Assumptions 1 and 2 hold. Let the ith
healthy follower be under the interaction law (4) where the
gains kij(t), i ∈ Vh, j ∈ Ni, are obtained via the selection
criterion given in Part (a). Under these conditions, if G
is a (2f+1)-robust leader-follower graph and

χi > sup
t≥0

{
|ẋ1(t)|+ |di(t)|

}
, (6)

the leader-following errors ei(t), i ∈ Vh, are uniformly
ultimately bounded such that in a finite time,

|xi(t)− x1(t)| ≤
Nh∑
k=1

εk, i ∈ Vh, (7)
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where ε1 = ε and εk = ε+
∑k−1

q=1 qεq, k ∈ {2, . . . , Nh}.

Proof. By defining V́h = Vh∪{1}, at each time instant,
we consider three sets S1,k(t), S2,k(t), and S3,k(t), k ∈
{1, 2, . . . , Nh + 1}, as

S1,k(t) =
{
i ∈ V́h|ei(t) ∈ eM,k(t)

}
,

S2,k(t) =
{
i ∈ V́h|ei(t) ∈ em,k(t)

}
,

S3,k(t) = V́h\(S1,k(t) ∪ S2,k(t))

(8)

where by sorting ei(t), i ∈ V́h, from the small-
est to the largest values (respectively described by
δ1(t), δ2(t), . . . , δNh+1(t)) as

δ1(t) ≤ δ2(t) ≤ . . . ≤ δNh+1(t),

the sets eM,k(t) and em,k(t) are defined as follows:

eM,k(t) =
{
δNh+2−k(t), . . . , δNh

(t), δNh+1(t)
}
,

em,k(t) =
{
δ1(t), δ2(t) . . . , δk(t)

}
.

Since ei(t) = xi(t) − x1(t) and e1(t) = 0, one gets
δ1(t) ≤ 0 and δNh+1(t) ≥ 0. Thus, if δNh+1(t) = δ1(t),
we have δNh+1(t) = δ1(t) = 0 which implies that all the
healthy followers follow the leader. Now, in three steps
we analyze the behaviors of the healthy followers when
δNh+1(t) 6= δ1(t). First, we derive differential equations
describing the leader-following errors evolution. Accord-
ingly, in Step 2, we show that δNh+1(t)− δNh

(t) and/or
δ2(t) − δ1(t) are/is uniformly ultimately bounded, and
then in Step 3, in a hierarchical analysis, we show that
δNh+1(t) and δ1(t) are uniformly ultimately bounded.

Step 1:
By substituting (4) into (2), one gets

ẋi(t) = −γi(t)ξi(t)− χisat(ξi(t)/ε) + di(t), i ∈ Vh. (9)

From (9), it follows that

ėi(t) = −γi(t)ξi(t)−χisat(ξi(t)/ε) + di(t)− ẋ1(t) (10)

where by considering (5), ξi(t) can be rewritten as

ξi(t) =

N∑
j=1

ãij(t)[ei(t)− ej(t)]. (11)

According to (1), it can be said that for |ξi(t)| > ε, we
have sat(ξi(t)/ε) = sgn(ξi(t)). In this condition, since
di(t) and ẋ1(t) are bounded, there exists a bounded real
number ηi(t) such that (10) can be written in the fol-
lowing form:

ėi(t) = −γi(t)ξi(t)− ηi(t)sat(ξi(t)/ε). (12)

Since sat(ξi(t)/ε) = sgn(ξi(t)), when both di(t) and
−ẋ1(t) in (10) have the same sign as −ξi(t), we have
ηi(t) = χi + |ẋ1(t)|+ |di(t)|, and when the signs of both
di(t) and −ẋ1(t) are the inverse of the sign of −ξi(t),
one gets ηi(t) = χi− |ẋ1(t)| − |di(t)| which according to
(6), χi − |ẋ1(t)| − |di(t)| > 0. Therefore, at each time
instant, χi + |ẋ1(t)| + |di(t)| and χi − |ẋ1(t)| − |di(t)|
are the possible maximum and minimum values of ηi(t).
Thus, according to (6), ηi(t) satisfies

0 < χi − sup
t≥0

{
|ẋ1(t)|+ |di(t)|

}
≤ ηi(t)

≤ χi + sup
t≥0

{
|ẋ1(t)|+ |di(t)|

}
.

(13)

Step 2:

As δNh+1(t) 6= δ1(t), at least one healthy follower i ∈ Vh
where ei(t) 6= 0 belongs to S1,1(t) or S2,1(t) as follows:

i ∈ S1,1(t) 1 /∈ S1,1(t)

i ∈ S2,1(t) 1 /∈ S2,1(t).
(14)

Two cases can be considered for such healthy followers.
The first case is when ∃i ∈ Vc satisfying (14) where
Vc = {i ∈ V|1 ∈ Ni}, and the second case is when
@i ∈ Vc satisfying (14), each of which is analyzed below:

i) If ∃i ∈ Vc satisfying (14): According to the definition
of Vc, for i ∈ Vc, we have 1 ∈ Ni. On the other hand,
according to the selection criterion given in Part (a),
ki1(t) = 1 if 1 ∈ Ni. Therefore, if i ∈ Vc, we have

1 ∈ Ñi(t), and if (14) is satisfied, one gets

|Ñi(t)\S1,1(t)\Vm| ≥ 1 i ∈ S1,1(t)

|Ñi(t)\S2,1(t)\Vm| ≥ 1 i ∈ S2,1(t).
(15)

ii) If @i ∈ Vc satisfying (14): In this condition, since G is
a (2f+1)-robust leader-follower graph, by considering
(14), S1,1(t) is (2f+1)-reachable if i ∈ S1,1(t), and
S2,1(t) is (2f+1)-reachable if i ∈ S2,1(t). Thus, for
some i /∈ Vc,∣∣Ni\S1,1(t)

∣∣ ≥ 2f + 1 i ∈ S1,1(t)∣∣Ni\S2,1(t)
∣∣ ≥ 2f + 1 i ∈ S2,1(t),

(16)

and as Vm is f -local, it implies that∣∣Ni\S1,1(t)\Vm
∣∣ ≥ f + 1 i ∈ S1,1(t)∣∣Ni\S2,1(t)\Vm
∣∣ ≥ f + 1 i ∈ S2,1(t).

(17)

From (16) and (17), it follows that the healthy fol-
lower i has at least 2f+1 neighbors outside its set
which at least f+1 of them are healthy. Moreover,
since i ∈ S1,1(t) or i ∈ S2,1(t), according to the selec-
tion criterion given in Part (a), the healthy follower
i uses the information of at least one of these f+1
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healthy neighbors to update its own state. Therefore,∣∣Ñi(t)\S1,1(t)\Vm
∣∣ ≥ 1 i ∈ S1,1(t)∣∣Ñi(t)\S2,1(t)\Vm
∣∣ ≥ 1 i ∈ S2,1(t).

(18)

As a result, from (15) and (18), it follows that for some
i ∈ S1,1(t) or i ∈ S2,1(t),

|Ñi(t)\S1,1(t)\Vm| ≥ 1 i ∈ S1,1(t)

|Ñi(t)\S2,1(t)\Vm| ≥ 1 i ∈ S2,1(t).
(19)

According to the definition of S1,1(t) and S2,1(t) in (8), if
i ∈ S1,1(t) or i ∈ S2,1(t), it implies that ei(t) = δNh+1(t)
or ei(t) = δ1(t), respectively. In this condition, if (this
can happen when |S1,1(t)| = 1 if i ∈ S1,1(t) and when
|S2,1(t)| = 1 if i ∈ S2,1(t))

δNh+1(t)− δNh
(t) > ε1 i ∈ S1,1(t)

δ2(t)− δ1(t) > ε1 i ∈ S2,1(t),
(20)

from (19), one concludes that the distance of ei(t) from

the closest ej(t), j ∈ Ñi(t)\Vm, is larger than ε1. More-
over, since Vm is f -local, by considering the selection
criterion given in Part (a), any malicious neighbor with
leader-following error outside the range [δ1(t), δNh+1(t)]
will be ignored. Therefore, according to (11), (19), and
(20), for all switching ãij(t) ≥ 0, one gets (note that
ε1 = ε)

ξi(t) > ε i ∈ S1,1(t)

ξi(t) < −ε i ∈ S2,1(t).
(21)

Since |ξi(t)| > ε, we have sat(ξi(t)/ε) = sgn(ξi(t)). Then,
from (8), (14), and (21), it follows that

sat(ξi(t)/ε) = sgn(ξi(t)) = sgn(ei(t)). (22)

Now, for |ξi(t)| > ε, we consider the following Lyapunov
candidate:

Vi(t) =
1

2
ei(t)

2 (23)

which is differentiable along (12) as follows:

V̇i(t) = −γi(t)ξi(t)ei(t)− ηi(t)sat(ξi(t)/ε)ei(t). (24)

Therefore, by considering (13), (22), and (24), and since
γi(t) > 0, one gets for |ξi(t)| > ε,

V̇i(t) < −ηi(t)|ei(t)| < 0

which according to the definition of Vi(t) in (23), it can
be restated as follows:

V̇i(t) < −2
1
2 ηi(t)Vi(t)

1
2 .

Note that the agents belonging to S1,1(t), S2,1(t), and
S3,1(t) are not fixed, and S1,1(t), S2,1(t), and S3,1(t)
are switching sets over time. However, considering the
above-mentioned issues, for all the switching sets, at each
time instant if δNh+1(t) 6= δ1(t),

- always ∃i ∈ S1,1(t) or S2,1(t) such that ei(t) 6= 0 and

if (20) is satisfied, V̇i(t) < −21/2ηi(t)Vi(t)
1/2.

- ∀i ∈ S3,1(t), if Agent i leaves the set S3,1(t), it will
join S1,1(t) or S2,1(t).

Therefore, while |ξi(t)| > ε, Vi(t) is decreasing and by
invoking the Lyapunov criterion for finite-time conver-
gence (Yu et al. 2017), V̇i(t) < −21/2ηi(t)Vi(t)

1/2 implies
that the convergence of Vi(t) is in finite time. Now, ac-
cording to (8), since i ∈ S1,1(t) or i ∈ S2,1(t), in a finite
time, we have

δNh+1(t)− δNh
(t) ≤ ε1 i ∈ S1,1(t)

δ2(t)− δ1(t) ≤ ε1 i ∈ S2,1(t).
(25)

Step 3:

For δNh+1(t) 6= δ1(t), since at least one of the healthy
followers with nonzero leader-following error belongs to
S1,1(t) or S2,1(t) and

S1,1(t) ⊆ S1,k(t),

S2,1(t) ⊆ S2,k(t), k ∈ {2, 3, . . . , Nh + 1},

at least one healthy follower i ∈ Vh where ei(t) 6= 0
belongs to S1,k(t) or S2,k(t). In this condition, if 1 /∈
S1,k(t) ∩ S2,k(t), we consider healthy followers i where

i ∈ S1,k(t) 1 /∈ S1,k(t)

i ∈ S2,k(t) 1 /∈ S2,k(t).
(26)

As G is a (2f+1)-robust leader-follower graph, similar to
(19), it can be said that for some i ∈ S1,k(t) or i ∈ S2,k(t)
satisfying (26),

|Ñi(t)\S1,k(t)\Vm| ≥ 1 i ∈ S1,k(t)

|Ñi(t)\S2,k(t)\Vm| ≥ 1 i ∈ S2,k(t).
(27)

In this condition, if (this can happen when |S1,k(t)| = k
if i ∈ S1,k(t) and when |S2,k(t)| = k if i ∈ S2,k(t))

δNh+2−k(t)− δNh+1−k(t) >εk i ∈ S1,k(t)

δk+1(t)− δk(t) >εk i ∈ S2,k(t),

by considering the errors ultimate bounds obtained in
Steps 1 to k− 1 (that are ε1, ε2, . . . , εk−1) and according
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to the definition of εk, in a finite time for Step k we have

δNh+2−k(t)− δNh+1−k(t) >
k−1∑
j=1

(
δNh+2−j(t)− δNh+2−k(t)

)
+ ε i ∈ S1,k(t)

δk+1(t)− δk(t) >

k−1∑
j=1

(
δk(t)− δj(t)

)
+ ε i ∈ S2,k(t)

implying that

- if 1 /∈ S1,k(t), the distance of the leader-following error
δNh+2−k(t) from the leader-following error δNh+1−k(t)
is larger than the summation of its distances from
all the possible larger leader-following errors inside
eM,k(t) plus ε.

- if 1 /∈ S2,k(t), the distance of the leader-following error
δk(t) from the leader-following error δk+1(t) is larger
than the summation of its distances from all the possi-
ble smaller leader-following errors inside em,k(t) plus
ε.

Moreover, based on the selection criterion given in Part
(a), up to f neighbors with largest leader-following er-
rors and up to f neighbors with smallest leader-following
errors (including any malicious neighbor with leader-
following error outside the range [δ1(t), δNh+1(t)]) will
be ignored by each healthy follower. As a result, from
(11) and (27), for all switching ãij(t) ≥ 0, we have

ξi(t) > ε i ∈ S1,k(t)

ξi(t) < −ε i ∈ S2,k(t).
(28)

Then, from (8), (26), and (28), it follows that

sat(ξi(t)/ε) = sgn(ξi(t)) = sgn(ei(t)).

By considering a Lyapunov candidate Vi(t) the same
as (23), the time derivative of Vi(t) along (12) can be
obtained as (24), and then based on similar arguments
the same as Step 2, it follows that while |ξi(t)| > ε, Vi(t)
is decreasing and the convergence is in a finite time. By
considering the errors ultimate bounds obtained in Steps
1 to k − 1, for Step k, in a finite time we should have

δNh+2−k(t)− δNh+1−k(t) ≤ εk i ∈ S1,k(t)

δk+1(t)− δk(t) ≤ εk i ∈ S2,k(t).
(29)

Now, if for a 1 < k ≤ Nh + 1, 1 ∈ S1,k(t)∩S2,k(t); then,
by considering (25) and (29), it can be said that

|xi(t)− x1(t)| ≤
k−1∑
q=1

εq, i ∈ Vh.

Since the maximum of k such that 1 ∈ S1,k(t) ∩ S2,k(t)

is Nh + 1, (7) is satisfied, and the proof is completed. �

Remark 2 The main idea of using sat(·) instead of
sgn(·) in (4) is to avoid the chattering phenomenon in
the agents control inputs. However, as the leader ve-
locity cannot be fully compensated by a sat(·) function,
according to Theorem 1, the error will be accumulated
in leader-to-follower or follower-to-follower interaction
links (simulations regarding this issue can be found in
Ren (2007)). However, by choosing ε small enough, the
leader-following errors can be small especially for MASs
with no large Nh. It should be noted that according to the
proof of Theorem 1, the ultimate bound mentioned in (7)
is a supremum such that out of this bound, the states of
the agents converge toward the leader state.

Remark 3 It is worth noting that the selection criterion
given in Part (a) does not imply that at each time instant
all the ignored neighbors are malicious or all the mali-
cious neighbors are ignored. Indeed, according to the pro-
posed strategy, each healthy follower evaluates the state
information of its neighbors and uses the information of
neighbors which do not lead to divergence in the network.
In this condition, if a malicious neighbor shows safe be-
havior at some time instants, it may not be ignored by
the healthy follower. This case may happen if according
to the transmitted state value by the malicious follower,
its leader-following error lies inside a range such that it
is not ignored by the healthy follower.

The condition of employing a (2f+1)-robust leader-
follower graph in G is a sufficient condition of Theorem 1
such that the states of the healthy followers converge to
the bound described in (7). However, there exist cases
when if G is not a (2f+1)-robust leader-follower graph,
Theorem 1 cannot lead to leader-following.

Corollary 1 If G is not a (2f+1)-robust leader-follower
graph, under the proposed control strategy in Theorem 1,
(7) may not be satisfied.

Proof. If G is not a (2f+1)-robust leader-follower graph,
according to Definition 1, at least one of the following
cases should happen:

i) If |Vc| < 2f + 1: Let us decompose Vc to two subsets
as follows:

Vch = Vc ∩ Vh,
Vcm = Vc ∩ Vm.

Consider a scenario when di(t) = 0, i ∈ V, Vh\Vch 6=
∅, and |Vcm| = f if |Vc| ≥ f or |Vcm| = |Vc| if |Vc| < f .
Now, since |Vc| < 2f + 1, one gets |Vch| ≤ f . More-
over, let ∀j ∈ Vch,Nj ∩

{
V\{1}\Vch

}
= ∅. In this

condition,

∀j ∈ Vch ∪ {1},∀i ∈ Vh\Vch,∀` ∈ Vm,
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if xj(t) +
∑Nh

k=1 εk < xi(t) < x`(t) or x`(t) < xi(t) <

xj(t) −
∑Nh

k=1 εk, according to the selection criterion
in Part (a) and since |Vch| ≤ f , the healthy followers
i ∈ Vh\Vch do not use the state information of any

agent belonging to Vch ∪ {1}. In other words, Ñi(t) ∩
{Vch∪{1}} = ∅, and as a result (7) cannot be satisfied.

ii) If a nonempty set S ⊆ V\{1}\Vc is not (2f+1)-
reachable: Consider a scenario when di(t) = 0, i ∈ V,
S ⊆ Vh, |Vm| = f , and ∀i ∈ S,Vm ⊆ Ni. Thus, as
S is at most 2f -reachable, ∀i ∈ S, |Ni \S\Vm| ≤ f .
Furthermore, let ∀j ∈ Vh\S,Nj ∩ {S ∪ Vm} = ∅. In
this condition,

∀j ∈ {Vh\S} ∪ {1},∀i ∈ S,∀` ∈ Vm,

if xj(t) +
∑Nh

k=1 εk < xi(t) < x`(t) or x`(t) < xi(t) <

xj(t) −
∑Nh

k=1 εk, based on the selection criterion in
Part (a) and since ∀i ∈ S, |Ni \S\Vm| ≤ f , the
healthy followers i ∈ S do not use the state informa-
tion of any agent belonging to {Vh\S}∪ {1}. In other

words, Ñi(t) ∩ {{Vh\S} ∪ {1}} = ∅, and as a result
(7) cannot be satisfied.

Therefore, if G is not a (2f+1)-robust leader-follower
graph, there exist cases where some healthy followers
i ∈ Vh cannot satisfy (7). �

Based on the results of Theorem 1, if the number of
malicious neighbors is not more than f and the set of the
healthy followers is fixed, (7) will be satisfied. Moreover,
while the number of malicious neighbors is not more than
f , if some agents have malicious behaviors only in finite
time t < tf , tf ∈ R+, and are healthy for t ≥ tf , if their
states are bounded for t = tf , they behave the same as
healthy followers for t ≥ tf . Then, the new fixed set of
healthy followers satisfies the conditions of Theorem 1
such that (7) will be satisfied. However, in some cases,
the number of malicious neighbors may be more than f
in finite time t < tf , but for t ≥ tf , the set of the healthy
followers is fixed and the number of malicious neighbors
is not more than f . To extend Theorem 1 to such cases,
we present the following theorem.

Theorem 2 Consider the MAS described in (2) with
a dynamic leader, Nh healthy followers, and Nm mali-
cious followers, and when Assumption 2 holds. Let the ith
healthy follower be under the interaction law (4) where
the gains kij(t), i ∈ Vh, j ∈ Ni, are obtained via the se-
lection criterion given in Part (a). Under this condition,
if the transmitted states xi(t), i ∈ Vm, are bounded in a
finite time period [t0, t0 + τ), t0 ∈ R≥0, τ ∈ R>0, and if
xi(t0), i ∈ Vh, are bounded; then, xi(t), i ∈ Vh, remain
bounded in the finite time period [t0, t0 + τ).

Proof. Let us define the vector xh(t) ∈ RNh with entries
xi(t), i ∈ Vh. By substituting (4) into (2), according to
(9), there exists a bounded switching matrix Ah(t) ∈

RNh×Nh such that for t0 ≤ t < t0 + τ ,

ẋh(t) = Ah(t)xh(t) + νh(t) (30)

where νh(t) is a function of x1(t), the transmitted
states xi(t), i ∈ Vm, and −χisat(ξi(t)/ε) + di(t), i ∈ Vh.
Since x1(t) and the transmitted states xi(t), i ∈ Vm,
remain bounded in the finite time period [t0, t0 + τ)
and −χisat(ξi(t)/ε) and di(t), i ∈ Vh, are bounded, we
can consider νh(t) as a bounded input vector (note that
according to Assumption 2, x1(t) remain bounded in fi-
nite time). Therefore, by considering (30), we deal with
a linear switching system with bounded input, and ac-
cording to the solution of linear switching systems (Sun
& Ge 2005), the boundedness of the entries of xh(t) in
the finite time period [t0, t0 + τ) can be concluded. �

According to Theorem 2, under the aforementioned con-
ditions, malicious followers with bounded transmitted
states cannot lead to unboundedness of the states of the
healthy followers in finite time. Hence, if the transmitted
states by the malicious followers are bounded for t < tf ,
if the number of the malicious neighbors is not more than
f for t ≥ tf , and if new added healthy followers have
bounded states at t = tf , we will have a leader-follower
MAS satisfying the conditions of Theorem 1. Thus, for
the new fixed set of healthy followers, (7) will be satis-
fied.

Remark 4 It should be noted that for checking that a
graph is an r-robust leader-follower graph, all the sub-
sets of the nodes V\Vc\{1} may be needed to be investi-
gated. However, it is possible to propose approaches based
on which an r-robust leader-follower graph can be con-
structed. One possible way is following a hierarchical al-
gorithm as given in Algorithm 1. According to the first
and second steps of the algorithm, the constructed graph
contains a node with no neighbors and with at least r chil-
dren, and according to the third step of the algorithm, any
nonempty subset S ⊆ V\Vc\{1} is r-reachable. Hence,
all the features of an r-robust leader-follower graph given
in Definition 1 are satisfied. By employing the mentioned
algorithm, a 5-robust leader-follower graph of 13 nodes
is depicted in Fig. 2.

Algorithm 1 Construction of an r-robust leader-
follower graph

1: Consider N ≥ r+1 nodes labeled as i = 1, 2, . . . , N .
Set i = 1 as the root/leader node, and set Vc as
Vc = {2, 3, . . . , ŕ + 1}, r ≤ ŕ ≤ N − 1.

2: Add the edges (1, i), i ∈ Vc.
3: If N ≥ ŕ+ 2, for i ∈ {ŕ+ 2, · · · , N}, add r arbitrary

different edges (j, i), j < i.
4: For i ∈ V\{1} add optional edges (j, i), j ∈ V\{i}.

Theorem 3 The minimum number of the edges of an
r-robust leader-follower graph with minimum |Vc| asso-
ciated with N nodes is (N − r)r.
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Fig. 2. A 5-robust leader-follower graph of 13 nodes.

Proof. According to the second and third steps of Algo-
rithm 1, since the minimum |Vc| is r, r+ (N − 1− r)r =
(N − r)r edges are sufficient to build an r-robust leader-
follower graph. Now, we assume that the number of the
edges is less than (N−r)r. In this condition, the number
of the edges from the root/leader to its children should
be less than r or at least one of the other N − 1 − r
nodes of the graph should have less than r neighbors. In
each of these two cases, the graph cannot be an r-robust
leader-follower graph. �

Remark 5 To address resiliency in leader-follower
MASs, we have used the concept of r-robust leader-
follower graphs. Moreover, since leader-following is a
tracking problem, the existing interaction protocols for
resilient control of MASs are not applicable for resilient
leader-following (Pasqualetti et al. 2009, 2012, Zhang &
Sundaram 2012, LeBlanc et al. 2013, Dibaji et al. 2018,
Dibaji & Ishii 2014, Wu & He 2017, LeBlanc & Kout-
soukos 2018). Thus, based on properties of the sat(·)
function, we have proposed a nonlinear interaction pro-
tocol which guarantees leader-following under r-robust
leader-follower graphs.

5 Numerical Examples

The proposed control strategy is evaluated in two sce-
narios. In the first scenario, a leader-follower network
of 100 agents in investigated, and in the second one, a
leader-follower formation of seven mobile agents on a
two-dimensional plane is considered.

Scenario 1 : Consider a leader-follower MAS containing
100 agents with initial states randomly chosen between
[0, 20]. Let f = 20 while the number of the malicious
followers is assumed to be 15. Accordingly, a (2f + 1)-
robust leader-follower communication graph generated
based on Algorithm 1 is considered. The malicious fol-
lowers are selected randomly, and they are assumed to
be under data injection attacks in communicated infor-
mation and denial of service attacks or data injection at-
tacks in control inputs (we have used various sinusoidal
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Fig. 3. State trajectories of the agents in Scenario 1: when
the proposed resilient control strategy is employed.

and bias signals for data injection, and we have modeled
the denial of service by setting ui(t) = 0).

The leader control command is considered to be u1(t) =
5 cos(2t) + 2 sin(5t) and the external disturbances are
supposed to be bounded as |di(t)| ≤ 2 (we have used
random signals to model disturbances). The objective is
following Agent 1 based on the leader-following control
strategy proposed in Theorem 1. Accordingly, let αi = 1,
ε = 0.1, aij = 1 if j ∈ Ni, and χi = 12. By employing
the proposed resilient leader-follower control strategy, as
depicted in Fig. 3, the states of the healthy followers con-
verge to the leader state with ultimately bounded errors.
According to Fig. 3, while some agents have malicious
behaviors and are unknown to the healthy followers, the
healthy followers follow the trajectory of the leader. To
show the effect of the malicious followers in leading to
divergence in the network, let us repeat the scenario
when the control law is not resilient. In this condition,
as demonstrated in Fig. 4, because of the healthy follow-
ers interaction with the malicious followers, the states of
the healthy followers diverge from the leader trajectory.

Scenario 2 : Consider a two dimensional leader-follower
MAS under a 3-robust communication topology demon-
strated in Fig. 1(b) which each dimension is described
by (2) as follows:

ẋi(t) = uxi(t) + dxi(t),

ẏi(t) = uyi(t) + dyi(t)

where xi(t), uxi(t), and dxi(t) respectively denote the
position, control input, and external disturbance of the
ith agent on the x-axis, and yi(t), uyi(t), and dyi(t) re-
spectively denote the position, control input, and exter-
nal disturbance of the ith agent on the y-axis. It should
be noted that the basis for the proposed resilient control
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Fig. 4. State trajectories of the agents in Scenario 1: when
the interaction law is not resilient.

strategy is sorting the state information of the neigh-
boring agents by each healthy follower, and evaluating
them to select the safest ones. According to this idea,
the proposed control strategy is well suited to a sce-
nario with scalar agents. The methodology can be ex-
tended to decoupled multidimensional dynamics of the
agents. Therefore, we employ the proposed resilient con-
trol strategy in Theorem 1 for each axis separately (as
two decoupled MASs). The agents initial states respec-
tively are set arbitrary as 1, 3, 4, 2, 1, 1, and 2 on the
x-axis, and 1, 2, 1, 3, 3, 2, and 2 on the y-axis. The leader
control commands are considered to be ux1(t) = 1 and
uy1(t) = 1 + sin(2t), and the external disturbances are
supposed to be bounded as |dxi(t)| ≤ 1 and |dyi(t)| ≤ 1
(we have used various sinusoidal signals to model the
disturbances). Accordingly, let αi = 1, ε = 0.1, aij = 1
if j ∈ Ni, and χi = 5. We assume that Follower 3
is under a data injection attack such that for t > 3,
ux3(t) = ux3d(t) and uy3(t) = uy3d(t) + 5 cos(4t) +
10 sin(3t)− 9, where ux3d(t) and uy3d(t) are the desired
control commands of Follower 3. The objective is follow-
ing x1(t) and y1(t), considering proper biases such that
a hexagon formation around the leader with the radios
of 1 is achieved. Accordingly, by considering the desired
formation demonstrated in Fig. 5, the states of the fol-
lowers can be considered as x̃i(t) = xi(t)−cos((i−1)π/3)
and ỹi(t) = yi(t)−sin((i−1)π/3), i ∈ {2, 3, . . . , 7}. Note
that the points described by x1(t) + cos((i− 1)π/3) and
y1(t)+sin((i−1)π/3), i ∈ {2, 3, . . . , 7}, imply the hexag-
onal formation of Fig. 5 about the leader. By employ-
ing the proposed resilient control strategy in Theorem
1, as depicted in Fig. 6, while Follower 3 has a malicious
behavior, the healthy followers achieve a desired forma-
tion around the leader with ultimately bounded errors.
To show the effect of the attack without employing the
resilient control strategy, we have repeated the scenario
when the interaction law is not resilient. In this condi-
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Fig. 5. Desired formation of the agents in Scenario 2.
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Fig. 6. State trajectories of the agents in Scenario 2: when the
proposed resilient control strategy is employed (the initial
and final positions of the agents during the simulation are
marked).

tion, the state trajectories of the agents are depicted in
Fig. 7. According to this figure, because of the healthy
followers interaction with the malicious follower, some
healthy followers do not follow the leader trajectory.

6 Conclusions and Future Work

This study was devoted to leader-follower control of
MASs in the presence of cyber-attacks. The resiliency of
most existing schemes for control of MASs relied on the
r-robust properties of networks communication graphs,
whereas such properties were not realizable when the
agents followed a desired trajectory determined by a
leader. Although some research also has been done on
resilient leader-follower control of MASs, the base of
those results was restrictive assumptions such as consid-
ering multiple identical leaders with constant/piecewise
constant states or modeling of cyber-attacks by addi-
tive faults. Under the proposed control strategy in this
paper, it was shown that in the presence of an r-robust
leader-follower graph, the healthy followers could filter
out any malicious behavior in their neighborhood, and
simultaneously they could follow a time-varying trajec-
tory determined by a leader. This study was a primary
effort in this area and many problems still are worth
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Fig. 7. State trajectories of the agents in Scenario 2: when the
interaction law is not resilient (the initial and final positions
of the agents during the simulation are marked).

investigation. Resilient leader-following in the presence
of a moving leader with unknown speed bound and
resilient leader-following considering communication
problems (such as time delays, links failure, and noises
(Zhan et al. 2019, 2015, Zhang & Zhang 2012)) are few
problems in this area which can be considered as future
work.
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