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[Summary paragraph] 35 

The Paris Agreement – which aims at holding global warming well below 2°C, while pursuing 36 

efforts to limit it below 1.5°C – has initiated a bottom-up process of iteratively updating 37 

nationally determined contributions (NDCs) to reach these long-term goals. Achieving its 38 

goal implies a tight limit on cumulative net CO2 emissions of which residual CO2 emissions 39 

from fossil fuels (Res-FFI-CO2) are the greatest impediment. Here, using an ensemble of 7 40 

Integrated Assessment Models (IAMs), we explore the determinants of these residual 41 

emissions, focusing on sector level contributions. Even when strengthened pre-2030 42 

mitigation action is combined with very stringent long-term policies, cumulative Res-FFI-CO2 43 

remains at 850-1150 GtCO2 during 2016-2100, despite carbon prices of 130-420 $/tCO2 by 44 

2030. Thus, 640-950 Gt CO2 removal is required for limiting end-of-century warming to 1.5°C 45 

with a likely chance. In the absence of strengthened pre-2030 pledges, long-term CO2 46 

commitments are increased by 160-330 GtCO2, further jeopardizing achievement of the 47 

1.5°C goal and increasing dependence on carbon dioxide removal.  48 
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[Main Text] 49 

A central insight of geophysical climate research is the quasi-linear relationship between 50 
cumulative CO2 emissions and temperature increase1, implying a finite but uncertain limit on 51 
admissible emissions for any long-term temperature stabilization goal2,3. Crucially, 52 
cumulative CO2 emissions budgets for the 1.5°C limit are estimated to be much lower than 53 
for 2°C4,5.  54 

The tight cumulative emissions budget for 1.5°C in combination with the inadequacy of 55 
current emission reductions efforts6 and the NDCs7–10 gives rise to concerns about the 56 
world’s increasing reliance on future CDR. Due to the large land requirements for combining 57 
bioenergy with carbon capture and storage (BECCS) or afforestation, the most prominently 58 
discussed CDR options, there are substantial sustainability concerns about large-scale CDR 59 
deployment11. Given a budget on anthropogenic net CO2 emissions, the scale of CDR 60 
required depends directly on the scale of cumulative residual gross CO2 emissions from fossil 61 
fuel and industry (Res-FFI-CO2). We here define Res-FFI-CO2 of a mitigation scenario as the 62 
amount of CO2 emissions from fossil fuel and industry (excluding negative emissions from 63 
CDR) whose abatement remains uneconomical or technically infeasible under the 64 
assumptions of the respective model and scenario.  65 

This study examines the drivers of Res-FFI-CO2 in very low stabilization scenarios, with the 66 
goal of identifying crucial decarbonization bottlenecks towards 1.5-2°C stabilization based on 67 
the cross-sectoral perspective of seven technology-rich integrated assessment modeling 68 
(IAM) frameworks. Understanding from which sectors and activities major Res-FFI-CO2 69 
originate is of crucial value for decision-makers to prioritize climate policy interventions and 70 
technological innovation. Previous IAM studies have focused on net anthropogenic CO2 71 
emissions (e.g, Refs. 4,12,13), but have not disentangled positive and negative components of 72 
the CO2 budget14. Our approach, by contrast, characterizes the sectorial composition of deep 73 
decarbonization pathways both in terms of their residual (gross) fossil emissions as well as 74 
their CDR requirements. Past studies have also mostly focused on the 2°C limit4,12,15,16, 75 
whereas to date only few recent studies have explored pathways limiting end-of-century 76 
warming to 1.5°C5,17.  77 

Our study is, to our knowledge, also the first multi-model intercomparison exercise in the 78 
light of the Paris Agreement that contrasts scenarios of early strengthening of policy 79 
ambition in line with the 1.5°C-2°C goals with scenarios assuming no strengthening of NDCs 80 
before 2030. We can thus explore to what extent delayed strengthening increases 81 
cumulative Res-FFI-CO2, both due to increased near-term emissions and further carbon lock-82 
in18, and consequently increases long-term CDR-requirements or renders climate goals 83 
unattainable.   84 
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Decarbonization scenarios for 1.5-2°C stabilization 85 

We use seven global integrated assessment models (IAMs) AIM/CGE, IMAGE, GCAM, 86 
MESSAGE-GLOBIOM, POLES, REMIND and WITCH, each of which implemented three 87 
different constraints on net cumulative 2016-2100 CO2 of around 200, 800 and 1400 Gt CO2 88 
to differentiate alternative climate target stringencies (see Methods and Suppl. Table 1). 89 
Using a probabilistic version of the reduced-form carbon-cycle and climate model 90 
MAGICC3,19,20 these three scenario groups are characterized as likely below 1.5°C by 2100 91 
(B200|1.5C-T2100|>67% in the remainder of this article, abbreviated B200 in the figures), 92 
likely to avoid 2°C over the 21st century (B800|2C-Tmax|>67%; B800 in figures), or more likely 93 
than not (>50% chance) to avoid 2°C (B1400|2C-Tmax|>50%; B1400 in figures), respectively 94 
(Table 1 and Suppl. Fig. 1). The relation between cumulative CO2 emissions and warming 95 
illustrates the tight emissions space for mitigation in line with the objectives of the Paris 96 
Agreement. The 200 and 800 GtCO2 emission budgets for the 1.5°C and well-below 2°C limits 97 
compare to current annual CO2 emissions of around 41 GtCO2 (ref.21), and cumulative 2016-98 
2100 CO2 emissions of around 4000 GtCO2 that would occur if the Paris Agreement were not 99 
implemented (Reference policies scenarios, see Methods for details). 100 

Importantly, the size of the remaining CO2 budget for 1.5°C is highly uncertain, depending on 101 
assumptions on present-day warming, non-CO2 emissions and abatement, climate 102 
sensitivity, and the exact target specification.  For instance, a recent study22 found a greater 103 
remaining carbon budget for 1.5°C, but assumed lower 2015 temperature than our study. 104 
Moreover,  they considered the CO2 budget at the time of 1.5°C exceedance, which is 105 
greater  than the budget for avoiding 1.5°C warming in 2100 (see Suppl. Text 1 for a detailed 106 
discussion).  107 

Residual fossil CO2 emissions  108 

To provide a more detailed perspective on the mitigation challenges associated with the 1.5-109 
2°C targets, Figs. 1a,b disaggregate cumulative CO2 emissions into remaining Res-FFI-CO2 and 110 
negative emissions components from BECCS and land use. 111 

We find that in the very stringent B200|1.5C-T2100|>67% scenarios, under the assumption of 112 
early strengthening of mitigation action, 2016-2100 cumulative gross Res-FFI-CO2 amounts 113 
to 1020 [850-1150] (median across models, with ranges referring to the 68% confidence 114 
intervals throughout the paper, see methods). This exceeds by far most estimates of the 115 
remaining net anthropogenic CO2 budget for limiting end-of-century warming to 1.5°C with a 116 
likely chance (Table 1 and Suppl. Fig. 1). Consequently, these B200|1.5C-T2100|>67% 117 
scenarios feature cumulative CDR from BECCS and landuse of 790 [640-950] GtCO2 to offset 118 
the exceedance. The variations in sectoral Res-FFI-CO2 and CDR can be attributed to model-119 
specific structures and assumptions, see Suppl. Table 3.   120 

Cumulative Res-FFI-CO2 remain at this level despite an immediate phase-in of globally 121 
harmonized CO2 prices, which reach 250 [130-420] US$2010/t CO2 by 2030 in the B200|1.5C-122 
T2100|>67% scenarios (Fig. 1c), more than double the level required for B800|2C-Tmax|>67%. 123 
Diagnostic experiments with even higher CO2 prices show that abatement costs as a function 124 
of cumulated Res-FFI-CO2 are highly convex in the neighborhood of 1.5°C budgets. While it is 125 
not possible to establish an absolute lower limit of Res-FFI-CO2, the results indicate that 126 
there is limited scope to reach Res-FFI-CO2 emission reductions beyond those realized in the 127 
B200|1.5C-T2100|>67% pathways (see Suppl. Text 3 and Suppl. Fig. 18).   128 
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 B200|1.5C-T2100|>67% 

Warming below 1.5°C 
in 2100 with likely 
chance 

B800|2C-Tmax|>67% 

Warming limited 
below 2°C in 21st 
century with >67% 
chance, but not likely 
below 1.5°C in 2100 

B1400|P(2Cmax)>50% 

Medium likelihood 
(>50%) of limiting 
warming in 21st 
century to below 2°C 

Cumulative 2016 – 2100  
net CO2 Total [GtCO2] 
(exogenous) 

Median 210 810 1420 
16th-84th perc. 190 – 240 790 – 860 1390 – 1450 

(min – max) (182 – 250) (760 – 880) (1330 – 1490) 
Cumulative 2016 – 2100  
GHG Total [GtCO2e] 
 

Median 880 1600 2240 
16th-84th perc. 690 – 990 1402 – 1639 2030 – 2340 

(min – max) (670 – 1090) (1320 – 1700) (2000 – 2400) 
Cumulative 2016 – 2100  
gross Fossil Fuels and 
Industry  [GtCO2] 

Median 1020 1450 1940 
16th-84th perc. 850 – 1150 1260 – 1660 1670 – 2140 

(min – max) (820 – 1310) (1140 – 1700) (1630 – 2180) 
Cumulative 2016 – 2100  
CO2 removal from  
BECCS  [GtCO2] 

Median -730 -510 -340 
16th-84th perc. -830 – -450 -720 – -380 -630 – -340 

(min – max) (-840 – -420) (-770 – -360) (-670 – -310) 
Cumulative 2016 – 2100  
CO2 from  
landuse [GtCO2] 

Median -150 -90 -50 
16th-84th perc. -190 – -40 -150 – -40 -130 – 10 

(min – max) (-230 – 40) (-160 – 90) (-140 – 160) 
Global warming 
(max. 21st century) [°C] 
(MAGICC median) 

Median 1.54 1.69 1.92 
16th-84th perc. 1.51 – 1.57 1.62 – 1.71 1.87 – 1.94 

(min – max) (1.49 – 1.65) (1.58 – 1.77) (1.74 – 1.96) 
Global warming 
(2100) [°C] 
(MAGICC median) 

Median 1.29 1.56 1.88 
16th-84th perc. 1.20 – 1.31 1.53 – 1.60 1.86 – 1.92 

(min – max) (1.16 – 1.33) (1.44 – 1.63) (1.74 – 1.93) 
Likelihood of avoidance 
of 2°C in 21st century  
[%] 

Median 0.88 0.79 0.57 
16th-84th perc. 0.88 – 0.91 0.77 – 0.83 0.56 – 0.60 

(min – max) (0.84 – 0.93) (0.72 – 0.87) (0.54 – 0.71) 
Likelihood of avoidance 
of 1.5°C (2100)  
[%] 

Median 0.71 0.43 0.16 
16th-84th perc. 0.70 – 0.81 0.36 – 0.46 0.15 – 0.17 

(min – max) (0.67 – 0.83) (0.35 – 0.56) (0.13 – 0.25) 
Carbon price in 2030 
[US$2010/tCO2] 

Median 250 70 40 
16th-84th perc. 130 – 420 60 – 200 30 – 110 

(min – max) (110 – 590) (48 – 200) (20 – 200) 
Table 1 | Characterization of deep-decarbonization pathways with early strengthening in 129 
terms of total net cumulative CO2 (exogenously chosen scenario assumption) and GHG 130 
emissions, positive and negative CO2 budget components, as well as likelihood of exceeding 131 
2°C in 21st century and exceeding 1.5°C in 2100. Ranges are given as 68% confidence 132 
intervals (16th-84th percentiles, see methods), with full minimum to maximum spread in 133 
parenthesis. BECCS emissions are reported as sequestered CO2 from BECCS, while landuse 134 
change emissions induced by biomass are accounted for in landuse. Emissions and carbon 135 
prices are rounded to the nearest 10 GtCO2.   136 
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 137 

Figure 1 | Overview of global and sectoral emissions. (a) Total net CO2 emissions and their 138 
breakdown into fossil fuel and industry CO2 (Res-FFI-CO2), as well as mostly negative 139 
emission contributions from BECCS and land use in B200|P(1.5C2100)>67% scenarios. (b) 140 
Breakdown of cumulative 2016-2100 CO2 emissions into sectoral Res-FFI-CO2 and negative 141 
CDR components. (c) Carbon prices in 2030 in three main scenarios (B200|1.5C-T2100|>67%, 142 
B800|2C-Tmax|>67% and B1400|2C-Tmax|>50%). (d) Decarbonization of sectoral emission. 143 
The industry sector includes process emissions, e.g. from cement production. The bold boxes 144 
in (b), (c) and (d) indicate median and 16th-84th percentile range, light boxes and whiskers 145 
indicate full spread. A model-by-model and time-resolved representation of sectoral Res-FFI-146 
CO2 is shown in Suppl. Fig. 3. 147 
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Energy supply  148 

Energy supply accounts for about 45% of present day energy-related CO2 emissions23 and a 149 
major share of cumulative emissions in the Reference scenarios. The bulk of these emissions 150 
originate from the power sector. Other energy supply emissions come from centralized heat 151 
supply and refineries. Since these non-electric fossil emissions are reduced broadly in line 152 
with the decarbonization of the other sectors, and because of their relatively small share in 153 
total CO2 emissions (see Fig. 1b and Suppl. Figs. 3 and 6), they are not the focus of the 154 
analysis in this section.  155 

Previous studies have pointed out that electricity supply offers large and low-cost emission 156 
reduction potentials4,13,24, and considerable flexibility4,25, resulting in substantial variation in 157 
technology choice across models (Suppl. Text 2, Suppl. Table 3). In the B200|1.5C-T2100|>67% 158 
scenarios, it is virtually carbon-free by 2050, with a fossil carbon emissions intensity of 159 
electricity of around 4 [2-17] gCO2/kWh, compared to current levels of around 530 160 
gCO2/kWh26 (Fig. 2), and only slightly greater at 19 [12-28] gCO2/kWh in B800|2C-Tmax|>67%. 161 
The remaining cumulative 2016-2100 emissions from the power sector are 210 [140-220] 162 
GtCO2 in the B200|1.5C-T2100|>67% scenarios, and 240 [200-310] GtCO2 for the B800|2C-163 
Tmax|>67% scenarios. As the power sector turns essentially carbon-free in the 2nd half of the 164 
century, its cumulative Res-FFI-CO2 depends mostly on the pace at which emissions decline 165 
before mid-century. The additional emission reductions in the B200|1.5C-T2100|>67% 166 
scenarios are largely achieved by a faster phase-out of conventional coal-fired power, and 167 
quicker ramp-up of carbon free electricity (Fig. 2 and Suppl. Figs. 11,12).  168 
 169 

 170 

Figure 2 | Indicators of power sector decarbonization. (a) 2050 electricity demand, (b) fossil 171 
CO2 emissions per kWh supplied (not accounting for possible negative emissions from 172 
BECCS), (c) retirement of conventional coal power between 2020 and 2030, (d) average 173 
compounded growth rate of wind and solar, and (e) average compounded growth rate 174 
nuclear electricity generation for 2020-2030 period. The bold boxes indicate median and 175 
16th-84th percentile range, light boxes provide full spread.   176 
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Demand-side transformation 177 

Stabilizing warming in the 1.5-2°C range also requires substantial reductions of direct 178 
demand-side CO2 emissions, defined here as the emissions from the combustion of fossil 179 
fuels in the industry, buildings and transport sectors, excluding upstream emissions from 180 
energy conversion processes. Demand-side emission reductions are generally less deep than 181 
those achieved in power generation: For instance, while 2050 emissions from power supply 182 
have decreased by ~90% relative to 2010 in the B800|2C-Tmax|>67% scenarios, reductions of 183 
direct Res-FFI-CO2 from industry, buildings and transportation are only 50%, 40% and 5%, 184 
respectively (Fig. 1d). Hence, most of the additional Res-FFI-CO2 reductions required for 185 
1.5°C relative to 2°C-stabilization need to come from the energy demand sectors.  186 

Demand-side emissions reduction efforts can be broadly categorized into energy demand 187 
savings, replacing combustible fuels by electricity as a final energy, and decarbonization of 188 
fuels (Fig. 3, and Suppl. Figs. 14-16). Even under Reference policy trends without further 189 
climate policy efforts, the final energy intensity, i.e. the ratio between final energy demand 190 
and global economic output is projected to decrease by 1.3[1.0-1.7]%/yr between 2010-191 
2050, in line with historically observed trends. Our B200|1.5C-T2100|>67% scenarios estimate 192 
additional final energy demand savings of 36[2-40]% in 2050, equivalent to an annual 193 
efficiency increase of 2.1[1.8-2.9]%/yr over 2010-2050. These policy-induced energy demand 194 
reductions are around 50% greater than those observed in our B800|2C-Tmax|>67% 195 
scenarios, but not outside the range observed in 2°C-pathways of the pre-existing scenario 196 
literature4,27 or sector-specific studies on efficiency potentials26,28–31. They encompass both 197 
reductions in consumers’ demands for energy services and energy-intensive materials (e.g., 198 
via reduced traveling, or increased reuse and recycling of products), and increases in 199 
technical efficiency (e.g., via better insulation of buildings, increased vehicle efficiencies, or 200 
increased efficiency in industrial processes). Similar demand reductions are realized in 201 
industry and buildings (Fig. 3a,b), while those achieved in transportation (Fig. 3c) are greater 202 
since electric motors are substantially more efficient than internal combustion engines.  203 
Given the rapid decarbonization of power supply, an accelerated electrification of end uses 204 
becomes an increasingly powerful mitigation option12,32. In consequence, the share of 205 
combustible fuels decreases relative to today and relative to the Reference scenarios 206 
(Fig. 3e-h). Electrification potentials differ widely across sectors, and thus are an important 207 
driver of sectoral differences in Res-FFI-CO2 reduction potentials.  208 

In buildings, already under current policies the share of combustible fuels in energy 209 
consumption decreases to 45[41-52]% by 2050, as the demand for appliances and cooling 210 
increases, while heating becomes increasingly efficient and cooking with traditional biomass 211 
gets phased out. In the most stringent B200|1.5C-T2100|>67% decarbonization scenarios, a 212 
further reduction of the share combustible of fuels in buildings final energy to 23[18-35]% is 213 
achieved predominantly by supplying low-temperature heat from electrical heat pumps.   214 
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 215 
 216 
Figure 3 | Mitigation indicators of demand-side transformation in 2050 for the industry, 217 
buildings and transport sectors, as well as the cross-sectoral totals. (a-d) final energy 218 
consumption, indicating the scope for demand reductions; (e-h) share of combustible fuels 219 
in final energy (buildings, industry, total) and useful energy UE (transportation) as an inverse 220 
indicator to electrification; (i-l) fossil carbon intensity (FCI) of combustible fuels, indicating 221 
the potential for supply-side de-carbonization of fuels, most importantly by switching to 222 
bioenergy or hydrogen; (m-p)  Res-FFI-CO2 emissions. The bold boxes indicate median and 223 
16th-84th percentile range, light boxes provide full spread. The red areas show 16th-84th 224 
percentile range values in the Reference scenarios.  225 

  226 
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Reaching high electrification shares in transportation requires a more fundamental 227 
transformation than in the other sectors30. In 2014, electricity accounted for less than 1% of 228 
transportation energy demand (mostly electric rail)26. Electric vehicles can contribute 229 
substantially to future transport sector emissions abatement28,33,34. However, the share of 230 
combustible fuels in useful energy for transportation remains at 55[52-74]% in 2050 in the 231 
B200|1.5C-T2100|>67% scenarios, as electrification is substantially more challenging for 232 
freight, aviation and shipping35. 233 

Industry encompasses a wide variety of different subsectors. Bulk materials industries, 234 
including ferrous and non-ferrous metals, cement, chemicals, pulp and paper, as well as 235 
mining and extraction, are the most energy-intensive industry sectors, accounting for around 236 
60% of industrial energy demand26 and an even higher share of direct CO2 emissions36. The 237 
bulk of energy end-uses in industry is related to process heating and steam generation37. 238 
Whereas the other end uses, mostly mechanical work and cooling, as well as low-239 
temperature heat can be readily electrified, high-temperature heat cannot be generated 240 
with heat pumps and is therefore more costly to supply from electricity. In the B200|1.5C-241 
T2100|>67% scenarios the share of fuels declines to 50[45-55]% by 2050, around 10%-points 242 
lower than in the B800|2C-Tmax|>67% scenarios, and much lower than the 68[65-73]% in 243 
Reference.  244 

Further Res-FFI-CO2 reductions require a decline of the fossil carbon content of combustible 245 
fuels (Fig. 3 i-l). By 2050, the greatest reduction of fossil carbon intensity (FCI) of fuels, 246 
defined here as the ratio between sectoral direct Res-FFI-CO2 and combustible fuel use, is 247 
achieved in industry. By contrast, transport carbon intensity remains comparatively higher, 248 
achieving a less than 50% reduction compared to Reference even in the stringent B200|1.5C-249 
T2100|>67% scenarios. The main driver of the reduction of fuel carbon intensity is biomass, 250 
and differences in the representation of biomass feedstocks and conversion technologies 251 
result in variations across models (see Suppl.Table 3). Bioenergy is, however, subject to 252 
considerable sustainability concerns, and its overall potential is constrained by the 253 
competition for food production and other land uses38,39. By 2050, biomass accounts for 254 
86[66-100]% of solid final energy for the industry and buildings sectors in the B200|1.5C-255 
T2100|>67% scenarios, while 28[20-35]% of liquids, mostly for transportation, are biofuels 256 
(Suppl. Fig. S7). In contrast to biofuels, hydrogen can be produced from different energy 257 
carriers including electricity, but it is more difficult to handle and requires separate new 258 
infrastructure and new demand-side technologies. Hydrogen plays a modest role in the deep 259 
decarbonization scenarios assessed here, accounting for <6% of total final energy supply in 260 
the B200|1.5C-T2100|>67% scenarios in 2050 (Suppl. Fig. 8).  261 

An important characteristic of industry in comparison to other demand sectors is the option 262 
of capture and geological storage of energy- and process-based CO2 emissions. The large-263 
scale installations of the steel, cement and petrochemical subsectors are particularly suitable 264 
for such industry-CCS applications. However, there is substantial uncertainty about industry-265 
CCS deployment, which amounts to 0.69-2.7 GtCO2/yr in 2050 for the B200|1.5C-T2100|>67% 266 
scenarios, corresponding to a captured share of 24-48 % of CO2 generated in the sector 267 
(Suppl. Fig. S9).  268 
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The impact of not strengthening beyond NDCs before 2030 269 

The mitigation scenarios discussed in the previous section assumed a ratcheting up of 270 
mitigation efforts after 2020, with 2030 emission levels in line with least-cost pathways 271 
towards the long-term goal2,3. Although the Paris agreement is widely considered a historic 272 
milestone for ambitious international climate policy, NDCs fall short of the emission 273 
reductions implied by these least-cost pathways holding global warming to below 2°C7–10. 274 
The emissions gap is even greater for the 1.5°C limit: In our scenario set, NDC pathways 275 
result in globally aggregate 2030 CO2 emissions that exceed those of the B200|1.5C-276 
T2100|>67% scenarios (Fig. 1a) by 19[15–23] GtCO2/yr. 277 

A number of earlier studies have explored the implications of delayed or weak near-term 278 
action on the achievability of the 2°C target4,15,16,40–43. They consistently found that delaying 279 
the peaking of global emissions until 2030 drastically increases mitigation challenges, in 280 
terms of technology upscaling requirements, stranded assets, and medium to long-term 281 
mitigation costs for climate stabilization. A delay of climate policy strengthening has an even 282 
more severe impact on the achievability of the 1.5°C limit. For four (AIM/CGE, IMAGE, 283 
MESSAGE-GLOBIOM, WITCH) out of the seven models participating in this study the 284 
cumulative emission constraint of the B200|1.5C-T2100|>67% scenarios could not be met  if 285 
no mitigation actions beyond the NDCs are implemented before 2030 (Suppl. Text 3), since 286 
greater Res-FFI-CO2 emissions cannot be compensated by additional CDR.  287 

To further study the consequences of not ratcheting up pre-2030 mitigation action in the 288 
context of the 1.5°C limit, we calculated the NDC|P-B200 scenarios in which NDCs were 289 
assumed not to be strengthened until 2030, but thereafter climate action of the same 290 
stringency as in the B200|1.5C-T2100|>67% scenarios is implemented. Crucially, models 291 
assumed that the strengthening of mitigation ambition is not anticipated until 2030. After 292 
2030, a carbon price is introduced that equals the post-2030 carbon price observed in the 293 
corresponding B200|1.5C-T2100|>67% scenarios of the same model.  294 

These NDC|P-B200 scenarios show that a failure to strengthen NDCs leads to additional CO2 295 
emissions of 290[160-330] GtCO2 until 2100. Although the climate policy differs only in the 296 
time period 2020-2030, these ten years of less ambitious climate policy not only result in 297 
excess emissions relative to the cost-optimal mitigation pathway until 2030, but also and 298 
more importantly reduces the post-2030 mitigation potential by exacerbating carbon lock-299 
ins (investments into fossil-based infrastructure from 2020 to 2030 are not sufficiently dis-300 
incentivized) and insufficient investments into upscaling of innovative low-carbon 301 
technologies. Cumulative post-2030 excess emissions of the NDC|P-B200 scenarios relative 302 
to the B200|1.5C-T2100|>67% amount to 200 GtCO2, in addition to the direct excess emission 303 
of around 90 GtCO2 before 2030 (Fig. 4). Most of these excess emissions come from 304 
electricity supply and the industry sectors, where delay of the transformation has 305 
particularly severe implications because of the longevity of the relevant capital stocks. 306 
Notably, models also show that not strengthening the NDCs might decrease the long-term 307 
BECCS potential considerably, suggesting that early investments and upscaling are crucial for 308 
enabling future large-scale deployment. 309 

 310 
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 311 

Figure 4 | Sectoral cumulative emissions under early vs. delayed strengthening of climate 312 
policy ambition. Comparison of sectoral cumulative CO2 emissions in early strengthening 313 
scenarios ratcheting up mitigation action after 2020 (B200), and scenarios following the 314 
NDCs until 2030 before adopting carbon prices as in B200|1.5C-T2100|>67% (NDC|P-B200).  315 
Net CO2 emissions are represented by the black boxes. The purple boxes and boxplots 316 
represent excess emissions due to delayed strengthening, i.e. the difference between 317 
NDC|P-B200 and B200|1.5C-T2100|>67%. Bars and boxes show multi-model means, box plots 318 
represent 16th-84th percentile ranges, whiskers represent full spread.  319 
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Conclusions and policy implications  320 

The substantial magnitude of residual fossil-fuel emissions has important implications for 321 
climate policy and the feasibility of very low temperature targets. We find that even under 322 
Herculean efforts44 by all countries, including early and substantial strengthening of the 323 
NDCs, the residual fossil carbon emissions over the 2016-2100 remain as high as 1020 [890-324 
1150] GtCO2. Much of the residual emissions are already locked into the system due to 325 
existing infrastructure and path dependencies. In the B200|1.5C-T2100|>67% scenarios, 326 
despite early strengthening of NDCs around half of the Res-FFI-CO2 accrues within the next 327 
15 years, and three quarters until 2050. 328 

This is in stark contrast to the tight net cumulative CO2 emissions budget for 2016-2100 329 
required to return warming to below 1.5°C, which here was chosen at around 200 GtCO2 for 330 
the B200|1.5C-T2100|>67% to ensure a likely chance of achieving the target. In these 331 
scenarios, Res-FFI-CO2 emissions are offset by cumulative CDR of 800 [640-950]. While 332 
landuse and CDR contributions reach already 9.5 [6.0-13.1] GtCO2/yr by 2050, 90% of 333 
cumulated CDR occurs after 2050. Scholars have brought forward fundamental concerns 334 
about the biophysical, technological and institutional viability of large-scale CDR14,45–47. Our 335 
results also show that CDR is no longer a choice but rather a necessary requirement for the 336 
1.5°C goal: None of the seven participating models was able achieve the B200|1.5C-337 
T2100|>67% budget if BECCS was assumed to be unavailable (Suppl. Text 3). The scenarios 338 
already assume stringent abatement of non-CO2 emissions. If these are not realized, CO2 339 
budgets would be smaller and imply an even greater CDR requirements. The CDR 340 
dependence can only be substantially reduced for a more lenient interpretation of the Paris 341 
goals, as realized in B800|2C-Tmax|>67% and B1400|2C-Tmax|>50%  or in case of a weaker 342 
climate response to emissions.  343 

In view of the fundamental concerns about large-scale CDR, minimizing Res-FFI-CO2 needs to 344 
be the central climate policy priority. We find that Res-FFI-CO2 abatement is crucially limited 345 
by system inertia in all sectors, and the extent to which end uses in industry and transport 346 
can substitute fossil-based fuels. At the same time, there is substantial uncertainty precisely 347 
about the pace of socio-technical transitions, as well as technological innovations that 348 
determine abatement potentials in the long-term. For instance, Res-FFI-CO2 would be higher 349 
in case of a slower pace of power sector decarbonization. More limited bioenergy availability 350 
would not only reduce CDR potential, but also reduce biofuel availability as a substitute for 351 
fossil-based fuels48, thus further increasing Res-FFI-CO2. Conversely, Res-FFI-CO2 could be 352 
reduced if innovative technologies, such as catenary electric truck systems49, CCS for 353 
industry50 or the production of electricity-based synthetic fuels51, can be brought to market 354 
readiness swiftly. Many of these technological approaches are not explicitly represented in 355 
state-of-the-art IAMs, but become increasingly relevant for mitigation targets in the 1.5°C 356 
range. Ultimately, not only technology solutions but also behavioral factors, such as life-style 357 
changes towards less energy- and material-intensive consumption will have an important 358 
role to play in the mitigation effort. Advanced modeling of aspects like heterogeneity, 359 
distributional implication and interconnected innovation systems could enable a more 360 
explicit representation of the socio-technical transformation towards near-zero economies52. 361 

Importantly, our results also show that near-term policy stringency is an important driver of 362 
cumulative Res-FFI-CO2 in climate change mitigation scenarios. If strengthening of NDCs fails, 363 
Res-FFI-CO2 will be even higher, not only because of additional near-term emissions but also 364 
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due to a decrease of economic mitigation potentials in the longer term caused by further 365 
carbon lock-in. Delaying the strengthening of mitigation action will increase the World’s 366 
dependence on CDR for holding warming to well-below 2°C, and is likely to push the 1.5°C 367 
target out of reach for this century. 368 

 369 

 370 

Author Contributions: 371 

GL, ZV, VK, EK, KR, BS, DVV designed the research and scenarios; CB, OYE, RCP, HSDB, LD, JE, 372 
OF, SF, PH, GI, AK, KK, MP performed scenario modeling work; JR performed climate 373 
analysis; GL performed scenario data analysis in collaboration with CB and MP; GL created 374 
the figures and wrote the paper with inputs and feedback from all authors.  375 

Acknowledgements: 376 

The research leading to these results has received funding from the European Union’s 377 
Seventh Programme FP7/2007-2013 under grant agreement no. 308329 (ADVANCE), as well 378 
as the Horizon 2020 Research and Innovation Programme under grant agreement no. 379 
642147 (CD-LINKS). GL, RP and MP were also supported by ENavi, one of the four Kopernikus 380 
Projects for the Energy Transition funded by the German Federal Ministry of Education and 381 
Research (BMBF). JR acknowledges the support of the Oxford Martin School Visiting 382 
Fellowship programme. The views expressed are purely those of the authors and may not in 383 
any circumstances be regarded as stating an official position of the European Commission.  384 

  385 



15/26 

References 386 

1. Matthews, H. D., Gillett, N. P., Stott, P. A. & Zickfeld, K. The proportionality of global 387 
warming to cumulative carbon emissions. Nature 459, 829–832 (2009). 388 

2. Matthews, H. D. & Caldeira, K. Stabilizing climate requires near-zero emissions. Geophys. 389 
Res. Lett. 35, 1–5 (2008). 390 

3. Meinshausen, M. et al. Greenhouse-gas emission targets for limiting global warming to 391 
2 °C. Nature 458, 1158–1162 (2009). 392 

4. Clarke, L. et al. Assessing Transformation Pathways. in Climate Change 2014: Mitigation 393 
of Climate Change. Contribution of Working Group III to the Fifth Assessment Report of 394 
the Intergovernmental Panel on Climate Change (eds. Edenhofer, O. et al.) (Cambridge 395 
University Press, 2014). 396 

5. Rogelj, J. et al. Energy system transformations for limiting end-of-century warming to 397 
below 1.5 °C. Nat. Clim. Change 5, 519–527 (2015). 398 

6. Jackson, R. B. et al. Warning signs for stabilizing global CO 2 emissions. Environ. Res. Lett. 399 
12, 110202 (2017). 400 

7. Rogelj, J. et al. Paris Agreement climate proposals need a boost to keep warming well 401 
below 2 °C. Nature 534, 631–639 (2016). 402 

8. Iyer, G. C. et al. The contribution of Paris to limit global warming to 2 °C. Environ. Res. 403 
Lett. 10, 125002 (2015). 404 

9. Fujimori, S. et al. Implication of Paris Agreement in the context of long-term climate 405 
mitigation goals. SpringerPlus 5, 1620 (2016). 406 

10. Rogelj, J. et al. Understanding the origin of Paris Agreement emission uncertainties. Nat. 407 
Commun. 8, e15748 (2017). 408 

11. Smith, P. et al. Biophysical and economic limits to negative CO2 emissions. Nat. Clim. 409 
Change 6, 42–50 (2015). 410 

12. Kriegler, E. et al. The role of technology for achieving climate policy objectives: overview 411 
of the EMF 27 study on global technology and climate policy strategies. Clim. Change 412 
123, 353–367 (2014). 413 

13. Krey, V., Luderer, G., Clarke, L. & Kriegler, E. Getting from here to there – energy 414 
technology transformation pathways in the EMF27 scenarios. Clim. Change 123, 369–415 
382 (2014). 416 

14. Anderson, K. & Peters, G. The trouble with negative emissions. Science 354, 182–183 417 
(2016). 418 

15. Riahi, K. et al. Locked into Copenhagen pledges — Implications of short-term emission 419 
targets for the cost and feasibility of long-term climate goals. Technol. Forecast. Soc. 420 
Change 90, 8–23 (2015). 421 

16. Kriegler, E. et al. What does the 2°c target imply for a global climate agreement in 2020? 422 
the limits study on durban platform scenarios. Clim. Change Econ. 04, 1340008 (2013). 423 

17. Rogelj, J., Popp, A., Calvin, K. V. & et al. Scenarios towards limiting global mean 424 
temperature increase below 1.5°C. (forthcoming). 425 



16/26 

18. Davis, S. J., Caldeira, K. & Matthews, H. D. Future CO2 Emissions and Climate Change 426 
from Existing Energy Infrastructure. Science 329, 1330–1333 (2010). 427 

19. Rogelj, J., Meinshausen, M. & Knutti, R. Global warming under old and new scenarios 428 
using IPCC climate sensitivity range estimates. Nat. Clim. Change 2, 248–253 (2012). 429 

20. Meinshausen, M., S. C. B. Raper & T. M. L. Wigley. Emulating coupled atmosphere-ocean 430 
and carbon cycle models with a simpler model, MAGICC6–Part 1: Model description and 431 
calibration. Atmos Chem Phys 11, 1417–1456 (2011). 432 

21. Le Quéré, C. et al. Global carbon budget 2016. Earth Syst. Sci. Data 8, 605 (2016). 433 

22. Millar, R. J. et al. Emission budgets and pathways consistent with limiting warming to 1.5 434 
°c. Nat. Geosci. 10, 741–747 (2017). 435 

23. Hoesly, R. M. et al. Historical (1750–2014) anthropogenic emissions of reactive gases and 436 
aerosols from the Community Emission Data System (CEDS). Geosci Model Dev Discuss 437 
2017, 1–41 (2017). 438 

24. Williams, J. H. et al. The Technology Path to Deep Greenhouse Gas Emissions Cuts by 439 
2050: The Pivotal Role of Electricity. Science 335, 53–59 (2012). 440 

25. Luderer, G. et al. The role of renewable energy in climate stabilization: results from the 441 
EMF27 scenarios. Clim. Change 123, 427–441 (2014). 442 

26. IEA. Energy Technology Perspectives 2017: Catalyzing Energy Technology 443 
Transformations. (International Energy Agency, 2017). 444 

27. van Vuuren, D. P. et al. Carbon budgets and energy transition pathways. Environ. Res. 445 
Lett. 11, 075002 (2016). 446 

28. Edelenbosch, O. Y. et al. Decomposing passenger transport futures: Comparing results of 447 
global integrated assessment models. Transp. Res. Part Transp. Environ. (2016). 448 
doi:10.1016/j.trd.2016.07.003 449 

29. Edelenbosch, O. Y. et al. Comparing projections of industrial energy demand and 450 
greenhouse gas emissions in long-term energy models. Energy 122, 701–710 (2017). 451 

30. Creutzig, F. Evolving Narratives of Low-Carbon Futures in Transportation. Transp. Rev. 452 
36, 341–360 (2016). 453 

31. Kermeli, K., Graus, W. H. J. & Worrell, E. Energy efficiency improvement potentials and a 454 
low energy demand scenario for the global industrial sector. Energy Effic. 7, 987–1011 455 
(2014). 456 

32. Sugiyama, M. Climate change mitigation and electrification. Energy Policy 44, 464–468 457 
(2012). 458 

33. IEA. Global Electric Vehicle Outlook 2016. (International Energy Agency, 2016). 459 

34. Nykvist, B. & Nilsson, M. Rapidly falling costs of battery packs for electric vehicles. Nat. 460 
Clim. Change 5, 329–332 (2015). 461 

35. Creutzig, F. et al. Transport: A roadblock to climate change mitigation? Science 350, 911–462 
912 (2015). 463 

36. Fischedick, M. et al. Industry. in Climate Change 2014: Mitigation of Climate Change. 464 
Contribution of Working Group III to the Fifth Assessment Report of the 465 
Intergovernmental Panel on Climate Change [Edenhofer, O., R. Pichs-Madruga, Y. 466 



17/26 

Sokona, E. Farahani, S. Kadner, K. Seyboth, A. Adler, I. Baum, S. Brunner, P. Eickemeier, B. 467 
Kriemann, J. Savolainen, S. Schlömer, C. von Stechow, T. Zwickel and J.C. Minx (eds.)]. 468 
Cambridge University Press, Cambridge, United Kingdom and New York, NY, USA. (2014). 469 

37. Banerjee, R. et al. GEA Chapter 8 – Energy End Use: Industry. in Global Energy 470 
Assessment - Toward a Sustainable Future 513–574 (Cambridge University Press, 471 
Cambridge, UK and New York, NY, USA and the International Institute for Applied 472 
Systems Analysis, Laxenburg, Austria, 2012). 473 

38. Creutzig, F. et al. Bioenergy and climate change mitigation: an assessment. GCB 474 
Bioenergy 7, 916–944 (2015). 475 

39. Popp, A. et al. Land-use transition for bioenergy and climate stabilization: model 476 
comparison of drivers, impacts and interactions with other land use based mitigation 477 
options. Clim. Change 123, 495–509 (2014). 478 

40. Rogelj, McCollum, D. L., Reisinger, A., Meinshausen, M. & Riahi, K. Probabilistic cost 479 
estimates for climate change mitigation. Nature 493, 79–83 (2013). 480 

41. Luderer, G. et al. Economic mitigation challenges: how further delay closes the door for 481 
achieving climate targets. Environ. Res. Lett. 8, 034033 (2013). 482 

42. Luderer, G., Bertram, C., Calvin, K., De Cian, E. & Kriegler, E. Implications of weak near-483 
term climate policies on long-term mitigation pathways. Clim. Change 136, 127–140 484 
(2016). 485 

43. Clarke, L. et al. International climate policy architectures: Overview of the EMF-22 486 
International Scenarios. Energy Econ. 31, S64–S81 (2009). 487 

44. Rockström, J. et al. A roadmap for rapid decarbonization. Science 355, 1269–1271 488 
(2017). 489 

45. Fuss, S. et al. Betting on negative emissions. Nat. Clim. Change 4, 850–853 (2014). 490 

46. Larkin, A., Kuriakose, J., Sharmina, M. & Anderson, K. What if negative emission 491 
technologies fail at scale? Implications of the Paris Agreement for big emitting nations. 492 
Clim. Policy 0, 1–25 (2017). 493 

47. Heck, V., Gerten, D., Lucht, W. & Popp, A. Biomass-based negative emissions difficult to 494 
reconcile with planetary boundaries. Nat. Clim. Change 8, 151–155 (2018). 495 

48. Rose, S. K. et al. Bioenergy in energy transformation and climate management. Clim. 496 
Change 123, 477–493 (2013). 497 

49. Den Boer, E., Aarnink, S., Kleiner, F. & Pagenkopf, J. Zero emissions trucks: An overview of 498 
state-of-the-art technologies and their potential. (CE Delft, 2013). 499 

50. Kuramochi, T., Ramírez, A., Turkenburg, W. & Faaij, A. Comparative assessment of CO2 500 
capture technologies for carbon-intensive industrial processes. Prog. Energy Combust. 501 
Sci. 38, 87–112 (2012). 502 

51. Sterner, M. Bioenergy and renewable power methane in integrated 100% renewable 503 
energy systems. Limiting global warming by transforming energy systems. (University of 504 
Kassel, 2009). 505 

52. Farmer, J. D., Hepburn, C., Mealy, P. & Teytelboym, A. A Third Wave in the Economics of 506 
Climate Change. Environ. Resour. Econ. 62, 329–357 (2015). 507 

  508 



18/26 

Methods 509 

Study design 510 

Seven integrated assessment models (IAMs) participated in this study. These IAMs provide 511 
an integrated representation of the energy-economy-land use system.  The study was 512 
conducted in the context of the ADVANCE project53 as part of which modeling teams also 513 
collaborated to improve crucial aspects of their models, such as transportation28, mitigation 514 
in industry29, variability and integration challenges of wind and solar power54,55, or the 515 
representation of near-term climate action planned by individual countries. Short 516 
descriptions as well as further references on the individual models are provided below.  517 

Suppl. Table 1 lists the scenarios considered in this study. We distinguish fragmented policy 518 
scenarios, scenarios with early strengthening towards the 1.5-2°C limits, and delayed 519 
strengthening scenarios. The two fragmented scenarios do not have a long-term climate 520 
constraint and allow us to put the 1.5-2°C scenarios into the perspective of currently 521 
discussed mitigation actions. The Reference policy scenario only accounts for national 522 
mitigation pledges to the Copenhagen Accord for 2020, but does not consider the more 523 
recent national mitigation commitments made in the context of the COP21 climate 524 
conference held in Paris in December 2015. The NDC policy scenario in addition accounts for 525 
the effect of the intended nationally determined contributions that were submitted by the 526 
vast majority of parties to the UNFCCC ahead of the COP21 and converted to nationally 527 
determined contributions (NDCs) thereafter56. Most of the NDCs refer to 2030 as a target 528 
year. For countries that submitted both conditional and unconditional NDCs, we assumed 529 
that the conditional NDCs are realized.  The Reference and NDC scenarios do not pursue 530 
specific global long-term climate target-rather, national mitigation efforts are extrapolated 531 
beyond 2020/2030 based on the respective near term ambition levels.  532 

Most of the analysis shown in this study focuses on the early strengthening scenarios. In 533 
these scenarios, indicative constraints on total cumulative 2011-2100 CO2 emissions of 1600, 534 
1000 and 400 GtCO2 (translating to around 1400, 800, and 200 GtCO2 for 2016-2100, 535 
respectively) were implemented as a surrogate for explicit temperature targets, thus 536 
ensuring comparability of CO2 mitigation efforts across models by eliminating the 537 
uncertainties related to the climate system response and mitigation potentials of non-CO2 538 
greenhouse gases (see Suppl. Fig. 2). This results in an about 0.15°C spread in the 2100 539 
median temperature response if evaluated with a harmonized version of the reduced-form 540 
climate model MAGICC20 (Suppl. Text 1 and Suppl. Fig. 1), mostly attributable to differences 541 
in non-CO2 GHG emissions. Regarding near-term policy ambition, the early action scenarios 542 
assume that mitigation efforts are strengthened after 2020, with a harmonized carbon price 543 
in line with the long-term emissions constraint implemented across all sectors and world 544 
regions.  545 

The delayed strengthening scenarios fulfill the national mitigation pledges made under the 546 
NDCs, while assuming neither strengthening before 2030 nor anticipation of the stringent 547 
emissions reductions required afterwards. After 2030, the NDC|B200 and NDC|B800 548 
scenarios assume that the same carbon budget as in B200|1.5C-T2100|>67% and B800|2C-549 
Tmax|>67% scenarios apply, such that excess emissions between 2020 and 2030 need to be 550 
compensated by additional emission reductions after 2030. Only three out of the seven 551 
models found the NDC|B200 case to be feasible (Suppl. Table 2). The NDC|P-B200 and 552 
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NDC|P-B800 cases, by contrast, assume that the same post-2030 carbon prices as in 553 
B200|1.5C-T2100|>67% and B800|2C-Tmax|>67% are applied without compensating for excess 554 
2020-2030 emissions. This thus results in higher cumulative 2016-2100 carbon budgets 555 
compared to the corresponding early strengthening cases. 556 

There are two additional diagnostic scenarios. The B200|NoBECCS scenario explores the 557 
feasibility of the B200|1.5C-T2100|>67% CO2 budget constraint if BECCS is assumed to be 558 
unavailable (B200|NoBECCS scenario). However, none of the participating models were able 559 
to find a feasible solution for this case. The CO2price|3xB200 scenarios explore the low end 560 
of Res-FFI-CO2 emission by assuming the three-fold CO2-price levels from the B200|1.5C-561 
T2100|>67%.  562 

Throughout the paper, the uncertainty ranges given represent 16th-84th-percentile ranges. 563 
This 68% confidence interval encompasses the central five out of seven data points from the 564 
model ensemble, and corresponds to the 1-σ interval of a Gaussian normal distribution. All 565 
numbers given were rounded to two significant digits. 566 

  567 
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Descriptions of participating models 568 

We employed seven state-of-the-art energy-economy-climate modelling systems for this study. They 569 
are briefly described in the following. For AIM/CGE, IMAGE, MESSAGE-GLOBIOM, POLES, REMIND 570 
and WITCH detailed harmonized model documentations are available at the common integrated 571 
assessment model documentation (CIAM), 572 
http://themasites.pbl.nl/models/advance/index.php/ADVANCE_wiki. Detailed information about the 573 
GCAM model is available from the GCAM website and at github http://jgcri.github.io/gcam-574 
doc/toc.html. 575 

AIM/CGE is a one-year-step recursive-type dynamic general equilibrium model that covers all regions 576 
of the world 57–59. The AIM/CGE model includes 17 regions and 42 industrial classifications. For 577 
appropriate assessment of bioenergy and land use competition, agricultural sectors are also highly 578 
disaggregated1. Details of the model structure and mathematical formulae are described by Fujimori 579 
et al. 2. The production sectors are assumed to maximize profits under multi-nested constant 580 
elasticity substitution (CES) functions and each input price. Energy transformation sectors input 581 
energy and value added are fixed coefficients of output. They are treated in this manner to deal with 582 
energy conversion efficiency appropriately in the energy transformation sectors. Power generation 583 
values from several energy sources are combined with a Logit function. This functional form was 584 
used to ensure energy balance because the CES function does not guarantee an energy balance. 585 
Household expenditures on each commodity are described by a linear expenditure system function. 586 
The parameters adopted in the linear expenditure system function are recursively updated in 587 
accordance with income elasticity assumptions. In addition to energy-related CO2, CO2 from other 588 
sources, CH4, N2O, and fluorinated gases (F-gases) are treated as greenhouse gases (GHGs) in the 589 
model. Energy-related emissions are associated with fossil fuel feedstock use. The non-energy-590 
related CO2 emissions consist of land use change and industrial processes. Land use change emissions 591 
are derived from the forest area change relative to the previous year multiplied by the carbon stock 592 
density, which is differentiated by AEZs (Global Agro-Ecological Zones). Non-energy-related emissions 593 
other than land use change emissions are assumed to be in proportion to the level of each activity 594 
(such as output). CH4 has a range of sources, mainly the rice production, livestock, fossil fuel mining, 595 
and waste management sectors. N2O is emitted as a result of fertilizer application and livestock 596 
manure management, and by the chemical industry. F-gases are emitted mainly from refrigerants 597 
used in air conditioners and cooling devices in industry. Air pollutants (CO, NH3, NMVOC, NOX, OC, 598 
SO2, black carbon (BC), organic carbon (OC)) are also associated with fuel combustion and activity 599 
levels. Essentially, emissions factors change over time with the implementation of air pollutant 600 
removal technologies and relevant legislation. 601 

GCAM: The Global Change Assessment Model (GCAM) is an open-source model primarily developed 602 
and maintained at the Pacific Northwest National Laboratory’s Joint Global Change Research 603 
Institute. The full documentation of the model is available online and the model can be downloaded 604 
along with the source code. The full documentation of the model is available at the GCAM 605 
documentation page (http://jgcri.github.io/gcam-doc/), and the description in this section is a 606 
summary of the online documentation and based on Refs 60–62. 607 

GCAM is a dynamic-recursive model, combining representations of the global energy, economy, 608 
agriculture, and land-use systems63–66. Outcomes of GCAM are driven by assumptions about 609 
population growth, labor participation rates and labor productivity in thirty-two geo-political regions, 610 

http://themasites.pbl.nl/models/advance/index.php/ADVANCE_wiki
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along with representations of resources, technologies and policy. GCAM operates in 5-year time-611 
steps from 2010 (calibration year) to 2100 by solving for the equilibrium prices and quantities of 612 
various energy, agricultural and greenhouse gas (GHG) markets in each time period and in each 613 
region. GCAM tracks emissions of twenty-four substances, including GHGs, short-lived species, and 614 
ozone precursors, endogenously based on the resulting energy, agriculture, and land use systems.  615 

The energy system formulation in GCAM comprises of detailed representations of extractions of 616 
depletable primary resources such as coal, natural gas, oil and uranium (at global levels) along with 617 
renewable sources such as bioenergy, hydro, solar and wind (at regional levels). GCAM also includes 618 
representations of the processes that transform these resources to secondary energy carriers, which 619 
are ultimately consumed in the buildings (divided into the residential and commercial), 620 
transportation and industrial sectors. Secondary energy carriers include refined liquids, refined gas, 621 
coal, commercial bioenergy, hydrogen, and electricity.  622 

GCAM is a technology rich model - it contains detailed representations of technology options in all of 623 
the economic components of the system. Individual technologies in each sector compete for market 624 
share based on their technological characteristics (conversion efficiency in the production of 625 
products from inputs), and cost of inputs and price of outputs. 626 

The agriculture and land use component represents the competition for land among food crops, 627 
commercial biomass, forests, pasture, grassland, and shrubs in 283 agro-economic zones within the 628 
thirty-two regions. The energy system and the agriculture and land-use systems are hard linked (i.e., 629 
coupled in code) through bioenergy and fertilizer.  Demand for commercial biomass originates in the 630 
energy system while supply is determined by the agriculture and land-use component.  Fertilizer is 631 
produced in the energy-economy system while fertilizer demand originates in the agriculture and 632 
land use system. 633 

IMAGE 3.0 is a comprehensive integrated assessment framework, modelling interacting human and 634 
natural systems67. The IMAGE framework is suited for assessing interactions between human 635 
development and the natural environment, including a range of sectors, ecosystems and indicators. 636 
The impacts of human activities on the natural systems and natural resources are assessed and how 637 
such impacts hamper the provision of ecosystem services to sustain human development. The model 638 
framework is suited to a large geographical (usually global) and temporal scale (up to the year 2100).  639 

The IMAGE framework identifies socio-economic pathways, and projects the consequences for 640 
energy, land, water and other natural resources, subject to resource availability and quality. Impacts 641 
such as air, water and soil emissions, climatic change, and depletion and degradation of remaining 642 
stocks (fossil fuels, forests), are calculated and taken into account in future projections. Within the 643 
IAM group, different types of models exist, and IMAGE is characterised by relatively detailed 644 
biophysical processes and a wide range of environmental indicators. 645 

The IMage Energy Regional model (TIMER) has been developed to explore scenarios for the energy 646 
system in the broader context of the IMAGE framework. Similar to other IMAGE components, TIMER 647 
is a simulation model. The results obtained depend on a single set of deterministic algorithms, 648 
according to which the system state in any future year is derived entirely from previous system 649 
states. TIMER includes 12 primary energy carriers in 26 world regions and is used to simulate long-650 
term trends in energy use, issues related to depletion, energy-related greenhouse gas and other air 651 
polluting emissions, together with land-use demand for energy crops. The focus is on dynamic 652 
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relationships in the energy system, such as inertia and learning-by-doing in capital stocks, depletion 653 
of the resource base and trade between regions. 654 

MESSAGE-GLOBIOM 1.0 integrates the energy engineering model MESSAGE with the land-use model 655 
GLOBIOM via soft-linkage into a global integrated assessment modeling framework 68,69.  656 

MESSAGE (Model for Energy Supply Strategy Alternatives and their General Environmental Impact) is 657 
a linear programming (LP) energy engineering model with global coverage70–72. As a systems 658 
engineering optimization model, MESSAGE is primarily used for medium- to long-term energy system 659 
planning, energy policy analysis, and scenario development. The model provides a framework for 660 
representing an energy system with all its interdependencies from resource extraction, imports and 661 
exports, conversion, transport, and distribution, to the provision of energy end-use services such as 662 
light, space conditioning, industrial production processes, and transportation. To assess economic 663 
implications and to capture economic feedbacks of climate and energy policies, MESSAGE is linked to 664 
the aggregated macro-economic model MACRO73. 665 

Land-use dynamics are modelled with the GLOBIOM (GLobal BIOsphere Management) model, which 666 
is a partial-equilibrium model74,75. GLOBIOM represents the competition between different land-use 667 
based activities. It includes a detailed representation of the agricultural, forestry and bio-energy 668 
sector, which allows for the inclusion of detailed grid-cell information on biophysical constraints and 669 
technological costs, as well as a rich set of environmental parameters, incl. comprehensive 670 
agriculture, forestry and other land use GHG emission accounts and irrigation water use. For spatially 671 
explicit projections of the change in afforestation, deforestation, forest management, and their 672 
related CO2 emissions, GLOBIOM is coupled with the G4M (Global FORest Model) model76,77. As 673 
outputs, G4M provides estimates of forest area change, carbon uptake and release by forests, and 674 
supply of biomass for bioenergy and timber.  675 

MESSAGE-GLOBIOM covers all greenhouse gas (GHG)-emitting sectors, including energy, industrial 676 
processes as well as agriculture and forestry. The emissions of the full basket of greenhouse gases 677 
including CO2, CH4, N2O and F-gases (CF4, C2F6, HFC125, HFC134a, HFC143a, HFC227ea, HFC245ca and 678 
SF6) as well as other radiatively active substances, such as NOx, volatile organic compounds (VOCs), 679 
CO, SO2, and BC/OC is represented in the model. Air pollution implications of the energy system are 680 
accounted for in MESSAGE by applying technology-specific air pollution coefficients from GAINS78,79. 681 
MESSAGE-GLOBIOM is used in conjunction with MAGICC (Model for Greenhouse gas Induced Climate 682 
Change) version 6.8 (Ref. 20)  for calculating atmospheric concentrations, radiative forcing, and 683 
annual-mean global surface air temperature increase.  684 

The POLES (Prospective Outlook on Long-term Energy System) model is a global partial equilibrium 685 
simulation model of the energy sector with an annual step, covering 29 regions world-wide (G20, 686 
OECD, principal energy consumers) plus the EU. The model covers 15 fuel supply branches, 30 687 
technologies in power production, 6 in transformation, 15 final demand sectors and corresponding 688 
greenhouse gas emissions. GDP is an exogenous input into the model, while endogenous resource 689 
prices, endogenous global technological progress in electricity generation technologies and price-690 
induced lagged adjustments of energy supply and demand are important features of the model. 691 
Mitigation policies are implemented by introducing carbon prices up to the level where emission 692 
reduction targets are met: carbon prices affect the average energy prices, inducing energy efficiency 693 
responses on the demand side, and the relative prices of different fuels and technologies, leading to 694 
adjustments on both the demand side (e.g. fuel switch) and the supply side (e.g. investments in 695 
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renewables). Non-CO2 emissions in energy and industry are endogenously modelled with potentials 696 
derived from literature80 (marginal abatement cost curves). Agriculture and land use change 697 
emissions projections are derived from the GLOBIOM model74 (dynamic look-up of emissions 698 
depending on climate policy and biomass-energy use), starting from historical emissions (from 699 
UNFCCC, FAO and EDGAR). A full documentation of POLES is available at 700 
http://ec.europa.eu/jrc/poles  701 

For this study, the POLES-ADVANCE model version that was used integrated an enhanced 702 
representation of energy demand (energy demand per end-use in the residential sector; electricity 703 
demand-side flexibility) as well as of electricity supply (intermittent renewables with representative 704 
production curves and updated resources with supply curves; representation of electricity storage 705 
options). 706 

REMIND models the global energy-economy-climate system for 11 world regions and for the time 707 
horizon until 2100. For the present study, REMIND in its version 1.7 was used. REMIND represents 708 
five individual countries (China, India, Japan, United States of America, and Russia) and six 709 
aggregated regions formed by the remaining countries (European Union, Latin America, sub-Saharan 710 
Africa without South Africa, Middle East / North Africa / Central Asia, other Asia, Rest of the World). 711 
For each region, intertemporal welfare is optimized based on a Ramsey-type macro-economic 712 
growth model. The model explicitly represents trade in final goods, primary energy carriers, and in 713 
the case of climate policy, emission allowances and computes simultaneous and intertemporal 714 
market equilibria based on an iterative procedure. Macro-economic production factors are capital, 715 
labor, and final energy. REMIND uses economic output for investments in the macro-economic 716 
capital stock as well as consumption, trade, and energy system expenditures. 717 

By coupling a macroeconomic equilibrium model with a technology-detailed energy model, REMIND 718 
combines the major strengths of bottom-up and top-down models. The macro-economic core and 719 
the energy system module are hard-linked via the final energy demand and costs incurred by the 720 
energy system. A production function with constant elasticity of substitution (nested CES production 721 
function) determines the final energy demand. For the baseline scenario, final energy demands 722 
pathways are calibrated to regressions of historic demand patterns. More than 50 technologies are 723 
available for the conversion of primary energy into secondary energy carriers as well as for the 724 
distribution of secondary energy carriers into final energy.  725 

REMIND uses reduced-form emulators derived from the detailed land-use and agricultural model 726 
MAgPIE81,82 to represent land-use and agricultural emissions as well as bioenergy supply and other 727 
land-based mitigation options. Beyond CO2, REMIND also represents emissions and mitigation 728 
options of major non-CO2 greenhouse gases80,83.  729 

WITCH (World Induced Technical Change Hybrid) is an integrated assessment model designed to 730 
assess climate change mitigation and adaptation policies. It is developed and maintained at the 731 
Fondazione Eni Enrico Mattei and the Centro Euro-Mediterraneo sui Cambiamenti Climatici. WITCH is 732 
of a global dynamic model that integrates into a unified framework the most important drivers of 733 
climate change. An inter-temporal optimal growth model captures the long-term economic growth 734 
dynamics. A compact representation of the energy sector is fully integrated (hard linked) with the 735 
rest of the economy so that energy investments and resources are chosen optimally, together with 736 
the other macroeconomic variables. Land use mitigation options are available through a linkage with 737 
a land use and forestry model.   738 

http://ec.europa.eu/jrc/poles
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WITCH represents the world in a set of a varying number of macro regions – for the present study, 739 
the version with thirteen representative native regions has been used; for each, it generates the 740 
optimal mitigation strategy for the long-term (from 2005 to 2100) as a response to external 741 
constraints on emissions. A modelling mechanism aggregates the national policies on emission 742 
reduction or the energy mix into the WITCH regions (USA, China, Europe, South Korea/Australia, 743 
Canada/Japan, Transition Economies, Middle-East/North Africa, Sub-Saharan Africa, South Asia, East 744 
Asia, Latin America, India, Indonesia). Finally, a distinguishing feature of WITCH is the endogenous 745 
representation of R&D diffusion and innovation processes that allows a description of how R&D 746 
investments in energy efficiency and carbon-free technologies integrate the mitigation options 747 
currently available. 748 

For this study, WITCH 2016 has been used; key publications describing the model are Refs. 84,85  and a 749 
full documentation is available at http://doc.witchmodel.org/ 750 

Data availability:  751 

The scenario data that support the findings of this study will be made available at 752 
https://db1.ene.iiasa.ac.at/ADVANCEDB/ 753 
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