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ABSTRACT

We have developed a case study of crosshole seismic
tomography with a cross-firing geometry in which seismic
sources were placed in two vertical boreholes alternatingly
and receiver arrays were placed in another vertical borehole.
There are two crosshole seismic data sets in a conventional
sense. These two data sets are used jointly in seismic tomog-
raphy. Because the local sediment is dominated by periodic,
flat, thin layers, there is seismic anisotropy with different
velocities in the vertical and horizontal directions. The ver-
tical transverse isotropy anisotropic effect is taken into ac-
count in inversion processing, which consists of three stages
in sequence. First, isotropic traveltime tomography is used
for estimating the maximum horizontal velocity. Then,
anisotropic traveltime tomography is used to invert for the
anisotropic parameter, which is the normalized difference
between the maximum horizontal velocity and the maxi-
mum vertical velocity. Finally, anisotropic waveform tomog-
raphy is implemented to refine the maximum horizontal
velocity. The cross-firing acquisition geometry signifi-
cantly improves the ray coverage and results in a relatively
even distribution of the ray density in the study area be-
tween two boreholes. Consequently, joint inversion of two
crosshole seismic data sets improves the resolution and in-
creases the reliability of the velocity model reconstructed
by tomography.

INTRODUCTION

We present a case study of crosshole seismic tomography. An
interesting feature of this crosshole seismic acquisition is its

cross-firing fashion between two vertical boreholes. Basically, there
are two sets of crosshole seismic data in a conventional sense. The
first data set places sources in one borehole and the receiver arrays
in another. The second data set swaps sources and receiver arrays
with the opposite boreholes. These two data sets form a cross-firing
geometry and are used jointly in seismic inversion.
The local sediment is dominated by periodic flat thin layers (Fig-

ure 1). This type of geologic structure may cause vertical transverse
isotropy (VTI) anisotropy, in which the horizontal velocity compo-
nent is faster than the vertical velocity component (Thomsen, 1986).
The geophysical objectives of this crosshole seismic study are (1) to
generate a high-resolution image to facilitate identification of the
thin layers and (2) to extract an anisotropic parameter that is suitable
for surface seismic processing. The anisotropy parameter is defined
by the normalized difference between the maximum horizontal and
vertical velocities. Seismic tomography attempts to present an im-
age for the following two model elements: the maximum horizontal
velocity and the anisotropic parameter. Because these two model
parameters have different physical units, different magnitudes,
and different sensitivities, they can be inverted sequentially in trav-
eltime tomography.
Crosshole traveltime tomography uses the first-arrival times to

reconstruct the velocity model. However, because two boreholes
are so close together, picking errors in traveltime data may not
be treated as random variables with a Gaussian distribution and
the least-squares solution may often be biased. In crosshole seismic
data, the signal-to-noise ratio likely depends on the vertical offset
between a source and a receiver. The smaller the vertical offset is,
the more certain the observation should be, because the overall at-
tenuation will typically be smaller for a shorter raypath and hence
the distinctness and strength of the arrival increase. It follows log-
ically that a taper function can be set inversely based on the vertical
offset, and be applied to data fitting in the isotropic traveltime
tomography (Berryman, 1989; Rao and Wang, 2005). Such a
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weighting scheme is a direct reflection of confidence in the accu-
racy of the picked traveltime data. Another argument given for such
weights is that the raypaths with small vertical offset are more likely
to correspond to real raypaths that are controlled predominantly by
the maximum horizontal velocity. Consequently, the isotropic trav-
eltime tomography with this weighting scheme produces the maxi-
mum horizontal velocity model.
Once this horizontal velocity model is obtained, anisotropic trav-

eltime tomography is used to estimate the anisotropy parameter, by
gradually relaxing the weighting enforced in large source-receiver
(vertical) offsets. For crosshole seismic, Chapman and Pratt (1992)
and Pratt and Chapman (1992) develop linear systems for 2D trav-
eltime tomography in anisotropic media, and Pratt et al. (1993) and
Pratt and Sams (1996) show that the anisotropic velocity tomogra-
phy is a valuable tool to detect the discontinuities in the investiga-
tion region. Zhou et al. (2008) use a nonlinear inversion method for
Thomsen’s anisotropic parameters from the traveltime inversion.
Rao and Wang (2011) demonstrate that the anisotropic traveltime
tomography results in a much better match in the first-arrival times
between the synthetic and observed data, particularly at far offsets.
If ignoring the existence of anisotropy, crosshole seismic tomog-

raphy would commonly have X-type artifacts in the velocity image,
produced by either in the traveltime tomography (Rao and Wang,
2005) or waveform tomography (Wang and Rao, 2006). The
weighted taper function, with respect to source-receiver (vertical)
offsets, applied to crosshole seismic data can also suppress the
common X-type artifacts in these isotropic inversions. The X-type
artifacts link the top and the bottom corners of the study area be-
tween two boreholes. They exist in these largest offsets because
there are less data to average the local solution. This is an evidence
of velocity anisotropy, because the directional velocity along ray-
paths of the largest offsets is far different from an averaged velocity
along raypaths of modest offsets. These observations just indicate

that the anisotropic effect should be considered in reconstructing a
velocity model through tomographic inversion.
In anisotropic waveform tomography, if the anisotropy parameter

can be assumed to be a constant only in the background, it may be
preset as a constant shrink factor in the whole investigation area dur-
ing the numerical calculation (Pratt and Shipp, 1999). In this paper,
however, a 2D anisotropic model is explicitly defined in seismic sim-
ulation with an anisotropic wave equation, instead of a simple shrink-
ing factor working on finite-differencing grids. In summary, we
present a three-stage inversion procedure: (1) isotropic traveltime
tomography, inverting for the maximum horizontal (group) velocity
model, (2) anisotropic traveltime tomography, inverting for the aniso-
tropic parameter, and (3) anisotropic waveform tomography, refining
the maximum horizontal (group) velocity model, or inverting for the
maximum horizontal (phase) velocity model.
Anisotropic waveform tomography is implemented in the fre-

quency domain, taking advantage of its efficiency. Waveform
tomography using only distinct frequency components, other than
all frequencies of the data, can reconstruct a reliable velocity image.
In theory, following the linearity of the Fourier transform, all fre-
quency components of the data set should be used in waveform
tomography, for the equivalency of a time-domain full waveform
inversion (Warner et al., 2013). However, even if only distinct fre-
quency components are selected for the waveform tomography, the
reconstructed velocity model can be comparable with the result of
full waveform tomography (Pratt, 1990; Pratt and Worthington,
1990; Zhou and Greenhalgh, 2003; Ravaut et al., 2004; Sirgue
and Pratt, 2004; Wang and Rao, 2009). In the frequency domain,
the wave equation discretized with a finite-differencing method is
formulated as a linear system in a matrix-vector form. The forward
modeling operator is decomposed, for solving the linear system,
and decomposed matrix factors can be reused to rapidly solve
the forward problem for multiple sources. It is especially important
in the iterative solution in which many forward solutions for real
sources and virtual sources are required (Pratt et al., 1998; Wang,
2011). However, only when the VTI anisotropy is considered in
waveform tomography could the first arrivals of the field observa-
tion be matched by synthetics, generated with an anisotropic wave
equation explicitly constituted by two model elements (the maxi-
mum horizontal velocity and the anisotropic parameter) for a weak
anisotropic case.
The cross-firing acquisition geometry significantly improves the

ray coverage between two boreholes and leads to improvement on
the inversion resolution. Consequently, there is a relatively balanced
distribution of the ray density in the study area. In traveltime tomog-
raphy, the slowness (reciprocal velocity) update is linear to the ray
density. In waveform tomography, this relationship cannot be pre-
sented so straightforwardly, but the model update at any location is
also proportional to the ray density (Rao et al., 2006). Therefore, the
cross-firing data geometry also increases the reliability of the veloc-
ity model reconstructed by tomography.

CROSSHOLE SEISMIC WITH CROSS-FIRING
GEOMETRY

The rationale for designing a cross-firing acquisition geometry is
to improve the ray coverage over the study region between two ver-
tical boreholes. Because of the practicality, one often has a very
dense receiver array in a borehole but very sparsely positioned
sources in another borehole. The ray coverage next to the receiver

Figure 1. A seismic line crossing two boreholes, showing that the
local geologic structure is dominated by periodic, flat, and thin-lay-
ered sediments. Two vertical boreholes (red lines) have a separation
of 230 m.
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borehole is sufficiently full, but the ray coverage next to the source
borehole is terribly poor. Thus, a cross-firing geometry improves
ray coverage next to both boreholes.
As shown in Figure 1, the two vertical boreholes are parallel and

are 230 m apart. In the seismic acquisition, source arrays were
placed alternatingly in two parallel boreholes (well A on the left
and then well B on the right), and receiver arrays in the opposite
borehole (B and then A). In each borehole, small explosive charges
were fired successively at roughly 18 m intervals in depth. For a
single shot gather, a string of six receivers at 6 m spacing was placed
in the other borehole and then repositioned to a different depth to
extend the receiver coverage. During repositioning of the receiver
string, one receiver point was overlapped for depth calibration and
the shot was repeated at the fixed depth.
Figure 2 displays the distribution of the straight-ray density in

this physical experiment. This measurement of illumination directly
reflects the resolving power in the imaging and the inversion. Fig-
ure 2a shows the ray density when sources are placed in well A (on
the left side) and receivers are placed in well B (on the right side). In
this case, there are 44 receivers and only 14 sources. Because of the
limited number of sources with irregular and large depth intervals,
many areas close to source well A have a poor ray coverage. Fig-
ure 2b is the alternating case in which the sources are placed in well
B and receivers are placed in well A. In this second case, which has
15 sources, the ray density is also unevenly distributed. Figure 2c
suggests that combining these two cases can significantly improve
the final ray coverage. This is the motivation for us using both data
sets jointly in the following tomographic inversion.
Figure 3a displays two shot gathers at a depth of 1290 m in well

A and 1300 m in well B (and the receivers are in the opposite bore-
hole). Both shot gathers clearly show first arrivals with well corre-
lation between traces at different receiver depths. Figure 3b displays
shot gathers at a depth of 1350 m in well A and 1340 m in well B.
Because the near-offset traces are missing, we use a smooth curve to
fit picked first-arrival times. This curve verifies the shot position in
depth, at which the first-arrival time curve has the minimum.
These two groups of shot gathers indicate a strong anisotropic

feature. In each group, two shots have 10 m difference in depth.
For the isotropic case, the difference of the first-arrival times would
be approximately

Δtðz − z0Þ ≈
ðz − z0ÞΔz

v
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ ðz − z0Þ2

p ; (1)

where x ¼ 230 m, the distance between two vertical boreholes, z −
z0 is the vertical offset of a shot-receiver pair, and Δz ¼ �10 m is
the difference between two shot depths. For the group shown in
Figure 3b, for instance, where z − z0 ¼ 175 m, if v ¼ 3000 m∕s,
we would have Δt ≈�20 ms. However, the difference in two shot
records is much smaller than this evaluation because a wave travels
with fast directional velocities everywhere along a raypath.

ANISOTROPIC TRAVELTIME TOMOGRAPHY

Because the local geologic structure is featured with periodic, flat,
thin layers, we assume the velocity of the subsurface media to be a
simple elliptical anisotropy. The directional velocity VðθÞ is angle
dependent, in which the ray angle θ is measured against the vertical
axis. It can be in any form as long as this directional velocity VðθÞ

along a raypath can be properly presented (Backus, 1962; Gassmann,
1964; Thomsen, 1986; Alkhalifah, 1998; Fomel, 2004). The direc-
tional velocity in a simple elliptical form can be expressed as

VðθÞ ¼ Vv cos
2 θ þ Vh sin

2 θ; (2)

where Vv is the maximum vertical component of the P-wave velocity
when the ray angle θ ¼ 0, andVh is the maximum horizontal velocity
when θ ¼ π∕2. Defining an anisotropy parameter by

Figure 2. (a) Distribution of ray density, for sources in well A and
receivers in well B. (b) Distribution of ray density, for sources in
well B and receivers in well A. (c) Final distribution of ray density,
when combining two measurements.
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ε ¼ Vh − Vv

Vv

; (3)

equation 2 may also be rewritten as

VðθÞ ¼ Vvð1þ ε sin2 θÞ ¼ Vh

�
1þ ε sin2 θ

1þ ε

�
: (4)

We use the second expression in which the ray-angle-dependent
velocity VðθÞ is determined in terms of the maximum horizontal
velocity Vh and the anisotropy parameter ε.
The traveltime between a source-receiver pair is

T ¼
X
i

ΔtiðVh; εÞ; (5)

where Δti is the traveltime between two points ðxi; ziÞ and
ðxiþ1; ziþ1Þ and T is the traveltime along a raypath. According
to Fermat’s principle, a raypath has the minimal traveltime; that is,

∇T ¼ 0; (6)

which leads to a system of nonlinear equations. This nonlinear sys-
tem in anisotropic media has much stronger nonlinearity than the
counterpart in isotropic media. In an isotropic case, any perturbation
of a raypath causes velocity changes along the perturbed raypath
and these velocity changes further affect the raypath. In anisotropic
media, any path perturbation causes changes in directional veloc-
ities, and these changes depend not only on the spatial position
but also on the local propagation direction. Wang (2014) points
out that a standard Newton-type iterative algorithm, which relies
on the minimization of the errors in the nonlinear system, does
not work for anisotropic cases due to the high nonlinearity, and pro-
poses to enforce Fermat’s minimum-time principle as a constraint

for Newton’s iterative procedure. Enforcing a physical principle
into the solution update of nonlinear algebraic equations signifi-
cantly stabilizes the iterative procedure, even in complicated aniso-
tropic cases.
In this paper, we do not distinguish between the phase velocity

and the group velocity in ray tracing throughout the study area be-
tween two vertical boreholes, because these two parallel boreholes
are so close to each other. When considering the exact phase veloc-
ity, Wang (2013) suggests to replace the raypath concept with the
concept of slowness paths, and to solve a system of equations, con-
sisting of slowness equations and an explicit normal constraint that
slowness vectors are perpendicular to wavefronts.
In isotropic traveltime tomography for the maximum horizontal

velocity model, mainly the small vertical-offset data that contain
less of an anisotropic effect are used. Different weights are assigned
to traveltimes with different vertical offsets: Weight 1 is in the cen-
tral range with near offsets and is gradually tapering off with the
increase in offsets. That is, near-offset arrival times play a dominant
role in the inversion for the maximum horizontal velocity model Vh.
The initial model is built by assuming raypaths linking source-
receiver pairs to be straight lines. Back propagation of traveltime
residuals generates a rough velocity model (Figure 4a). This veloc-
ity model is refined (Figure 4b) by isotropic traveltime tomography
with properly curved raypaths.
To invert for the anisotropy parameter ε, fixing the maximum

horizontal velocity Vh, all of the available traveltime data with dif-
ferent (vertical) offsets should be used effectively. Figure 5 shows
the residuals of the first-arrival times. Figure 5a shows the residuals
after traveltime tomography without considering the anisotropic
parameter ε, and Figure 5b shows the improvement when we take
into account the anisotropic effect.
Figure 6 displays two shot gathers (at 1270 and 1380 m depth in

well A) after traveltime tomography (1) without and (2) with the
anisotropy parameter, respectively. Once we in-
clude the velocity anisotropy effect, the modeled
data can better match the field first-arrival times
(in the black curve).
Traveltime tomography reveals that an average

ε value between two boreholes is 0.143; that is, the
average ratio of the maximum horizontal velocity
Vh to the maximum vertical velocity Vv is 1.143.
This quantity should be used in the processing and
imaging of surface seismic data in this region.

ANISOTROPIC WAVEFORM
TOMOGRAPHY

Anisotropic wave equation

For anisotropic waveform tomography, we de-
rive an anisotropic wave equation. The wave-
number is defined in terms of velocity and
frequency as

k ¼ ω

v
; (7)

where ω is the angular frequency, and v is the
phase velocity, and

Figure 3. (a) Shot gathers of source number 11 at the depth of 1290 m in well A and
1300 m in well B. (b) Shot gathers of source number 8 at the depths of 1350 m in well A
and 1340 m in well B.
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vðϕÞ ¼ Vh

�
1þ ε sin2 ϕ

1þ ε

�
; (8)

expressed in terms of the phase angle ϕ and the maximum horizon-
tal velocity Vh. Note that equation 8 is an exact phase velocity, and
equation 4 is an approximation using the group velocity V and the
ray angle θ.
Assuming the following weak anisotropy,

1þ ε sin2 ϕ ≈
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2ε sin2 ϕ

q
; (9)

equation 7 can be rewritten as

k ¼ ωð1þ εÞ
Vh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2ε sin2 ϕ

p : (10)

Substituting sin2 ϕ ¼ k2x∕k2 and k2 ¼ k2x þ k2z , we obtain an equa-
tion,

ð1þ 2εÞk2x þ k2z
ð1þ εÞ2 ¼ ω2

V2
h

: (11)

Assuming ð1þ 2εÞ∕ð1þ εÞ2 ≈ 1 in the case with small ε, we
finally obtain

k2x þ
1

ð1þ εÞ2 k
2
z −

ω2

V2
h

¼ 0: (12)

A wave equation may be expressed in the wavenumber-frequency
domain as

�
k2x þ

1

ð1þ εÞ2 k
2
z −

ω2

V2
h

�
uðkx; ky;ωÞ ¼ 0; (13)

Figure 4. (a) The initial velocity model for traveltime tomography,
generated by the error back projection. (b) Velocity model recon-
structed by traveltime tomography.

Figure 5. Time residuals after traveltime tomography. (a) The re-
siduals after traveltime tomography without considering the
anisotropy parameter. (b) The residuals after traveltime tomography
with the anisotropy parameter.
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where uðkx; ky;ωÞ is the wavefield in the wavenumber-frequency
domain. The inverse Fourier transformation, with respect to kx
and kz, respectively, leads to the following space-frequency domain
wave equation:

�
∂2

∂x2
þ 1

ð1þ εÞ2
∂2

∂z2
þ ω2

V2
h

�
uðx; z;ωÞ ¼ 0: (14)

After the finite-differencing approximation, we may present this
equation in a vector-matrix form, Ax ¼ b. The inversion involves
solving the inverse of matrix A. An LU decomposition solver is
used in the work reported in this paper. The frequency-domain im-
plementation involves only one of such a matrix decomposition and

then it can efficiently calculate a significant number of source lo-
cations with negligible cost.

Anisotropic waveform tomography

In anisotropic waveform tomography, we use the group velocity
Vhðx; zÞ obtained from ray-tracing-based traveltime tomography
(Figure 4b) as the initial model Vhðx; zÞ for the tomography. This
is justified between two vertical boreholes that are close to each
other. For weak anisotropy, it can be shown (Červený, 2001) that

vðϕÞ ¼ VðθÞ
�
1þ 1

2V2

�
∂V
∂θ

�
2
�
: (15)

The second term in brackets is rather small and
can be neglected, resulting in vðϕÞ ≈ VðθÞ,
in contrast to the exact relationship vðϕÞ ¼
VðθÞ cosðθ − ϕÞ.
Figure 7 displays the amplitude spectrum of a

shot gather at a depth of 1290 m in well A (and
receivers in well B). It shows that there is no energy
for frequencies lower than 100 Hz. Thus, we choose
a starting frequency of 100 Hz for the inversion. For
waveform inversion, we discretize the velocity
model into cells with cell size of 2 m, to satisfy
the criterion of four cells per wavelength for the
highest frequency used in the inversion: vmin¼
2400m∕s, fmax¼300Hz, and ð1∕4Þvmin∕fmax¼
2. We choose the depth range to be inverted from
1220 to 1520 m. Therefore, in total there are 115
rows and 150 columns in the grid.
Because the seismic data in the frequency do-

main have a poor signal-to-noise ratio, a small
group of frequency components (usually three
to five) simultaneously, instead of using single
frequency at a time, is used in waveform tomog-
raphy. This frequency grouping strategy is for
mitigating the effect of data noise, which is
not necessarily white in the frequency domain
(Pratt and Shipp, 1999; Wang and Rao, 2006).
Simultaneously using neighboring frequencies
from the same spatial imaging position in the in-
version effectively increases the number of equa-

tions without changing the number of unknown model parameters;
this means the inverse problem being much better determined.
Because of the poor signal-to-noise ratio of the field data sets, the

anisotropy parameter is assumed to be a constant, along with a spa-
tially variable 2D horizontal velocity function. Figure 8 displays the
velocity images reconstructed by waveform tomography at three
different stages:

1) the velocity model after using the first group of frequency com-
ponents (100, 102, 104, 106, and 108 Hz),

2) the velocity model after using six groups of frequency compo-
nents (100, 102, : : : , 158 Hz), and

3) the final velocity model after using all 20 groups of frequency
components (100, 102, : : : , 298 Hz).

Using multiple frequency bands during inversion does a lot more
than suppress noise. It actually combines wavepaths with different

Figure 6. (a) Modeled shot gathers at depths of 1270 and 1380 m (in well A), based on
the traveltime tomography without anisotropy, do not match the field first-arrival times
of shot gathers (in the black curve). (b) Modeled shot gathers, based on the traveltime
tomography with anisotropy, showing a better match to the field first-arrival times.

Figure 7. The amplitude spectrum of a shot gather at the depth of
1290 m in well A and receivers in well B. A starting frequency of
100 Hz is chosen for the inversion.
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model sensitivities in an inversion. Compared with traveltime
tomography, waveform tomography generates a velocity model
with a better character of layered structure, with continuity in the
horizontal direction and high resolution in the vertical direction.
To confirm the results of waveform tomography for cases with such

a poor ray coverage, we design a checkerboard resolution test. A
checkerboard model (Figure 9a) is a superimposition of an alternating
positive and negative anomaly pattern onto the final real data inversion
model. The size of an anomaly pattern is 8 m, which is smaller than the

size of most layered structures in the reconstructed velocity model
(Figure 8c). The anomaly pattern is ±1% of the velocity model,
which satisfies linear conditions in the iterative procedure of waveform
inversion (Rao et al., 2006). We use this model to generate two syn-
thetic data sets of crosshole seismic measurements, with exactly the
same source and receiver geometry as that in the field.

Figure 8. Velocity models reconstructed from waveform tomogra-
phy. (a) Reconstructed velocity model after using the first group of
frequency components (100, 102, : : : , 108 Hz). (b) Reconstructed
velocity model after using six groups of frequency (100, 102, : : : ,
158 Hz). (c) Reconstructed velocity model after using all 20 groups
of frequencies (100, 102, : : : , 298 Hz).

Figure 9. (a) A checkerboard velocity model used to generate two
sets of synthetic seismic data, with the exact source-receiver con-
figurations as the crosshole field measurement. (b) Normalized
velocity variation in a reconstructed velocity model by waveform
tomography using only one data set. (c) Normalized velocity varia-
tion in reconstructed velocity model by waveform tomography us-
ing both data sets simultaneously.
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When performing waveform tomography with synthetic data
sets, we use exactly the same frequency components and the same
inversion parameters as those used in the field data inversion exam-
ple. We use the velocity model obtained from the field data inver-
sion (Figure 8c) as the starting model.
We use either a single data set or two data sets together in the in-

version tests. Figure 9b and 9c shows the recovered velocity variation
from the synthetic data inversion. To highlight the effectiveness, here
we display velocity variations, rather than the velocities, in the two
tomographic images. The variation pattern is the difference between
the reconstructed velocity model and the start model, and it is nor-
malized by the corresponding value in the start model.
When using a single data set in the inversion (Figure 9b), the left

side region has been poorly recovered, compared with the right side
region. This is because in the left side the raypaths are not evenly
distributed (Figure 2a). When combining two measurements in the
inversion (Figure 9c), because the rays are evenly distributed (Fig-
ure 2c), we can see that the inversion image has much better res-
olutions on the left and right sides, close to the boreholes.

CONCLUSIONS

To improve the ray coverage between two boreholes, the cross-
hole seismic acquisition has been designed in a cross-firing manner.
Two crosshole seismic data sets, in the conventional sense, have
been used jointly in traveltime and waveform tomography.
The sediment structure in the study area is featured with periodic

thin layers. For this case, the velocity anisotropic effect should be
considered in tomographic inversion. We have implemented a three-
stage tomographic inversion:

1) isotropic traveltime tomography to invert for the maximum
horizontal velocity,

2) anisotropic traveltime tomography, inverting for the anisotropic
parameter, normalized difference between the maximum hori-
zontal velocity and the maximum vertical velocity, and

3) anisotropic waveform tomography with an anisotropic wave
equation to refine the maximum horizontal velocity model.

In the implementation of an anisotropic wave equation, the aniso-
tropic parameter, rather than a simple shrink factor, has been given
explicitly in regular finite-differencing grids. Only when this VTI
anisotropy is considered, could the first arrivals of the field obser-
vation be matched by synthetics in the waveform tomography. Res-
olution analysis has proven the effectiveness of the cross-firing
geometry, whereas joint inversion of two crosshole data sets has
resulted in a high-resolution image. Future work would involve re-
verse time migration of crosshole seismic data, using these inverted
velocity and anisotropy models.
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