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Abstract
In this paper we focus upon the electron injection dynamics in complete dye sensitized nanocrystalline titanium dioxide solar cells (DSSCs) employing the ruthenium bipyridyl sensitizer dye N719. Electron injection dynamics and quantum yields are studied by time resolved single photon counting and the results are correlated with device performance. In typical DSSC devices, electron injection kinetics were found to proceed from the N719 triplet state with an half time of 200 ± 60 ps and quantum yield of 84 ± 5 %. We find that these injection dynamics are independent of presence of iodide / triiodide redox couple and of the pH of the peptisation step used in the synthesis of the TiO₂ nanoparticles. They are furthermore found to be only weakly dependent upon the application of electrical bias to the device. In contrast, we find these dynamics to be strongly dependent upon the concentration of t-butyl pyridine (tBP) and lithium cations in the electrolyte. This dependence is correlated with shifts of the TiO₂ conduction band energetics as a function of tBP and Li⁺ concentration, from which we conclude that a 100 meV shift in band edge results in approximately a two fold retardation of injection dynamics. We find that electron injection quantum yield determined from these transient emission data as a function of tBP and Li⁺ concentration shows a linear correlation with device short circuit density Jsc. We thus conclude that the relative energetics of the dye excited state versus the titanium dioxide acceptor states is a key determinant of the dynamics of electron injection in DSSC, and that variations in these energetics, and therefore in the kinetics and efficiency of electron injection, impact directly upon device photovoltaic efficiency. Finally we discuss these results in terms of singlet versus triplet electron injection pathways and the concept of minimisation of kinetic redundancy.
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Introduction:

Dye sensitized solar cells (DSSCs) are a potentially lower cost alternative to inorganic silicon based photovoltaics. DSSCs based on Ru-bipyridyl dyes adsorbed to nanocrystalline titania (TiO$_2$) electrodes in combination with iodide / triiodide redox based electrolytes have reached efficiencies of >10 %. The function of such devices is based upon light induced charge transfer processes at the metal oxide / dye / electrolyte interface, and as such the kinetics of these processes can be expected to be key determinants of device performance. The primary charge separation step in DSSCs comprises electron injection from the dye excited state into the TiO$_2$ conduction band. Extensive studies of this electron injection process in TiO$_2$ / Ru – bipyridyl dye films coated in inert solvent have shown sub-picosecond injection dynamics, orders of magnitude faster than the competing process of excited state decay to ground. As such, electron injection has not generally been considered to be a key factor limiting device performance, with most studies of device optimisation focusing upon optimising the light absorption and electron collection aspects of device function. However, we have recently reported an ultrafast transient absorption study of electron injection in a complete DSSC. In contrast to the film studies, we observed a much slower electron injection halftime of ~ 150 ps in these devices, slow enough for kinetic competition between electron injection and excited state decay to ground potentially to have a significant impact upon device performance. The slower dynamics in the complete DSSC were attributed to the presence of additives typically added to the device electrolyte to improve photovoltaic performance. This observation has motivated us to undertake a detailed study of the parameters influencing electron injection kinetics and yields in complete DSSCs, and thus to quantify the influence of electron injection efficiency upon device performance, as we report herein.

There have been extensive reviews of photoinduced electron transfer processes in Ru-bipyridyl sensitized TiO$_2$ films in the absence of redox electrolyte. Commonly ultrafast techniques such as femtosecond transient absorption spectroscopy are used to determine the kinetics of the electron injection process.
through absorption changes associated with the formation of the dye cation and/or injected electron. Such studies have shown sub-picosecond injection processes occurring from the singlet excited state which can compete with intramolecular relaxation within this state. Additionally, strong spin-orbit coupling from the Ruthenium heavy atom centre accelerates intersystem crossing to ~ 100 fs, resulting in an additional injection mechanism proceeding via the lower energy triplet excited state and occurring on the picosecond timescale (typically tens of ps), often resulting in biphasic injection kinetics. In these model system studies, the kinetics of electron injection, and the proportion of singlet versus triplet injection, have been studied as a function of excitation wavelength, solvent choice, pH environment, inclusion of cationic potential determining ions, TiO₂ fermi level and bridging components positioned between the dye and the empty accepting orbitals on the TiO₂ surface, leading to a detailed understanding of the injection process. In terms of their relevance to device performance, the overall conclusion of these model system studies has typically been that electron injection from such ruthenium bipyridyl sensitizer dyes into TiO₂ photoelectrodes is fast relative to excited state decay to ground, and therefore that the efficiency of electron injection is unlikely to be a critical determinant of device performance.

In parallel with these ultrafast studies of electron injection, there have been extensive studies focusing on the optimisation of the power conversion efficiency of DSSCs. Relatively few of these studies have considered directly the relevance of the electron injection process in influencing device photovoltaic performance. Of particular note, structure–function studies of a series of organic dyes have highlighted the need for the dye excited state to be sufficiently high in energy to allow injection to occur. Dyes which did not fulfil this requirement were observed to have lower photocurrents. Furthermore, improved currents in DSSCs based on the Ru black dye have also been reported to be effected by improved injection performance. Similarly, dye aggregation has been suggested to reduce the efficiency of electron injection for some sensitizer dyes, thereby reducing device performance. Of particular relevance to this paper, studies to optimise device performance have frequently employed electrolyte additives, such as t-butyl pyridine (tBP) and Li⁺, to enhance device performance. The influence of these additives on device performance has been generally attributed to their influence on the TiO₂ surface charge, and therefore conduction band (CB) edge. In model systems studies, such additives have
been shown to influence electron injection dynamics by modulating the relative energetics of the dye excited state versus the TiO₂ conduction band. However the influence of such additives upon the efficiency of electron injection in complete DSSCs, and their correlation with device performance, have received only limited attention to date. This gap arises partly from the difficulty of measuring injection in complete devices using femtosecond transient absorption instruments. As a consequence, DSSC device optimisation studies to date typically have not focused on electron injection dynamics as being a significant factor determining device performance.

Figure 1 shows, to scale, the structure of the active environment in the operating DSSC, illustrating the chemical complexity of the pores of a DSSC in the presence of a typical electrolyte, and thus emphasising the importance of complete device studies of injection dynamics as opposed to model system studies of dye sensitized films covered in inert solvent. Our recent observation that electron injection dynamics in a typical complete DSSCs are on the 100 ps timescale, and therefore from the dye triplet state, opens up the potential to measure these injection kinetics in DSSCs not only by ultrafast pump / probe techniques such as transient absorption spectroscopy, but also with single pulse techniques such as time correlated single photon counting techniques (TCSPC). This greatly simplifies the experimental measurement procedure, allowing for example the use of much lower excitation densities, thereby avoiding problems of charge accumulation which have complicated experimental pump/probe studies of complete devices. By using non-injecting control samples (employing ZrO₂ films), and matched densities of absorbed photons, we have shown that it is possible to use TCSPC to measure electron injection dynamics in dye sensitized films with a time resolution of ~ 60 ps.

As illustrated in Figure 1, the TiO₂ / dye / electrolyte interface exhibits a considerable chemical complexity. In this report, we employ TCSPC measurements to study electron injection in complete, functioning DSSCs under different operating environments as a function of the chemical composition of this interface. We then quantitatively correlate these dynamics with device performance. We employ devices based upon the widely used N719 sensitizer dye, the di - tetrabutyl - ammonium salt of the commonly used [RuL₂(NCS)₂] (L = 4,4’ - dicarboxy – 2,2’ - bipyridyl) dye. We address the influence of a range of parameters upon electron injection, including the TiO₂ film synthesis, electrolyte additives including Li⁺ ions, tBP and the I⁻/I₂ couple
and the influence of applied bias. These studies enable us both to elucidate key parameters influencing injection efficiency in complete DSSCs, and to relate these observations directly to device performance.

**Scheme 1**: Schematic of the chemical composition of a typical pore in a complete DSSC filled with redox electrolyte. All components are drawn approximately to scale, neglecting molecular interactions. Also shown is a HRSEM image of such a pore, and the molecular structure of the N719 sensitizer dye. This illustration neglects intermolecular complexation which is likely to further complicate the chemical composition of the pores.

**Experimental:**

TCO-coated glass substrates were obtained from Hartford Glass, USA (15 Ωcm⁻² F-doped SnO₂). The TiO₂ paste, consisting of 10-15 nm-sized anatase particles, was prepared via a sol-gel route, as described previously. The peptisation steps employed either 0.1 M nitric acid (acid film) or 0.1 M ammonia (basic film) to ensure electrostatic stabilization of the deagglomerated TiO₂ particles. All solvents and additives were purchased from Aldrich and were HPLC grade. The dye was purchased from Dyesol and used as received.
Sample/device preparation. Liquid electrolyte devices were fabricated as previously \(^8\) using relatively thin (4 \(\mu\)m) and non-scattering TiO\(_2\) films, to optimize compatibility with TCSPC experiments. Briefly, after cleaning F-doped SnO\(_2\) glass substrates (with acetone, methanol and Helmanex), a nanocrystalline, mesoporous TiO\(_2\) film, thickness 4 \(\mu\)m, was fabricated via doctor-blading the TiO\(_2\) paste, followed by sintering at 450 °C. N719 was adsorbed to the TiO\(_2\) film by immersion overnight in a 0.3 mM solution in acetonitrile:tert-butanol (1:1) and subsequently carefully rinsed with acetonitrile. Sensitizing solutions were sonicated prior to film immersion to avoid the presence of dye aggregates in the sensitizing solution. Devices employed a ‘standard’ electrolyte A, consisting of 0.6 M tetrabutyl ammonium iodide, 0.5M tert-butyl pyridine, 0.1 M lithium iodide and 100 mM iodine in 3 – methoxypropionitrile, unless otherwise stated. Transparent counter electrodes were prepared by chemically depositing platinum from 0.05 M hexachloroplatanic acid in 2-propanol on to a second slide of conducting glass. Sandwich cells (1 cm\(^2\)) were then prepared by sealing together the TiO\(_2\) coated electrode with the counter electrode using a transparent film of Surlyn 1472 polymer (DuPont Ltd.) at 110 °C. The electrolyte was then introduced through holes drilled in the counter electrode, which were sealed immediately with microscope cover slides and additional strips of Surlyn to avoid leakage.

Functional characterization Electron injection dynamics were monitored as described previously, \(^{34}\) using time-correlated single photon counting (TCSPC), employing a Jobin Yvon IBH Fluorocube laser system. The apparatus employed 467 nm excitation (1 MHz repetition rate, 80 \(\mu\)W cm\(^{-2}\) average intensity, instrument response 250 ps FWHM), with a 695 nm high pass filter for emission detection. Samples consisted of dye-sensitized electrodes covered in either 3-methoxypropionitrile or the specified electrolyte, or complete DSSCs employing the specified electrolyte. Control, non-injecting samples were fabricated using sensitized ZrO\(_2\) nanocrystalline films. ZrO\(_2\) exhibits similar dye binding properties to TiO\(_2\) but has a conduction band edge \(\sim 1\) eV more negative than TiO\(_2\), thus preventing electron injection from the dye excited state. Data were collected on optical density matched ZrO\(_2\) / N719 and TiO\(_2\) / N719 samples for fixed time periods, resulting in matched densities of absorbed photons, and allowing us to compare amplitudes of traces directly. For all scenarios N719 decays
on ZrO₂ were longer lived and had higher amplitudes than the TiO₂ analogues. The loss in emission with the TiO₂ samples is assigned to the additional, non-radiative electron injection pathway into the TiO₂. This pathway is forbidden in ZrO₂ samples because of its higher conduction band edge.³⁶

Device current-voltage characteristics were determined by illuminating with a 150 W Xenon lamp (Sciencetech model SS150W solar simulator), equipped with an IR filter (water filter) and an AM1.5 filter (Sciencetech). Beam intensity was calibrated using an externally calibrated silicon photodiode with a spectral response modified to approximately match the absorption profile of the N719 dye. Current and voltage was measured and controlled using a Keithley 2400 source meter. We note that due to the use of relative thin, and non-scattering, TiO₂ films (to facilitate transient spectroscopic studies and avoid electron collection limitions on device short circuit current), these devices yielded only modest photocurrent densities. For standard devices, employing electrolyte A, device efficiencies were determined to be ~ 4 %, with a short circuit current density of 11 mA cm⁻². Device internal quantum efficiencies (or ‘absorbed photon to current efficiencies’) were determined to be ~ 86 %, indicative of efficient electron injection.

Data Analysis All emission decay traces were normalised for number of photons absorbed at the 467 nm excitation wavelength. Data fitting procedures have been described in detail elsewhere.³⁴ Control data collected on ZrO₂ samples were fitted to biexponential decays, as previously. Data collected for TiO₂ samples were fitted by the convolution of the Gaussian IRF function with a single stretched exponential:

\[ \text{Int} = A_0 e^{-\frac{(t/\tau)\beta}{\beta}} \]

where \( \beta \) is the stretch parameter (\( \beta = 1 \) corresponding to a monoexponential decay). We have previously shown that this stretched exponential analysis allows us to fit the emission decays with a minimal number of free parameters, and is moreover consistent with a microscopic model of electron injection based on an inhomogeneous distribution of injection energetics.³⁷ The amplitude \( A_0 \) of the stretch exponential was set to the deconvoluted amplitude of the control non-injecting (ZrO₂) emission trace, and was therefore not a free parameter in analysis of TiO₂ based samples. The fits to the TiO₂ data thus only use 2 free fitting parameters (\( \tau \) and \( \beta \)), thereby greatly increasing the reliability and validity of the fitting procedure. This procedure, using
the non-injecting control, allows us to take quantitative account of any ultrafast phases of electron injection not resolved by the instrument response, and results in our analyses having an effective time resolution after deconvolution of ~ 60 ps.

Decay dynamics were quantified by quoting half-times ($t_{50\%}$) for the injection process. This half-time is defined as being the time at which the amplitude of the deconvoluted fit decays to half the initial amplitude of the control (non-injecting) data. The $\beta$ values were $0.353 \pm 0.028$ for all samples employing electrolyte A and varied only by 0.02 between zero and maximum applied negative bias. This allowed half – times between samples to be directly compared. In the tBP studies $\beta$ values ranged more significantly from 0.3 to 0.39 and for this reason we have considered the quantum yields of electron injection in tandem with the $t_{50\%}$ values. Injection quantum yields were determined by integration of the emission decays over time, with the lower integrated areas observed for the TiO$_2$ films relative to the ZrO$_2$ control being assigned to electron injection. We note that due to the non-exponential nature of the emission decay dynamics observed for the TiO$_2$ samples, the calculated injection quantum yields are significantly lower than those obtained from comparison of decay half-times alone.

Results:

Figure 1 shows typical emission decays observed in a complete DSSC using our Electrolyte A, and control data collected for a ZrO$_2$ control cell. The emission decay traces for the control ZrO$_2$ samples typically showed $t_{50\%}$ of ~10 ns, consistent with previous studies of the decay dynamics of the N719 triplet excited state. In the TiO$_2$ based complete DSSC, this emission is strongly quenched, assigned to quenching of the N719 triplet excited state by electron injection into the TiO$_2$ conduction band. Analysis of the TiO$_2$ data by a stretched exponential model, and deconvolution of the instrument response, as detailed above, allows us determine an injection half time, $t_{50\%}$, of $200 \pm 60$ ps. $^{34}$ This half time is typical of devices employing electrolyte A. These kinetics were found to be independent of dye loadings (for devices corresponding to approx. 10% - 100% monolayers dye coverages). We note that in this analysis, the initial amplitude is fixed to the amplitude of the non-injecting sample, reducing the free parameters in this fit to only two, and allowing us to take quantitative account of any ultrafast injection phase(s) not fully resolved by
our system’s instrument response. This injection half-time is in good agreement with our previous transient absorption studies (collected with a sub-picosecond instrument response) which resolved an injection half-time of 150 ± 50 ps for analogous DSSCs.

The dispersive (stretched exponential) nature of the emission decays observed in Figure 1 prevents us from determining the yield of electron injection from measurement of the injection half-time alone. Rather, quantification of the yield of electron injection can be made most easily by comparison of the integrated areas under the emission decays for the TiO₂ and ZrO₂ samples – with the magnitude of quenching of this emission area observed for the TiO₂ samples being taken as a measure of the injection yield. Employing this analysis, we obtain an injection quantum yield of 0.84. We note this quantum yield is lower than would be expected from considering the half-times alone (150 ps and 10 ns on TiO₂ and ZrO₂); this lower quantum yield results from the dispersive (stretched exponential) nature of the injection dynamics. This sub-unity value for the injection quantum yield indicates that even for this ‘standard’ device, injection efficiency may be limiting device performance.

This measured injection yield was found to be in excellent quantitative agreement with the maximum internal quantum efficiency (or absorbed photon to current efficiency) for these standard devices, determined under short circuit conditions to be 0.86.³⁹ It was moreover found to be in good quantitative agreement with analysis of injection efficiency determined from front and back illumination external quantum efficiency data, as we report in detail elsewhere.³⁹ These observations strongly indicate that for these ‘standard’ N719 sensitized devices, the internal quantum efficiency for photocurrent generation is primarily limited by the efficiency of electron injection, as we discuss in more detail below.
Figure 1: Time resolved emission decays for (a) N719 / TiO₂ (black) and (b) N719 / ZrO₂ (grey) films in electrolyte A. Also shown (a) are the corresponding data collected for an electrolyte omitting the iodide / iodine redox couple (red), which is essentially identical to that observed in the presence of electrolyte A. Smooth lines correspond to fits to the experimental data after convolution with the instrument response.

*Injection dynamics in presence and absence of redox couple.*

We now turn to consideration of parameters which may influence the observed electron injection dynamics. We consider first the potential influence of the iodide / tri-iodide redox couple in quenching the sensitizer dye excited state. As illustrated in Scheme 1, the redox couple can be expected to have a significant impact upon the chemical environment of the dye / TiO₂ interface. Previous studies of analogous ruthenium dyes have indicated that this redox couple can potentially quench the dye triplet excited state by either oxidative or reductive quenching, and that this may be a significant factor influencing DSSC device performance. ⁴⁰⁻⁴³

\[
\text{Dye}^* + I_2 \rightarrow \text{Dye}^+ + I_2^-
\]  \hspace{1cm} (1)

\[
\text{Dye}^* + I^- (I_3^-) \rightarrow \text{Dye}^- + \frac{1}{2} I_2
\]  \hspace{1cm} (2)

To address these issues, we collected data on samples as above but omitting the iodide / iodine redox couple (electrolyte B, with iodide anions replaced by perchlorate). Typical transient emission data are overlayed upon data collected in the
presence of the redox couple (electrolyte A) in Figure 1 (electrolyte B, red trace). It is apparent that for both the TiO$_2$ and ZrO$_2$ control samples, data collected in the presence and absence of the redox couple are indistinguishable. It can be concluded that neither oxidative nor reductive quenching of the N719 dye excited state, nor the influence of the redox couple on the TiO$_2$ electron density in the dark, are significant factors influencing electron injection efficiency for N719 sensitized solar cells employing this electrolyte A.

$TiO_2$ films prepared via acid or base peptisation.

Scheme 2: Schematic of TiO$_2$ particles following acid (positive) or base (negative) peptisation.

We turn now to the potential influence of TiO$_2$ film fabrication procedure upon the injection kinetics. Electron injection in dye / TiO$_2$ films has previously been reported to be sensitive to film preparation, whilst extensive studies have addressed the influence of film preparation upon device performance. One of the main preparatory steps in the TiO$_2$ colloidal film synthesis is the peptisation process. Peptisation involves electrostatically stabilising TiO$_2$ film particles by addition of acid (TiO$_2$Acid), as employed for ‘standard’ devices studied herein, or base (TiO$_2$Base). The use of either acid or base peptised films has been reported to influence film electron densities and thereby device performance. Furthermore, model system studies of dye / TiO$_2$ electron injection have shown a strong dependence upon ambient pH.
Figure 2: (a) Time resolved emission decays for N719 / TiO$_2$Acid (blue) and N719 / TiO$_2$Base (red) films in electrolyte A. Also shown are (b) the corresponding N719 / ZrO$_2$ control data and (smooth lines) the convoluted fits to experimental data.

Typical transient emission data of electron injection in either TiO$_2$Acid or TiO$_2$Base N719 sensitized films in electrolyte A are shown in Figure 2. It is apparent that the electron injection dynamics for these two film preparation procedures are indistinguishable. We thus conclude that electron injection in the N719 sensitized DSSCs are unaffected by the pH of the initial peptisation used in film preparation. We discuss below how to reconcile this observation with device data showing significant differences in device performance.
Influence of applied electrical bias.

Scheme 3: Illustration of the effect of negative bias on electron injection. The applied bias, V, raises the TiO₂ Fermi level relative to the chemical potential of the electrolyte. This results in increasing occupancy of electron acceptor states in the TiO₂, illustrated as the shaded area in the exponentially increasing density of conduction band / trap states.

We now consider the effect of electrical bias on electron injection in DSSCs. In model system studies employing three electrode photoelectrochemical cells, we have shown that the application of an electrical bias of -700 mV relative to Ag/AgCl to N3 / TiO₂ films in the presence of a redox inactive electrolyte results to retard the injection rate 25-fold (where N3 is the fully protonated analogue of N719). This retardation was assigned to an increase in electron density within the TiO₂ CB, reducing the density of unoccupied states available for electron injection. Solar irradiation of complete DSSCs has also been shown to result in substantial increases in electron density, depending upon irradiation intensity and cell voltage. For example, for the ‘standard’ DSSCs studied herein, charge extraction studies under simulated AM1.5 conditions determined increases in electron density, relative to the dark short circuit conditions, of ~ 3 x 10¹⁷ cm⁻³ at short circuit and ~3 x 10¹⁸ cm⁻³ at open circuit, in good agreement with previous work. This increase in electron
density, and therefore in TiO$_2$ Fermi Level, E$_F$, has been shown to accelerate interfacial charge recombination losses, with a 100 mV increase in E$_F$ typically decreasing the recombination half time by a factor of 5. It is therefore of interest to consider the influence of applied electrical bias upon the injection dynamics in DSSCs.

Transient emission data were collected for standard N719 / TiO$_2$ DSSCs employing electrolyte A under forward bias in the dark for the bias range 0 V (corresponding to short circuit) to -1.07 V (greater than the device V$_{OC}$ under 1 sun ~ 0.76 V). Corresponding charge extraction data indicate that this voltage range corresponds to electron densities up to $6 \times 10^{18}$ cm$^{-3}$, and therefore corresponds to the full range of electron densities present in devices under solar irradiation. Typical data for a device under 0 V (blue) and maximum 1.07 V negative bias (red) are shown in Figure 3.
Figure 3: (i) (a) Time resolved emission decays for N719 / TiO₂ DSSC employing the electrolyte A under 0 V (blue) and -1.07 V (red) applied bias. (b) Control data for N719 / ZrO₂ devices. Also shown are stretch-exponential fits to the TiO₂ data (smooth lines) (ii) Plot of quantum yield for electron injection, φ_{inj}, determined from emission decays such as those shown in (i) versus applied bias.

Control data on the ZrO₂ device as a function of applied bias showed, as expected, no dependence upon applied bias. For the TiO₂ DSSC, the application of negative bias resulted in modest increase in electron injection halftime $t_{50\%}$, from 180 ps at 0 V to 230 ps at -1.07 V, as shown in Figure 3. This effect was fully reversible with variation in applied voltage. Similar, weak but measurable, dependence of injection half times upon applied voltage were observed for all such DSSCs studied. Determination of the electron injection quantum yields (from the integrated emission areas, as detailed above) indicate that the applied bias results in a modest reduction in quantum yield from 0.83 at 0 V to 0.76 at -1.07 V, as illustrated in Figure 3(ii). Quantitative analysis of the origin of bias dependence, and its impact upon device performance, is discussed below.
We conclude our study by considering the effect of two commonly used electrolyte additives, tert – butyl pyridine (tBP) and lithium cations (Li$^+$), on electron injection. Device optimisation is commonly achieved by including these electrolyte additives, or analogues, in the cell to modulate the maximum device short circuit current ($J_{SC}$) and maximum open circuit voltage ($V_{OC}$). $^8,49-52$ tBP and Li$^+$ have been shown to affect both the kinetics and quantum yield of injection in Ru-bipyridyl sensitized systems. $^7,8,32,54$ We extend herein these measurements to complete, functioning devices and quantitatively correlate changes in device $J_{SC}$ and $V_{OC}$ values with modulation of the electron injection process.

Transient emission traces were collected for complete N719 / TiO$_2$ DSSCs employing electrolytes based on A but using tBP and Li$^+$ concentrations varied over the range typically used in DSSC device optimisation studies (0 – 0.1 M Li$^+$, 0 – 0.5 M tBP). Typical emission data for three different electrolyte compositions are shown in Figure 4.
Figure 4: (a) Time resolved emission decays for N719 / TiO₂ films in electrolytes employing 0.1M tBP / 0.1M Li⁺ (red), 0.2M tBP / 0.1M Li⁺ (blue) and 0.2M tBP / 0 M Li⁺ (green). Also shown is the corresponding N719 / ZrO₂ control data (black) and (smooth lines) the fits to experimental data.

It is apparent that electrolyte composition has a significant influence upon injection dynamics, with injection half-times ranging from <60 ps for 0.1 M Li⁺, 0 M tBP to 550 ps ± 120 for 0 M Li⁺, 0.5 M tBP. Injection half–times, and the corresponding device performance data are summarised in table 1 (we note that devices were fabricated with 4 μm, non-scattering TiO₂ films in order to facilitate TCSPC studies and therefore exhibit only modest absolute current densities due to relatively low light absorption). The variation of device performance with electrolyte composition is in good agreement with previous studies which have shown that more ‘basic’ electrolytes (low Li⁺, high tBP) reduce $J_{SC}$ but increase $V_{OC}$, with optimum device efficiency being obtained at the ‘standard’ electrolyte composition of 0.1 M Li⁺, 0.5 M tBP.

Charge extraction measurements were employed to determine the relative TiO₂ conduction band density of states for the devices series studied. As expected, the addition of tBP was observed to result in a shift of this density of states to more negative potentials, whilst addition of Li⁺ shifted it less negative (towards the redox couple potential). Figure 5 plots the correlation between these relative conduction
band energetics (setting the 0.1M tBP / 0.1M Li as the reference and measuring all conduction band energetics relative to this), and the injection half time. A reasonable correlation is observed, with a 100 mV shift in conduction band energetics correlating with a two fold increase in injection half-time.

**Table 1:** Device and electron injection parameters measured in complete cells employing electrolytes with varying tBP concentrations with and without the addition of 0.1M Li$. All devices use 0.6M I$^{−}$/100mM I$_2$.

<table>
<thead>
<tr>
<th>[tBP]</th>
<th>[Li$^+$]</th>
<th>$t_{50%}$ / ps</th>
<th>$J_{SC}$ / mA cm$^{-2}$</th>
<th>$V_{OC}$ / mV cm$^{-2}$</th>
<th>$\eta$ / %</th>
<th>Quantum Yield</th>
<th>Band Edge / mV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1</td>
<td>&lt; 60</td>
<td>11.28</td>
<td>565</td>
<td>2.55</td>
<td>0.97</td>
<td>-</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>70 ± 30</td>
<td>10.81</td>
<td>621</td>
<td>3.35</td>
<td>0.87</td>
<td>0.47</td>
</tr>
<tr>
<td>0.1</td>
<td>-</td>
<td>272 ± 79</td>
<td>7.40</td>
<td>734</td>
<td>3.42</td>
<td>0.79</td>
<td>0.71</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1</td>
<td>185 ± 63</td>
<td>9.83</td>
<td>651</td>
<td>3.62</td>
<td>0.77</td>
<td>0.52</td>
</tr>
<tr>
<td>0.2</td>
<td>-</td>
<td>395 ± 96</td>
<td>7.32</td>
<td>738</td>
<td>3.41</td>
<td>0.72</td>
<td>0.722</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1</td>
<td>202 ± 71</td>
<td>9.55</td>
<td>670</td>
<td>3.82</td>
<td>0.78</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>-</td>
<td>547 ± 121</td>
<td>6.54</td>
<td>762</td>
<td>3.04</td>
<td>0.70</td>
<td>0.75</td>
</tr>
</tbody>
</table>
Figure 5: (i) Plot of the electron injection half-time determined from TCSPC data versus an estimate of the TiO$_2$ conduction band energy determined from charge extraction data for DSSCs fabricated with different concentrations of Li$^+$ and tBP in the electrolyte. A detailed description of the charge extraction method is presented elsewhere; briefly, transient photovoltages were used to determine the cell capacitance (or charge density) as a function of voltage, quoted values are the relative voltages produced under an arbitrary, fixed charge density (** cm$^{-3}$). (ii) The corresponding plot of the electron injection yield $\phi_{inj}$ determined from TCSPC data versus the device short circuit currents measured under 1 sun simulated irradiation. Also shown are the linear best fits in grey. In (ii), the data point corresponding to the highest device efficiency is circled in blue. It is apparent that the device with the fastest injection dynamics, and highest injection yield, does not correspond to the device with the highest overall device efficiency.
We conclude by considering the correlation between injection yield $\phi_{\text{inj}}$ and device photocurrent as a function of electrolyte additives. The electron injection yield (determined from the TCSPC data as above) varied from 0.97 for the electrolyte with the highest Lewis acidity (0.1 M Li$^+$, 0 M tBP) to 0.7 for the most ‘basic’ electrolyte (0 M Li$^+$, 0.5 M tBP), indicating, depending on the electrolyte employed, substantial (up to 30%) losses of photocurrent generation due to excited state decay to ground. Figure 5(ii) shows a plot of injection yield versus device photocurrent, demonstrating that a linear correlation is observed, strongly indicative of electron injection losses being a key determinant of device photocurrent efficiency, as is discussed in more detail below.

Discussion:

In this paper we have employed time resolved single photon counting to investigate the influence of a range of parameters upon the kinetics of electron injection in N719 sensitized solar cells. The injection half-time we obtain for a solar cell employing a ‘standard’ electrolyte (0.1 M Li$^+$, 0.5 M tBP), $t_{50\%} = 200$ ps is found to be in good agreement with our previous studies of electron dynamics by ultrafast pump/probe transient absorption spectroscopy.\(^8\) The emission decay dynamics in this standard cell (and indeed in all TiO$_2$ samples studied) were found to be well represented by convoluting stretched exponential functions with the instrument response function. This is in good agreement with our previously proposed model for electron injection in which the observed stretched exponential dynamics were shown to be consistent with local inhomogeneities in the TiO$_2$ conduction band energy.\(^{23,36}\)

Energy dependence of injection kinetics.

The primary determinant of electron injection kinetics in the studies we report herein is found to be the composition of the redox electrolyte, and specifically the concentrations of the additives Li$^+$ and tBP in this electrolyte. The injection half time was observed to change from <60 ps for 0.1 M Li$^+$/0 M tBP to ~ 550 ps for 0 M Li$^+$/0.5 M tBP. This dependence was correlated with the influence of these additives upon the relative energetics of TiO$_2$ conduction band (CB) determined from charge extraction data. High charge density cations, such as Li$^+$, have been shown to be ‘potential determining ions’, adsorbing to and/or intercalating into the nanocrystalline...
TiO₂ film, and thereby modulating the film charge and thus the film energetics. The addition of 0.1 M Li⁺ has been shown to induce a >1 V downward shift in the conduction band energy of unsensitized TiO₂ films and a 300 meV shift in N₃/TiO₂ films.²³,⁵⁶ Conversely, the addition of tBP has been shown to raise the energy of the TiO₂ conduction band attributed to its Lewis base characteristics, either by direct coordination to the TiO₂ surface via lone pairs on the N moiety⁵⁷,⁵⁸ or through reducing the surface adsorbed proton concentration, as illustrated in Scheme 3.⁵⁰

The correlation between injection half-time and the conduction band energetics shown in figure 5(a) indicates that a 280 meV shift in conduction band energy results in an 8-fold retardation of the injection kinetics. This correlation is in agreement with our previous analysis of injection kinetics in N₃ sensitized TiO₂ films in three electrode photoelectrochemical cells by ultrafast transient absorption spectroscopy, where the addition of 0.1 M Li⁺ ions was observed to result in a 7-fold acceleration of injection kinetics, correlated with a 300 meV shift in TiO₂ conduction band energetics²².¹² We further note that we have observed a quantitatively similar dependence of injection kinetics upon the relative energetics of the dye excited state relative to the TiO₂ conduction band (referred to hereafter as ΔE_{inj}^{rel}) in studies of porphyrin sensitized TiO₂ films as a function of porphyrin singlet energy, where a 300 meV shift in singlet energy resulted in an order of magnitude acceleration of injection kinetics, as we report in detail elsewhere. (T.dos Santos, JRD, A Moser, D.Officer, in preparation).

The dependence of injection half-time upon the energetics of electron injection, ΔE_{inj}^{rel}, can be analysed in terms of changes in the influence of ΔE_{inj}^{rel} upon the density of energetically accessible TiO₂ acceptor states. Previous studies have indicated that the effective density of states in the TiO₂ conduction band can be considered to increase exponentially with energy, g(E) ∝ exp(E/E₀)⁴⁸, as illustrated in Figure 5, with values for E₀ typically of the order 100 meV.⁴⁸ Assuming, as we have proposed previously,⁴⁸ that the rate constant for electron injection is proportional to the number of accessible states, we conclude that t_{50%} ∝ exp(-E/E₀). Following this relationship, a 280 meV increase in ΔE_{inj}^{rel} can be expected to result in an acceleration of the injection half-time by ~16 in reasonable agreement with the observed acceleration (~8 fold). We thus conclude that the observed dependence of t_{50%} upon TiO₂ conduction band energy is in good quantitative agreement with a
simple model in which the rate of electron injection is proportional to the density of energetically accessible acceptor states.

We note that this model does not distinguish between ‘trap’ and ‘conduction band’ states, but only considers a simple, exponentially increasing density of states. This assumption is consistent with experimental observations that the density of electrons in such TiO$_2$ films increases exponentially with applied negative biases over a wide potential range. We further note that this analysis is independent of whether one considers the relevant density of states determining electron injection to be the magnitude of $g(E)$ at the dye excited state oxidation energy $E_m(S^*/S^*)$, at an energy corresponding to $E_m(S^*/S^*) - \lambda$, where $\lambda$ is the reorganisation energy (corresponding according to Marcus - Gerischer to the energy for activationless electron injection), or integration of the density of states up to either of these energies, as in all cases an exponential density of states will give the same relative change in injection dynamics for a given change in $\Delta E_{\text{inj}}^{\text{rel}}$. It should be noted that this analysis only considers the effect of Li$^+$ and tBP concentrations upon the relative energetics of the TiO$_2$ conduction band versus the dye excited state, and not other effects specific to either Li$^+$ or tBP (for example deriving from surface binding of tBP). A more detailed analysis, in which the influence of tBP and Li$^+$ ions will be analysed independently, will be presented elsewhere. We finally note that this model, assuming an exponential density of states but with local inhomogeneities in the magnitude of $\Delta E_{\text{inj}}^{\text{rel}}$, 37 has been shown to be in good agreement with stretched exponential injection dynamics reported herein.

Singlet versus triplet injection
Scheme 5. Energetics and kinetics of electron injection in a ‘standard’ DSSC, focusing in particular upon comparison of triplet versus singlet injection. Energies are given as free energies relative to the dye ground state. The energy difference $\Delta E_{\text{inj}}^\text{rel}$ referred to in the discussion refers to the energy difference between the dye excited states and the density of acceptor states in the TiO$_2$. Given the exponential shape of this density of states, assigned to the TiO$_2$ conduction band / trap states, and thus the difficulty of defining an absolute conduction band ‘edge’, we only consider herein the effect of variations in the relative value of this energy difference, rather than its absolute value.

The analysis we have reported herein focuses on electron injection on the picosecond timescale, and therefore is assigned to electron injection from the N719 triplet state formed by ultrafast (~100 fs) intersystem crossing from the initial
generated singlet excited state, as illustrated in Scheme 5. We note we have previously invoked a change from singlet to triplet injection to explain the increase in photocurrent from RuL3 (L = 4,4'-dicarboxy-2,2'-bipyridyl) sensitized TiO2 in an ethanol electrolyte as the band edge was shifted down by the addition of acid to the electrolyte. The dependence of injection kinetics upon the relative energetics of the dye excited state versus the TiO2 conduction band, $\Delta E_{\text{inj}}^{\text{rel}}$, found herein allows us to analyse further the relative injection dynamics from the N719 singlet and triplet excited states. The N719 singlet and triplet excited state energies can be estimated from steady state absorption and emission data to be approximately 1.95 and 1.6 eV respectively. Employing the dependence of injection half-time upon $\Delta E_{\text{inj}}^{\text{rel}}$ found herein, we conclude that the rate constant for electron injection from the singlet excited state should be ~ one order of magnitude faster than from the triplet state. This difference in injection rates is consistent with previous analyses of biphasic injection dynamics for N3 sensitized TiO2 films, assigned to parallel pathways for electron injection from the N3 singlet and triplet states. However this one order of magnitude difference in injection rate constant is much smaller than the difference in the kinetics of the competing decay pathways from these states, this being ~ 100 fs for the singlet state and ~ 10 ns for the triplet state, resulting in it being much easier to achieve efficient electron injection from the triplet rather than singlet state of the N719 dye.

The analysis detailed above indicates that electron injection from the singlet excited state of ruthenium bipyridyl dyes is only likely to be observed for very favourable interfacial energetics (i.e.: very large $\Delta E_{\text{inj}}^{\text{rel}}$), such as those present for N3 sensitized TiO2 films in the absence of other potential determining species (due to the acidic properties of N3). For more modest values of $\Delta E_{\text{inj}}^{\text{rel}}$, such as those observed in typical devices due to the presence of the potential determining electrolyte, singlet injection does not compete effectively with intersystem crossing to the triplet state. Intersystem crossing to the triplet state results in a loss of $\Delta E_{\text{inj}}^{\text{rel}}$ (due to the ~ 300 meV lower energy of this triplet state), and thus ~ ten fold retardation of the injection kinetics. However this retardation is outweighed by the five orders of magnitude increase in excited state lifetime, enabling electron injection to proceed from this triplet state with a high quantum efficiency. As a consequence, except for very large values of $\Delta E_{\text{inj}}^{\text{rel}}$, electron injection in N719 sensitized TiO2 films and devices is likely to be dominated by injection from the N719 triplet state, consistent with the data we
report herein. We note that conditions resulting in a large value of $\Delta E_{\text{inj}}^{\text{rel}}$, and thus significant injection for the singlet state, would necessarily result in a large free energy loss associated with the electron injection, and are therefore not likely to be compatible with efficient overall device performance.

*Other materials factors influencing electron injection kinetics*

In addition to the influence of Li$^+$ and tBP concentration in the electrolyte upon the injection kinetics, we also investigated the dependence of the injection kinetics upon the TiO$_2$ preparation methodology, the presence of redox couple in the electrolyte and N719 dye loading. In all these cases, no significant variation of injection kinetics could be resolved. It can thus be concluded that the primary device composition factor determining the kinetics of electron injection for N719 sensitized TiO$_2$ solar cells is indeed the concentration of potential determining ions in the solution.

Considering the dependence upon film preparation, the sensitivity of electron injection rates to sample preparation, and particularly to film crystallinity, has been previously highlighted. In this paper, we studied two extreme cases of film fabrication, employing either acid or base peptisation, which might be expected to influence the film surface charge, and therefore $\Delta E_{\text{inj}}^{\text{rel}}$. However, the absence of any change in injection kinetics strongly indicates that the energetics of electron injection, $\Delta E_{\text{inj}}^{\text{rel}}$, in the complete devices were independent of the peptisation employed. This can most probably be attributed to the subsequent film treatments (sintering, dye sensitization and electrolyte addition) removing any initial difference in energetics deriving from the peptisation. We note that we have previously shown that the kinetics of charge recombination, and indeed overall device performance, are dependent upon the peptisation step employed. At present the origin of the different dependence of electron injection and recombination upon film peptisation is unclear, although we note that the recombination dynamics have been suggested to be particularly sensitive to intraband recombination sites on the film surface which in turn may be sensitive to the peptisation procedure.

Several reports have reported both reductive quenching of Ru-bipyridyl excited states by iodide and oxidative quenching by iodine and considered the potential impact of these quenching pathways upon device performance. We find
herein that the transient emission dynamics observed for both the N719 / TiO2 DSSCs and for the N719 / ZrO2 control films were independent of the presence of the iodide / iodine redox couple in the electrolyte, at least at the concentrations studied (0.7 M iodide, 0.1 M iodine). We note this observation contrasts with that of a recent study by Smeigh et al. We conclude that neither oxidative nor reductive quenching of the N719 excited states by the redox couple is a significant decay pathway for the devices studied herein, consistent with the observed efficient device operation.

Previous studies have discussed the potential importance of dye aggregation upon the observed injection dynamics. We note that in the studies reported herein the sensitizing solution was sonicated prior to sensitization to break up any such dye aggregates. We further note we obtained similar injection data for a broad range of dye loadings, suggesting that any dye aggregation induced by high dye loadings did not significantly impact upon the observed data. In any case, the high device internal photocurrent quantum efficiencies (~ 86 %) in electrolyte A strongly indicates that dye aggregation did not have a significant impact upon the data reported herein.

**Injection dynamics under applied bias**

We consider next the effect of applying negative bias to our standard N719 / TiO2 DSSC’s. As shown in Figure 5, we observe only a relatively small dependence of $t_{50\%}$ and $\phi_{\text{inj}}$ on applied bias, with the dark application of -1070 mV causing an increase in $t_{50\%}$ from 180 ps ± 45 to 230 ps ± 60 and a corresponding 8% decrease in $\phi_{\text{inj}}$ from 0.83 ± 0.04 to 0.76 ± 0.04. Given this potential range results in a variation of electron density and TiO2 Fermi level significantly larger than that generated by typical device operation under AM1.5 irradiation, this observation strongly suggests that the electron injection yield for such N719 sensitized DSSCs is relatively insensitive to electron density in the TiO2 film over the operating range of the device. This is consistent with the relatively low electron densities injected into the TiO2 film (~ $10^{18}$ cm$^{-3}$, corresponding to up to ~ 10 electrons per nanoparticle), with the high TiO2 dielectric constant resulting in negligible electron / electron repulsion. We further note that the absence of a strong bias dependence of the emission dynamics indicates that thermal excitation of injected electrons back to the dye LUMO orbitals, resulting in repopulation of the dye excited state does not appear to be a key limiting factor for device operation. This contrasts, for example, to charge separation in
photosynthetic reaction centres, where thermal repopulation of singlet excited states results in the observation of ‘delayed fluorescence’.

The relatively modest bias dependence we observe herein can most probably be assigned to a reduction in the density of unoccupied acceptor states, as we have discussed previously in analogous model system studies. The observed modest bias dependence may result in a small decrease in device fill factor and open circuit voltage. However we note that a significant bias dependence was only observed for the highest applied voltages (> 0.8 V), with our data indicating a loss of injection yield due the increase of electron density of ≤ 2 % under the range of typical device operation, indicating that this bias dependent loss of injection yield does not significantly impact upon the photovoltaic performance of the DSSCs studied herein.

Correlation between injection kinetics and device performance

We have concluded that the primary factor determining the efficiency of electron injection for the N719 sensitized DSSC’s studied herein is the energy of the density of TiO$_2$ acceptor states relative to the dye excited state, $\Delta E_{\text{inj}}^\text{rel}$, and that this energy difference is primarily determined by the concentration of additives such as Li$^+$ and tBP in the electrolyte (or alternatives such as guanadinium thiocyanate). We find that, when we vary the concentration of these additives, there is good correlation between the efficiency of electron injection, determined by our transient emission studies, and device short circuit current $J_{sc}$. We note that these studies have employed thin (4 μm) TiO$_2$ films, thereby minimising recombination losses during electron transport to, and collection by the FTO electrode. A more detailed analysis of this dependence, including consideration of the influence of additive concentration upon the efficiency of electron collection as well as electron injection, is reported elsewhere. Nevertheless, the data report herein, showing a variation of injection efficiency between 0.7 and 0.97 for the range of additive concentrations studied, strongly indicates that variations in electron injection efficiency is a key determinant of the variations in short circuit current density as a function of electrolyte composition.

A particularly striking observation from the results reported herein is that the electrolyte additive concentrations resulting in optimum overall device efficiency do not correspond to those yielding the fastest, and therefore most efficient, electron
injection. The fastest electron injection dynamics, observed in the presence of 0.1 M Li\textsuperscript{+} and 0 M tBP, yielded an injection efficiency of 97\%, and the largest device \(J_{sc}\). However in this case, the device open circuit voltage is only 565 mV, attributed to the relatively low energy of the TiO\(_2\) acceptor states. Under these conditions, electron injection results in a relatively large loss of free energy. Optimum device performance is obtained with the addition of 0.5 M tBP, raising the energy of the TiO\(_2\) density of acceptor states by \(~200\) meV. This reduces the injection efficiency by \(~10\)\%, correlated with a loss of device photocurrent. However this loss of photocurrent is more than compensated for by an increase in the TiO\(_2\) fermi level at which the interfacial recombination flux matches the photogeneration flux, resulting in a 100 mV increase in \(V_{OC}\) and higher overall device efficiency.

This influence of electron injection upon device efficiency can be readily understood in terms of the ‘minimisation of kinetic redundancy’, as we have proposed previously.\(^8\) Efficient device performance requires only that electron injection is fast relative to excited state decay to ground, as we discussed previously in terms of phthalocyanine sensitizer dyes.\(^63\) Optimum device performance is a compromise between achieving a sufficiently large energetic driving force for electron injection (ie. \(\Delta E_{inj}^{rel}\)) to enable electron injection to compete with excited state to ground versus raising the TiO\(_2\) conduction band as high as possible to minimise recombination losses and thus raise cell voltage. It can be viewed as a requirement to minimise the free energy loss associated with electron injection, whilst still maintaining a reasonably high quantum efficiency for this process.

We have recently reported that charge separation in polymer / fullerene solar cells may require a relatively large energetic driving force (or polymer / fullerene LUMO level offset).\(^64\) This requirement comes from the relatively low dielectric constant of such organic materials, resulting in relatively strong coulomb attraction of electrons and holes and causing geminate recombination losses to become a significant loss pathway in such devices. This situation can be contrasted with the electron injection dynamics we report here for DSSCs. In these devices, the relatively high dielectric constant of the TiO\(_2\), and the high ionic strength of the electrolyte, results in relatively weak coulomb attraction of injected electrons with dye cations. As such, geminate recombination does not appear to be a significant factor in DSSCs. In
these devices, the efficiency of charge separation is determined only by the relative kinetics of electron injection versus excited state decay to ground.

**Concluding remarks**

We conclude that, even for N719 sensitized TiO$_2$ based DSSC’s, the most widely studied device materials to date, electron injection is a key limitation upon device performance. Efficient electron injection requires that electron injection is fast relative to excited state decay to ground. As such it is dependent upon excited state lifetime- with for example the relatively short singlet excited lifetime of N719 (~ 100 fs) relative to its corresponding triplet state (~ 10 ns) resulting in triplet state injection being the optimum pathway for charge separation in efficient devices. The kinetics of electron injection are strongly dependent upon the relative energetics of the dye excited state relative to unoccupied TiO$_2$ acceptor states, and therefore to the influence of ‘potential determining’ additives in the electrolyte on the interfacial charge densities / dipoles. Optimum device performance requires optimisation of these additive concentrations such as to allow reasonably efficient electron injection whilst at the same time minimising the recombination flux at a given film Fermi level, and thereby maximising cell voltage. For the device series studied herein, this optimum device performance is found to correspond to additive concentrations yielding an injection half time of ~ 200 ps and an injection quantum yield of ~ 84 %.
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